
Proceedings of the 22nd International Conference on Computational Linguistics (Coling 2008), pages 1105–1112
Manchester, August 2008

Automatic Generation of Parallel Treebanks

Ventsislav Zhechev
NCLT, School of Computing

Dublin City University
Dublin, Ireland

vzhechev@computing.dcu.ie

Andy Way
NCLT, School of Computing

Dublin City University
Dublin, Ireland

away@computing.dcu.ie

Abstract

The need for syntactically annotated data 
for use in natural language processing has 
increased dramatically in recent years. This 
is true especially for parallel treebanks, of 
which very few exist. The ones that exist 
are mainly hand-crafted and too small for 
reliable use in data-oriented applications. 
In this paper we introduce a novel platform 
for fast and robust automatic generation of 
parallel treebanks. The software we have 
developed based on this platform has been 
shown to handle large data sets. We also 
present evaluation results demonstrating 
the quality of the derived treebanks and 
discuss some possible modifications and 
improvements that can lead to even better 
results. We expect the presented platform 
to help boost research in the field of data-
oriented machine translation and lead to 
advancements in other fields where paral-
lel treebanks can be employed.

1 Introduction

In recent years much effort has been made to make 
use of syntactic information in statistical machine 
translation (MT) systems (Hearne and Way, 2006, 
Nesson et al., 2006). This has led to increased in-
terest in the development of parallel treebanks as 
the source for such syntactic data. They consist 
of a parallel corpus, both sides of which have 
been parsed and aligned at the sub-tree level.

So far parallel treebanks have been created 
manually or semi-automatically. This has proven 
to be a laborious and time-consuming task that is 

prone to errors and inconsistencies (Samuelsson 
and Volk, 2007). Because of this, only a few paral-
lel treebanks exist and none are of sufficient size for 
productive use in any statistical MT application.

In this paper we present a novel platform for 
the automatic generation of parallel treebanks 
from parallel corpora and discuss several meth-
ods for the evaluation of the results. We discuss 
algorithms both for cases in which monolingual 
parsers exist for both languages and for cases in 
which such parsers are not available. The parallel 
treebanks created with the methods described in 
this paper can be used by different statistical MT 
applications and for translation studies.

We start in section 2 by introducing the tech-
niques for automatic generation of parallel tree-
banks. The evaluation methods and results are 
introduced in section 3 and in section 4 we give 
suggestions for possible improvements to the 
generation technology and to the evaluation algo-
rithms. Finally, in section 5 we present existing 
parallel treebanks and conclude in section 6.

2 Automatic Generation of
Parallel Treebanks

In this section we introduce a method for the auto-
matic generation of parallel treebanks from paral-
lel corpora. The only tool that is required besides 
the software presented in this paper is a word 
alignment tool. Such tools exist and some are freely 
available (eg. GIZA++ (Och and Ney, 2003)). If 
monolingual phrase-structure parsers1  or at least 
POS taggers exist for both languages, their use for 
pre-processing the data is highly recommended.

In all cases, a word alignment tool is used to 
first obtain word-alignment probabilities for the 
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1 Henceforth, we will use ‘parser’ to mean ‘monolingual phrase-structure parser’, unless stated otherwise.
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parallel corpus in question for both language di-
rections. We will start with the description of the 
case in which parsers are available for both lan-
guages, as this is the core of the system. The 
parsers are used to parse both sides of the paral-
lel corpus. The resulting parsed data and word-
alignment probability tables are then used as the 
input to a sub-tree alignment algorithm that in-
troduces links between nodes in corresponding 
trees according to their translational equivalence 
scores. The output of the sub-tree aligner is the 
desired parallel treebank.

If there is no parser available for at least one 
of the languages, the parallel corpus — together 
with the word-alignment tables — is fed directly 
to a modified version of the sub-tree aligner. In 
this modification of the alignment algorithm, all 
possible binary phrase-structure trees are hy-
pothesised for each sentence in a sentence pair. 
Afterwards — during the induction of alignments 
— only those tree nodes are left intact that take 
part in the alignments or are necessary for the 
production of connected trees. Thus, the output is 
again a parallel treebank with unambiguous 
phrase-structure trees for each language side.

In the present version of our software, if a 
parser or a POS tagger exists only for one of the 
languages in the parallel corpus you want to 
work with, they cannot be made use of. With the 
tree-to-tree and string-to-string modules in place, 
it is a minor task to add a tree-to-string and 
string-to-tree modules that will allow for the 
maximum utilisation of any available resources. 
We plan to start the development and evaluation 
of these new modules shortly.

We will now look at the currently available 
alignment algorithms in greater detail, starting 
with the tree-to-tree alignment and then moving 
on to the string-to-string case.

2.1 Tree-to-Tree Alignment

First, the tree-to-tree aligner has to follow certain 
principles to fit in the framework described above:

• Independence with respect to language pair, 
constituent-labelling scheme and POS tag 
set. Any language-dependence would re-
quire human input to adjust the aligner to a 
new language pair.

• Preservation of the original tree structures. 
We regard these structures as accurate en-
codings of the languages, and any change to 
them might distort the encoded information.

• Dependence on a minimal number of external 
resources, so that the aligner can be used even 
for languages with few available resources.

• The word-level alignments should be guided 
by links higher up the trees, where more 
context information is available.

These principles guarantee the usability of the 
algorithm for any language pair in many different 
contexts. Additionally, there are a few well-
formedness criteria that have to be followed to 
enforce feasible alignments:

• A node in a tree may only be linked once.
• Descendants / ancestors of a source linked 

node may only be linked to descendants / 
ancestors of its target linked counterpart.

Links produced according to these criteria en-
code enough information to allow the inference 
of complex translational patterns from a parallel 
treebank, including some idiosyncratic transla-
tional divergences, as discussed in (Hearne et al., 
2007). In what follows, a hypothesised alignment 
is regarded as incompatible with the existing 
alignments if it violates any of these criteria.

The sub-tree aligner operates on a per sentence-
pair basis and each sentence-pair is processed in 
two stages. First, for each possible hypothetical 
link between two nodes, a translational equiva-
lence score is calculated. Only the links for 
which a nonzero score is calculated are stored for 
further processing. Unary productions from the 
original trees, if available, are collapsed to single 
nodes, preserving all labels. Thus the aligner will 
consider a single node — instead of several 
nodes — for the same lexical span. This does not 
reduce the power of the aligner, as the transla-
tional equivalence scores are based on the sur-
face strings and not on the tree structures.

During the second stage, the optimal combina-
tion of links is selected from among the available 
nonzero links. The selection can be performed 
using either a greedy search, or a full search for 
the best combination.

Translational Equivalence

Given a tree pair S, T  and a hypothesis s, t , we 
first compute the strings in (1), where si…six  and 
tj…tjy  denote the terminal sequences dominated 

by s and t respectively, and S1…Sm  and T1…Tn  
denote the terminal sequences dominated by S and 
T. Here, inside are the strings that represent the 
spans of the nodes being linked and outside are the 
strings that lay outside the spans of those nodes.
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(1)
inside outside
sl = si…six sl = S1…si 1six + 1…Sm
tl = t j…t jy tl = T1…t j 1t jy + 1…Tn

(2) s, t = sl tl tl sl sl tl tl sl

(3) x y = P xi y jj

y

y
P xi y jj

y

yi

x

The score for the given hypothesis s, t  is 
computed using (2) and (3). According to the 
formula in (3), the word-alignment probabilities 
are used to get an average vote by the source to-
kens for each target token. Then the product of 
the votes for the target words gives the alignment 
probability for the two strings. The final transla-
tional equivalence score is the product of the 
alignment probabilities for the inside and outside 
strings in both language directions as in (2).

Greedy-Search Algorithm

The greedy-search algorithm is very simple. The 
set of nonzero-scoring links is processed itera-
tively by linking the highest-scoring hypothesis 
at each iteration and discarding all hypotheses 
that are incompatible with it until the set is empty.

Problems arise when there happen to be several 
hypotheses that share the same highest score. There 
are two distinct cases that can be observed here: 
these top-scoring hypotheses may or may not repre-
sent incompatible links. If all such hypotheses are 
compatible, they are all linked at the same time and 
all remaining unprocessed hypotheses that are 
incompatible with any of those links are discarded. 
In case even one among the top-scoring hypothe-
ses is incompatible with the others, these hypothe-
ses are skipped and processed at a later stage.

The sub-tree aligner can be built to use one of 
two possible skipping strategies, which we will 
call skip1  and skip2. According to the skip1 strat-
egy, hypotheses are simply skipped until a score 
is reached, for which only one hypothesis exists. 
This hypothesis is then linked and the selection 
algorithm continues as usual.

The skip2 strategy is more complex, in that we 
also keep track of which nodes take part in the 
skipped hypotheses. Then, when a candidate for 
linking is found, it is only linked if it does not 
include any of these nodes. The motivation be-
hind this strategy is that a situation may occur in 
which a low-scoring hypothesis for a given con-
stituent is selected in the same iteration as 
higher-scoring hypotheses for the same constitu-

ent were skipped, thereby preventing one of the 
competing higher-scoring hypotheses from being 
selected and resulting in an undesired link.

Regardless of whether skip1 or skip2 is used, 
sometimes a situation occurs in which the only 
hypotheses remaining unprocessed are equally 
likely candidates for linking according to the se-
lection strategy. In such ambiguous cases our 
decision is not to link anything, rather than make 
a decision that might be wrong.

During initial testing of the aligner we found 
that often lexical links would get higher scores 
than the non-lexical links,2  which sometimes re-
sulted in poor lexical links preventing the selec-
tion of bona fide non-lexical ones. To address 
this issue, an extension to the selection algorithm 
was developed, which we call span1. When en-
abled, this extension results in the set of nonzero 
hypotheses being split in two subsets: one con-
taining all hypotheses for lexical links, and one 
containing the hypotheses for non-lexical links. 
Links are then first selected from the second sub-
set, and only when it is exhausted does the selec-
tion continue with the lexical one. This division 
does not affect the discarding of incompatible 
links after linking; incompatible links are dis-
carded in whichever set they are found.

Full-Search Algorithm

This is a backtracking recursive algorithm that 
enumerates all possible combinations of non-
crossing links. All maximal combinations3  found 
during the search are stored for further process-
ing. After the search is complete, the probability 
mass of each combination is calculated by sum-
ming the translational equivalence scores for all 
the links in the combination. The maximal com-
bination of non-crossing links that has the high-
est probability mass is selected as the best align-
ment for the sentence pair.

Often, there are several distinct maximal combi-
nations that share the highest probability mass; for 
longer sentences this number can rise to several 
hundred. The disambiguation strategy that we cur-
rently employ is to take the largest common subset 
of all maximal combinations. Another strategy 
would be to output all possible combinations and 
mark them as relating to the same sentence pair, 
thus leaving the disambiguation to the applica-
tion that uses the resulting parallel treebank.

2 lexical are such links, for which at least one of the linked nodes spans over only one word. All other links are non-lexical.
3 A maximal combination of non-crossing links is a combination of links for which any newly added link would be 

incompatible with at least one of the links already in the combination.
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2.2 String-to-String Alignment

The string-to-string aligner can accept as its in-
put plain or POS-tagged data. For a pair of sen-
tences, all possible binary trees are first con-
structed for each sentence. All nodes in these 
trees have the same label (X) and are then used as 
available link targets. In the case of POS-tagged 
data, the pre-terminal nodes receive the POS tags 
as labels. Here it is obvious that the number of 
links will be much higher than for the sub-tree 
alignment case, so the string-to-string aligner 
will operate much more slowly.

After all link-hypothesis scores have been cal-
culated, the string-to-string aligner continues 
with the selection of links in the same manner as 
the sub-tree aligner, with one extension; after a 
link has been selected — besides all incompati-
ble links — all binary trees that do not include 
the linked nodes are discarded with any nonzero 
hypotheses attached to them. In this way, only 
those binary trees that are compatible with the 
selected links remain after the linking process.

In an additional step for the string-to-string 
aligner, all non-linked nodes (except for the root 
nodes) are discarded, thus allowing for the construc-
tion of unambiguous n-ary trees for the source and 
target sentences. If necessary, non-linked nodes are 
left intact to provide supporting structure in the trees.

3 Evaluation and Results

The quality of a parallel treebank depends directly 
on the quality of the sub-tree alignments that it 
contains. Because of this, we use the evaluation 
results mainly as a metric for the improvements 
in the sub-tree aligner during development. Of 
course, the evaluation presented in this section 
also presents an insight into the usability of the 
parallel treebanks produced using our method.

For the evaluation of the aligner, a battery of in-
trinsic and extrinsic tests was developed. As a refer-
ence for the tests, a hand-crafted parallel treebank 
was used (HomeCentre (Hearne and Way, 2006)). 
This treebank consists of 810 English–French sen-
tence pairs. As discussed in section 5, we are not 
aware of an existing parallel treebank besides the 
HomeCentre that can be used directly for cross 
evaluation and comparison to versions automati-
cally generated using the sub-tree aligner.

The word-alignment probabilities required by 
our system were obtained by running the Moses 

decoder4 (Koehn et al., 2007) on the plain sentences 
from the HomeCentre in both language directions.

We will first describe the intrinsic testing and 
then go into the details of the extrinsic evaluation.

3.1 Intrinsic Evaluation

The intrinsic evaluation is performed by compar-
ing the links induced by the automatic aligner to 
the manually annotated links in the HomeCentre 
treebank. This evaluation can only be performed 
for the result of the tree-to-tree alignment, as the 
string-to-string alignment produces different 
trees. The metrics used for the comparison are 
precision and recall for all alignments and lexical 
and non-lexical alignments alone. The results of 
the evaluation are shown in Table 1.5

all links lexical links non-lexical links

Configura-
tions

skip1

skip2

skip1_span1

skip2_span1

preci-
sion

recall preci-
sion

recall preci-
sion

recall

61,29% 77,46% 51,06% 79,99% 80,75% 75,69%

61,54% 77,50% 51,29% 80,03% 80,75% 75,70%

61,56% 78,44% 51,53% 80,51% 78,67% 77,22%

61,79% 78,49% 51,76% 80,60% 78,73% 77,22%

Table 1. Intrinsic evaluation results

Looking first to the all links column, it is imme-
diately apparent that recall is significantly higher 
than precision for all configurations. In fact, all 
aligner variations consistently induce on average 
two more links than exist in the manual version. 
Considering the lexical links and non-lexical links 
columns, apparently the bulk of the automatically 
induced links that do not occur in the manual an-
notation are at the lexical level, as attested by the 
low precision at the lexical level and balanced 
precision and recall at the non-lexical level.

If the manual alignments in the HomeCentre 
are regarded as a gold standard, it would seem 
that fewer lexical links should be produced, 
while the quality of the non-lexical links needs 
improvement. We will try to judge whether this 
is really the case using the extrinsic evaluation 
techniques described below.

3.2 Extrinsic Evaluation

For extrinsic evaluation, we trained and tested a 
DOT system (Hearne and Way, 2006) using the 
manually aligned HomeCentre treebank and 
evaluated the output translations to acquire base-
line scores. We then trained the system on the 
automatically generated treebank and repeated 

4 We found that using the Moses word-alignment probabilities yielded better results than those output directly by GIZA++.
5 Throughout the paper we use boldface to highlight the best results and italics for the worst.
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the same tests, such that the only difference 
across runs are the alignments.

For testing, we used the six English–French 
training / test splits for the HomeCentre used in 
(Hearne and Way, 2006). Each test set contains 80 
test sentences and each training set contains 730 
tree pairs. We evaluated the translation output 
using three automatic evaluation metrics: BLEU 
(Papineni et al., 2002), NIST (Doddington, 2002) 
and METEOR (Banerjee and Lavie, 2005). We 
averaged the results over the six splits. We also 
measured test-data coverage of the translation sys-
tem, i.e. the percentage of test sentences for which 
full trees were generated during translation.

We performed this evaluation using both the 
tree-to-tree algorithm and the string-to-string 
algorithm, employing greedy-search selection. 
For the latter case we extracted POS-tagged sen-
tences from the HomeCentre and used them as 
input for the aligner. The results for the tree-to-
tree case are presented in Table 2 and for the 
string-to-string case in Table 3.
Configurations BLEU NIST METEOR Coverage

manual

skip1

skip2

skip1_span1

skip2_span1

0,5222 6,8931 71,8531% 68,5417%

0,5236 6,8412 72,2485% 72,0833%

0,5233 6,8617 72,2847% 71,8750%

0,5296 6,8570 72,9833% 72,0833%

0,5334 6,9210 72,9736% 71,8750%

Table 2. Tree-to-tree extrinsic evaluation
Let us first look at the results from the tree-to-

tree aligner. Overall, the scores obtained when 
using the manual alignments are very competitive 
with those derived using the manually aligned 
data. In fact, NIST is the only metric for which the 
performance is below the baseline. An important 
observation is that the coverage of the translation 
system is up to 3.5% higher when using the auto-
matic alignments. Another observation is that skip2 
leads to better performance on the NIST metric 
over skip1, but the results from the other metrics are 
not so conclusive. The use of span1 leads to better 
translation scores. Th s  results seem to point at 
the skip1_span1 and skip2_span1 configurations 
as the best-suited for further development.

Unexpectedly, the results of the extrinsic 
evaluation do not strictly follow the trends found 
in the intrinsic evaluation. Further analysis of the 
data revealed that direct comparison of the man-
ual and automatic alignments is not appropriate, 
especially regarding the lexical alignments. The 
manual alignments were produced with the aim 
of maximising precision, but the coverage-based 
automatic alignments lead to higher translation 
scores. This is the result of having many fewer 

manual word-alignments than automatic ones, as 
the low precision scores in the intrinsic evalua-
tion show. From this we conclude that the im-
provement of the automatic aligner should not be 
aimed at better matching the manual alignments, 
but rather at improving the quality of the transla-
tions produced using the automatic alignments.
Configurations BLEU NIST METEOR Coverage

manual

skip1

skip2

skip1_span1

skip2_span1

0,5222 6,8931 71,8531% 68,5417%

0,4939 6,6321 72,5192% 92,5000%

0,4886 6,5777 72,8241% 92,2917%

0,4661 6,3090 73,1017% 92,2917%

0,4683 6,3353 73,2828% 92,2917%

Table 3. String-to-string extrinsic evaluation
If we now look at the evaluation of the string-

to-string aligner, we see quite peculiar results. 
There is more than 20% increase in coverage 
compared to the tree-to-tree aligner, but the only 
other metric that sees improvement — albeit 
modest — is METEOR. It is also the only metric 
that follows the trends observed in the tree-to-
tree evaluation results. Not only are the results 
for the BLEU and NIST metrics lower, but they 
also seem to follow reversed trends. It is unclear 
what the reason for such an outcome is, and fur-
ther investigation — including on other data sets 
— is needed. Still, as far as the METEOR metric 
is concerned, the use of the string-to-string algo-
rithm for the generation of parallel treebanks 
seems to be warranted.

The results obtained from the intrinsic and ex-
trinsic evaluations show that the methods de-
scribed in this paper produce high quality parallel 
treebanks. Using the automatically generated tree-
banks, a DOT system produces results with simi-
lar translation quality and better coverage com-
pared to its performance using manually aligned 
data. This makes our methods a good alternative 
to the manual construction of parallel treebanks.

3.3 Using the Full-Search Algorithm
as an Evaluation Metric

The full-search selection algorithm is combinato-
rial in nature and for sentence pairs with more 
than 100 nonzero link hypotheses its time re-
quirements become prohibitive. Still, this algo-
rithm can be used in its current form for devel-
opment purposes.

It is reasonable to ask whether the greedy-search 
algorithm produces the best set of alignments for 
a given sentence pair. It could be that it picks a 
local maximum differing greatly from the absolute 
maximal set of alignments, thus producing either 
low quality links or a small number of links.
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The full-search selection algorithm can be used 
to test the performance of the greedy search, as it by 
definition produces the best available set of align-
ments. We decided to use the rate of coincidence 
between the alignments induced using both selec-
tion algorithms as a metric for the quality of the 
links derived using the greedy search: the higher the 
number of cases in which the greedy-search algo-
rithm matches the result of the full-search algo-
rithm, the better the quality of the greedy search.

We ran this coincidence evaluation for all four 
configurations of the aligner. The results are pre-
sented in Table 4. It should be noted that 30 sen-
tence pairs from the HomeCentre could not be 
handled by the full-search algorithm within a 
reasonable timeframe and were skipped.

all links lexical links non-lexical links

Configura-
tions

skip1

skip2

skip1_span1

skip2_span1

preci-
sion

recall preci-
sion

recall preci-
sion

recall

98,71% 99,18% 98,36% 99,14% 99,57% 99,21%

99,23% 99,21% 99,06% 99,17% 99,57% 99,23%

95.78% 97,00% 95.92% 96,33% 95.19% 99,21%

96,27% 97,09% 96,58% 96,44% 95,25% 99,21%

Table 4. Evaluation against full-search results
The outcome of this test seems to be unex-

pected and a little disconcerting in view of the 
results obtained from the extrinsic evaluation. It 
does not seem reasonable that the configurations 
including span1 should obtain scores that are 
relatively much worse than the scores for the 
other configurations, when we saw them perform 
better at the extrinsic evaluation tests.

The reason for this discrepancy might not be 
obvious, but it is fairly simple and lies in the na-
ture of the span1 extension. As discussed in sec-
tion 2.1, span1 introduces a separation in the in-
duction of lexical and non-lexical links. The full-
search algorithm, however, derives the maximal 
link set from a common pool of all nonzero 
alignment hypotheses. This suggests that an ex-
tension to the full-search algorithm similar to 
span1 should be developed to allow for the 
evaluation of configurations using this feature.

Nevertheless, this evaluation shows some very 
important results. Besides the fact that configura-
tions using skip2 perform slightly better than 
those using skip1, we see that the greedy search 
comes very close to the best maximal link set. 
Our tests show that in over 95% of the cases the 
greedy search finds the best maximal link set 
available for the particular sentence pair.

The results are very encouraging and show 
that the fast greedy-search algorithm produces 
the desired results and there is no need to use the 

prohibitively slow full-search algorithm, except 
for comparison purposes.

4 A Review of Possible Enhancements
Here, we discuss possible avenues for the im-
provement of the quality of the parallel treebanks 
produced using the methods presented in this paper.

As already stated in section 3, the quality of a 
parallel treebank is to be judged by the quality of 
the induced sub-tree alignments. Thus, all effort 
should be directed at producing better alignments. 
There are two possible ways to address this: one 
option is to work on improving the alignment 
algorithm, and the other option is to improve the 
scoring mechanism used by the aligner.

Improvements to the alignment algorithm can 
be evaluated against the full-search selection al-
gorithm. The evaluation results from section 3.3 
suggest, however, that the margin for improve-
ment here is very small. Thus, we do not expect any 
improvements here to bring serious boosts in over-
all performance. Nevertheless, we plan to investi-
gate one possible modification to the greedy search.

It can be argued that each newly induced link in 
a sentence pair should affect the decisions regard-
ing which links to select further in the alignment 
process for this sentence pair. This can be simulated 
to a certain extent by the introduction of a simple 
re-scoring module to the aligner. Each time a new 
link has been selected, this module will be used to 
recalculate the scores of the remaining links, con-
sidering the restrictions on the possible word-level 
alignments introduced by this link, e.g. that words 
within the spans of the nodes being linked cannot 
be aligned to words outside those spans.

The effects of changes to the scoring mecha-
nism used can only be evaluated using extrinsic 
methods, as such changes also influence the op-
eration of the full-search selection. On this front, 
we plan to investigate a maximum-entropy-based 
scoring mechanism. We expect such a mecha-
nism to better encode mathematically the de-
pendence of the translational equivalence scores 
on the word-alignment probabilities.

Besides the improvements to the sub-tree 
aligner, we plan to extend the whole generation 
framework with two additional modules: for 
string-to-tree and tree-to-string alignment. This 
would allow for better utilisation of all available 
resources for the derivation of a parallel treebank 
from a parallel corpus.

We also plan to perform large-scale extrinsic 
evaluation experiments. Though the evaluation re-
sults presented in section 3 are very promising, they 
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were performed on a very small set of data. (John 
Tinsley (p.c.) reports successfully deriving a paral-
lel treebank with over 700 000 sentence-pairs using 
our software.) Further experiments on larger data 
sets — from different languages, as well as from 
different domains — should help better understand 
the real qualities of the methods presented here.

5 Existing Parallel Treebanks

In this section we look at several attempts at the 
creation of parallel treebanks besides the Home-
Centre treebank presented earlier.

Closest to the material presented in this paper 
comes the parallel treebank presented in (Sam-
uelsson and Volk, 2006). This manually created 
treebank aligns three languages — German, Eng-
lish and Swedish — consisting of over 1000 sen-
tences from each language. The main difference 
compared to our method is that they allow many-
to-many lexical alignments and one-to-many non-
lexical alignments. The authors also allow unary 
productions in the trees, which, as stated in section 
2.1, does not provide any additional useful infor-
mation. Another difference is that they deepen the 
original German and Swedish trees before align-
ment, rather than preserve their original form.

A further attempt to align phrase-structure 
trees is presented in (Uibo et al., 2005). The 
authors develop a rule-based method for aligning 
Estonian and German sentences. The parallel 
treebank consist of over 500 sentences, but in the 
version presented only NPs are aligned.

In (Han et al., 2002) the authors claim to have built 
a Korean–English parallel treebank with over 5000 
phrase-structure tree pairs, but at the time of writing 
we were unable to find details about this treebank.

Although the Prague Czech–English Depend-
ency Treebank (PCEDT ( mejrek et al., 2004)) can 
be used as a parallel treebank, it is not such per se. 
The authors do not use phrase-structure trees. In-
stead, tectogrammatical dependency structures are 
used (Haji ová, 2000). Either a word alignment 
tool like GIZA++ or a probabilistic electronic dic-
tionary (supplied with the treebank) can be used to 
automatically align the dependency structures. The 
presented version contains over 21000 sentence 
pairs that can be aligned. Because of its nature, this 
treebank can only be used by MT systems that em-
ploy tectogrammatical dependency structures.

We are also aware of the existence of the LinES 
(Ahrenberg, 2007), CroCo (Hansen-Schirra et al., 

2006) and FuSe (Cyrus, 2006) parallel corpora. 
Although it seems possible to use them as parallel 
treebanks, they have been designed to serve as 
resources for the study of translational phenomena 
and it does not appear that they can be used effec-
tively for other natural language processing tasks.

An attempt to develop an automatic tree-to-
tree aligner is described in (Groves et al., 2004). 
The authors present a promising rule-based sys-
tem. Further testing, however, has shown that the 
rules are only applicable to a particular treebank 
and language pair. This means that the set of 
rules has to be adjusted for each particular case.

Thus, the methods presented in this paper are 
the only available ones that can be used to pro-
duce a sufficiently large parallel treebank appro-
priate for use by state-of-the-art statistical MT 
applications (eg. DOT (Hearne and Way, 2006)).6

6 Conclusions

We have presented a novel platform for the fast 
and robust automatic generation of parallel tree-
banks. The algorithms described are completely 
language-pair-independent and require a minimal 
number of resources; besides a parallel corpus, a 
word alignment tool is the only extra software 
required. If available, POS taggers or monolin-
gual phrase-structure parsers can be used to pre-
process the data. Certain extensions to the cur-
rent software are planned that will assure the op-
timal use of any available resources.

A series of evaluations have shown promising 
results. The quality of the automatically generated 
parallel treebanks is very high, even improving on 
a manually created treebank on certain metrics. 
We plan to carry out extensive large-scale testing 
on a range of language pairs, which we expect to 
corroborate the results reported in this paper. The 
planned improvements to the algorithms discussed 
in section 4 are expected to further increase the 
quality of the generated parallel treebanks.

Currently existing treebanks are small and re-
quire extensive human resources to be created and 
extended, which has limited their use for data-
oriented tasks. The platform presented in this pa-
per provides a means to circumvent these prob-
lems by allowing for the fast automatic genera-
tion of very large parallel treebanks with very little 
human effort, thus overcoming this hurdle for 
research in tree-based machine translation.

6 An alternative methodology is described in (Lavie et al., to appear), but this work was not available at the time of writing.
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