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Abstract

With the continuous growth of multi-modal
data on social media platforms, traditional
Named Entity Recognition has rendered insuf-
ficient for handling contemporary data formats.
Consequently, researchers proposed Multi-
modal Named Entity Recognition (MNER). Ex-
isting studies focus on capturing the visual re-
gions corresponding to entities to assist in en-
tity recognition. However, these approaches
still struggle to mitigate interference from vi-
sual regions that are irrelevant to the entities.
To address this issue, we propose an inno-
vative framework, Visual Cue Refinement in
MNER(VCRMNER) using CLIP Prompts, to
accurately capture visual cues (object-level vi-
sual regions) associated with entities. We lever-
age prompts to represent the semantic informa-
tion of entity categories, which helps us assess
visual cues and minimize interference from
those irrelevant to the entities. Furthermore,
we designed an interaction transformer that op-
erates in two stages—first within each modality
and then between modalities—to refine visual
cues by learning from a frozen image encoder,
thereby reducing differences between text and
visual modalities. Comprehensive experiments
were conducted on two public datasets, Twit-
ter15 and Twitter17. The results and detailed
analyses demonstrate that our method exhibits
robust and competitive performance.

1 Introduction

Named Entity Recognition (NER) primarily identi-
fies key entities (e.g., person, locations, organiza-
tions) within unstructured textual data sources (Li
et al., 2020b). In the context of social media appli-
cations, NER technology is primarily used to ana-
lyze and track the dynamics of public opinion, ma-
jor events, and other related information trends. As
social networks evolve, the volume of multi-modal
data on social media continues to grow, rendering
traditional text-based NER methods insufficient for

this new form of data. Consequently, researchers
have developed Multi-modal Named Entity Recog-
nition (MNER) (Lu et al., 2018)(Moon et al., 2018).
MNER integrates image and text data to identify
named entities, effectively resolving the ambigu-
ities present in traditional NER tasks (Lu et al.,
2018). It has now become an important research
direction in the field of information extraction.

In MNER tasks, textual content and images of-
ten exhibit low relevance (Sun et al., 2021)(Hu
et al., 2017), with entities usually concentrating
on specific visual regions (visual cues). Other re-
gions might interfere with the accurate identifica-
tion of named entities (Xu et al., 2022)(Zhang et al.,
2023a). Early studies (Lu et al., 2018)(Moon et al.,
2018)(Wu et al., 2020)(Jia et al., 2022) have ex-
plored the inherent correlations between images
and text using attention mechanisms. However,
this approach does not address the low correlation
between images and text, and it is challenging to as-
sess the effectiveness of implicit alignments. Subse-
quently, research (Sun et al., 2021)(Xu et al., 2022)
focused on reducing the influence of irrelevant im-
ages on entity recognition by evaluation mecha-
nisms to assess the correlation between entire im-
ages and their corresponding textual sentences. For
instance, they utilized contrastive learning methods
to assess image-text similarity, or they employed
pre-trained models for this assessment. Addition-
ally, this approach diminishes the significance of
object-level visual regions. Recently, studies (Chen
et al., 2022)(Yu et al., 2023)(Zheng et al., 2020)
have attempted to exploit object-level visual re-
gions using visual tools such as Mask R-CNN (He
et al., 2017). The object-level visual information
typically corresponds directly to visual objects with
less noise, these visual regions can better assist in
entity recognition. However, these visual tools are
typically trained solely on visual datasets, which
hampers their ability to accurately capture the vi-
sual regions pertinent to the entities. Consequently,
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Figure 1: An example shows the problems of different
MNER methods.

irrelevant visual regions can mislead the model’s
judgments, resulting in error propagation.

As shown in Fig. 1, the similarity score between
the input image and the sentence, as evaluated by
similarity assessment, is merely 0.36. Despite the
person in the image being "Taylor Swift" as men-
tioned in the text, the relevance of the visual re-
gion where this person is located has decreased.
In the method that utilizes Mask R-CNN to detect
object-level visual regions within the image, three
pertinent object regions were identified. However,
the "car" in the image does not contribute to the
identification of the entity "Taylor Swift". If the sig-
nificance of this visual region is not diminished, it
could potentially mislead the identification process
of the entity.

Employing semantic information of entity cate-
gory words to evaluate the relevance of visual re-
gions helps minimize the interference caused by vi-
sual regions that are unrelated to the entities. CLIP
(Radford et al., 2021) as a pre-trained multi-modal
model, bridges the modalities of images and text.
When used as an evaluator, CLIP is capable of as-
sessing the relevance between images and textual
content. However, the training corpus for CLIP
lacks category words for entity classifications, in-
cluding person, location, organization, and miscel-
laneous. Consequently, it is crucial to guide visual
region assessments with category words.

In this paper, we propose a new framework Vi-
sual Cue Refinement for MNER (VCRMNER) that
uses prompts instead of category words to guide
the evaluation of visual regions. Specifically, we
characterize the types of entities using a series of
prompts and compute the center of these prompts’
vector representations to represent the entity cate-
gory words. The similarity between these category
word representations and the representations of vi-

sual cues is assessed with CLIP to determine the
relevance of these visual regions. Furthermore,
we developed a two-stage modal fusion interactive
transformer. First, attention is calculated within
each modality separately. Then, the model fuses
the modalities together. This balances the differ-
ences between text and visuals, avoiding excessive
interference from visual representations. By re-
fining visual cues from the frozen image encoder,
our model reduces modal discrepancies effectively.
Comprehensive experiments were conducted on
two public datasets Twitter15 (Zhang et al., 2018)
and Twitter17 (Lu et al., 2018). The results and
detailed analyses confirm that our method provides
robust and competitive performance. Our main
contributions are summarized as follows:

• We proposed an innovative architecture
VCRMNER that employs a transformer
block that combines cross-attention and self-
attention, interacting with a frozen visual en-
coder. This interaction reduces the semantic
gap between modalities, thereby more effec-
tively integrating information from different
modalities to achieve MNER.

• We designed a prompt-guided visual cue eval-
uation module that supplements additional se-
mantic information by using prompts to re-
place entity category words, thereby effec-
tively reducing interference from visual noise
unrelated to the entities.

• We conducted extensive experimental verifica-
tion on two benchmarks, and the experimental
results fully demonstrated that our method
achieved sota.

2 Related Work

2.1 Prompt learning
The concept of prompt learning involves design-
ing appropriate "prompts" to elicit the desired out-
puts from the model. The core of this approach
lies the idea of not training the model directly
for specific tasks, but rather constructing a form
of input that enables the model to infer the cor-
rect answers based on existing knowledge (Liu
et al., 2023). Recently, some studies (Huang et al.,
2022) developed a prompt learning method for
NER that uses category-specific words to optimize
contrastive learning of label representations. This
approach, however, is generally limited to the tex-
tual modality. In multimodal approaches, (Wang
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et al., 2022) proposed a method that leverages the
association between prompts and visual images
to filter prompts containing entity semantics to
assist in entity recognition. This method signif-
icantly mitigates the differences between the vi-
sual and textual modalities. In contrast, we pro-
pose using a specifically designed prompt-driven
vision-language model as an evaluator, starting
from raw data, to assess whether object-level visual
regions (visual cues) are related to entity categories.
This approach minimizes interference from irrele-
vant object-level visual regions and enhances entity
recognition through precise visual cues.

2.2 Pretrain vision language model
With the continuous advancement of pre-trained
models, significant progress has been made in the
fields of computer vision and natural language
processing. In this context, Unicoder (Li et al.,
2020a) attempted to use a universal encoder to in-
tegrate visual and linguistic representations, draw-
ing on the paradigm of cross-lingual pre-training
models, inputting both visual and textual data
into multi-layer Transformers for multi-task cross-
modal pre-training, aimed at image-text retrieval
tasks. CLIP (Radford et al., 2021), which uses
large-scale image-text pairs and contrastive learn-
ing to predict the match between captions and im-
ages, thereby understanding the relevance between
two different modalities. The CLIP model demon-
strates strong generalization ability across various
visual tasks without the need for specific task train-
ing.

These multimodal visual-language pre-trained
models break down modality barriers, narrow the
gap between modalities, and exhibit great potential
in numerous downstream tasks. For the MNER
task, images in image-text pairs often contain vi-
sual objects unrelated to entity types, and the exist-
ing multimodal visual-language models, with their
capability to evaluate image-text associations, pro-
vide a technical foundation for the assessment of
visual objects.

2.3 MNER
With the increasing amount of multi-modal data on
social media platforms, MNER has attracted the
attention of many researchers. Based on different
image processing methods, we categorize MNER
research into two main classes:

(1) Treating the entire image and merging
through the interaction between image represen-

tations and text representations in vector space. For
example, CNN-LSTM (Lu et al., 2018) introduces
a modality attention module that diminishes irrel-
evant modality information while amplifying the
primary modality, used for multi-modal represen-
tation. CoA (Zhang et al., 2018) introduces an
adaptive co-attention architecture to integrate vi-
sual and textual information for MNER. UMT (Yu
et al., 2020) has designed a unified multi-modal
transformer framework that utilizes an entity span
detection task to learn rich multi-modal representa-
tions. MAF (Xu et al., 2022) proposes a matching
and alignment framework to mitigate the effects of
mismatched text-image pairs and enhance the con-
sistency of multi-modal representations. DebiasCL
(Zhang et al., 2023a) employs implicit alignment
between visual objects and textual entities, using
debiasing-based contrastive learning to optimize
the shared semantic space between text and im-
ages. These methods attempt to leverage entire
image to enhance textual representations; however,
they overlook the preference for object-level visual
regions in the MNER task.

(2) Explicitly extracting object-level visual re-
gions (visual cues) and facilitating interaction be-
tween representations of visual regions and textual
representations. OCSGA (Wu et al., 2020) utilizes
a dense co-attention mechanism to establish both
intra-connections and inter-connections between
textual entities and visual objects. UMGF (Zhang
et al., 2021a) proposes a graph fusion method to
learn various semantic relationships between words
and multiple visual objects. BGAMNER (Chen
et al., 2023) explores the matching relationships
between visual regions and words through bidi-
rectional image-text generation. The HamLearn-
ing (Liu et al., 2024) enhances text word repre-
sentations by dynamically aligning image and text
sequences and modeling the relationships among
the mined visual regions, thereby achieving multi-
level cross-modal learning. Although visual re-
gions more accurately point to named entities, the
visual regions in images are not always relevant to
the entities.

Unlike the above methods, we propose an ap-
proach that uses prompts instead of entity cate-
gory words to evaluate visual cues and dynamically
achieves word alignment with visual cues and inter-
modal fusion through an interactive transformer.
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Figure 2: The overall architecture of the approach we proposed.

3 Our Method

Overview our method. Fig. 2 shows our model
architecture, which is divided into two main stages.
In the first stage, we design the corresponding ten
text prompts for each entity category word and map
each text prompt to the multi-modal vector space
through the clip text encoder. Further, we find the
center of the vector representation of the prompts
corresponding to each entity category by averaging,
and we use this center as the text vector represen-
tation of the entity category words. Subsequently,
we map the object-level visual regions, obtained
by Mask R-CNN, to the shared vector space of
image and text via the clip. We then compare the
visual representation with the prompts center to
evaluate the correlation. In the second stage, we
designed an interactive transformer aimed at refin-
ing the captured visual cues, enabling the model
to more effectively learn the knowledge embed-
ded in the visual modality. This module achieves
sustained intra-modal and inter-modal interactions
through self-attention and cross-attention mecha-
nisms, thereby narrowing the semantic gap between
the textual and visual modalities. Finally, we input
the final vector representation obtained from the in-
teraction transformer into the Conditional Random
Field (CRF) (Wallach et al., 2004) to complete the
sequence annotation decoding process. The follow-
ing section describes the details of our method.

Formula definition. Given a sentence S =
(w1, w2, w3, ..., wn), where n represents the total
number of words in the sentence. I is the image
corresponding to the sentence S. The goal of the
MNER task is to combine the image I to label each
word in the sentence S to obtain the sequence Ŷ .
ŷi ∈ Ŷ , ŷi type is the label of the model predict,
Y = (y1, y2, y3, . . . , yn), yi represents the type
of the real label. According to the BIO notation,
the MNER task pre-defines four types of entities
PER,LOC,ORG,MISC.

Input Embedding: In this paper, we choose
RoBERTa (Liu et al., 2019) as the text encoder.
Before feeding a sentence S into RoBERTa, the
RoBERTa tokenizer segments it into a sequence
of word embeddings. Special tokens "[CLS]" and
"[SEP]" are inserted at the beginning and end of
the word embedding sequence, respectively. This
process generates a token sequence T = {Ti}Nt

i=1 ∈
RNt×d, where Nt represents the number of tokens
in the sentence, and d represents the dimension of
the embeddings. The token sequence is then input
into RoBERTa to obtain the vector representation
Ht ∈ RNt×d, where h0 is the vector representation
of the entire sentence, and the others are the vector
representations of the words in the sentence.

As a Transformer-based image recognition
model, Vision Transformer (ViT) (Dosovitskiy
et al., 2020) efficiently processes global features
of images through the self-attention mechanism.
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Therefore, we choose clip-vit as the model’s visual
encoder. Given an image I , ViT segments the input
image into multiple fixed-size image patches (e.g.,
16x16 pixels) and linearly projects these image
patches into a series of one-dimensional embedding
vectors, represented as V = {Vi}Nv

i=1 ∈ RNv×d,
where Nv represents the number of patches in the
image, and d represents the embedding dimension.

3.1 Stage one. Prompt-guided visual cues
extraction and evaluation

Prompts for design: When evaluating the rele-
vance of object-level visual regions, directly using
label words from named entity recognition (such as
person, location, and organization) may lead to low
recognition accuracy because these keywords do
not directly correspond to the content in the CLIP
model’s training set. To overcome this limitation,
we introduce a prompt-based visual cue method
that utilizes a set of carefully designed prompts as
substitutes for entity category words, thereby har-
nessing CLIP’s capability to assess visual regions.
We designed ten distinct prompts for each entity
category using the large language model GPT-4,
which generated and screened prompts based on
the MNER task description and the definitions of
entity category words. These prompts were then
manually filtered to select those that accurately de-
scribe the image content and align with the entity
type definitions. All prompts are available in the
supplementary material.

Visual cues assessment: The predefined
prompts are used in place of entity keywords and
are encoded through a CLIP text encoder, which
converts each prompt into a vector representation.
Given promptji has the following formula to map
it to a multi-modal vector representation space:

pji = cliptext(promptji ) ∈ Rd (1)

where pji ∈ Rd represents the vector embedding of
the i-th prompt in the j-th category, with d denot-
ing the dimensionality of the embedding space, and
cliptext is the CLIP model’s text encoder, responsi-
ble for mapping the input prompt into the shared
multi-modal vector space.

After obtaining the vector representation of all
prompts for each category, we obtain the entity
category textual representation by calculating the
average of these vectors:

cj =
1

n

n∑
i=1

pji (2)

where cj ∈ Rd represents the centroid vector of
the j-th entity category in the multi-modal embed-
ding space, obtained by averaging the n prompt
vectors pji , with n denoting the total number of
prompts in the category and d being the dimension-
ality of the embedding space.

It is noteworthy that, since the entity category
words are fixed, the prompts we design will also
be fixed. Therefore, the process of computing the
center of the prompt is performed only once. After
obtaining the vector representation of the prompts
center, it is passed as a fixed parameter into the
model. As the text prompts undergo only a sin-
gle pass through the text encoder and are fixed,
the model we propose does not lead to excessive
computational growth.

Given an image, we follow the approach of
(Zhang et al., 2021b) by utilizing the Visual toolkit
to extract the top m most salient local visual ob-
jects. These visual cues O = {O1, o2, o3, ..., om}
are then resized to 224×224 pixels and mapped
into the multimodal representation space using the
CLIP visual encoder. The process is represented as
follows:

v′i = clipimg(oi) (3)

where oi represents the visual objects. v′i denotes
the vector representation of the i-th object-level
visual region in the multimodal vector space.

Subsequently, the text representation of entity
category words cj and the visual representation v

′
i

are normalized to eliminate the influence of the
length of the vector on the similarity calculation so
that the similarity is mainly affected by the direc-
tion of the vector and not by its length.

cj =
cj

Dc
, vi =

vi
Dv

(4)

where Dc and Dv are the dimensions of cj and vi,
and then we use softmax to increase the disparity
in similarities.

w_simj
i = softmax(logit ∗ vi ∗ cj

T
) (5)

where w_simj
i represents the relevance between

the i-th visual region and the j-th class entity, logit
is a parameter in clip which utilized to enhance the
discriminative power between categories.

After obtaining the similarities between visual
regions and various categories, we select the simi-
larity w_simj

i with the maximum relevance to the
visual region as the weight to update the visual rep-
resentation. At this point, visual regions that are
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irrelevant or have low relevance are assigned lower
weights.

cuev = cat(vi ∗max(w_simj
i ), 2) (6)

where cuev is the visual cues, and cat is the con-
catenate method that concatenates each visual rep-
resentation along the second dimension. cuev is
the visual representation fed into the interaction
transformer.

3.2 Stage two. Interaction transformer for
visual cues refinement

To refine and effectively learn visual cues and
achieve interactions and fusion between modali-
ties, we have designed an interaction transformer
architecture that interacts with the visual repre-
sentations obtained from a frozen visual encoder.
Within this framework, textual interacts with con-
text through self-attention mechanisms to capture
intra-modal semantic associations. The updated
textual representations are then fed into alternating
cross-attention as queries, thereby facilitating the
extraction of associations between text and visual
modalities.

In the intra-modal interaction process, self-
attention is first used to learn the associative in-
formation within the modality. Given the input
sentence S, we utilize text encoder to obtain the
textual representation:

H0
t = encodert(S) (7)

where H0
t ∈ RNt×d is the textual representation.

Subsequently, for intra-modal interactions, we em-
ploy the classical multi-head self-attention mecha-
nism to update the textual representations. During
this computation process, the updated textual con-
text representations are calculated as follows:

Q = H l−1
t W q,K = H l−1

t W k, V = H l−1
t W v

(8)
I
′
t = MA(Q,K, V ) (9)

where l denotes the number of the layers, I
′
t rep-

resents the representation after intra-modal inter-
actions, MA(Q,K, V ) is the multi-head attention
mechanism, and Q,K, V are the query matrix, key
matrix, and value matrix respectively. I

′
t is directly

input into the feedforward network:

It = LN(I
′
t + FFN(I

′
t)) (10)

After completing intra-modal interactions, we
employ a cross-attention mechanism to facilitate

inter-modal interactions and refine visual cues,
thereby reducing the differences between modali-
ties. With It serving as the Query in cross-attention
calculations with the visual representations. Given
the visual representation cuev. The computation
process is as follows:

Q = I l−1
t W q,K = cuevW

k, V = cuevW
v

(11)
I
′
m = CA(Q,K, V ) (12)

Im = LN(I
′
m + FFN(I

′
m)) (13)

where Im represents the representation after intra-
modal interactions, LN() is the layer norm, CA()
is the cross attention, Q,K, V are the query matrix,
key matrix, and value matrix respectively.

3.3 Label prediction and Model training
A decoder is required to decode the final represen-
tations. Extensive research has demonstrated the
superior performance of CRF in sequence labeling
tasks. CRF is capable of extracting hierarchical
information from the semantic space for sequence
labeling and has achieved commendable results in
numerous sequence labeling tasks. Consequently,
we employ a CRF for the purpose of decoding.

P (y | G) =

∏n
i=1Ei(yi−1, yi, G)∑

y′∈Y
∏n

i=1Ei(y′i−1, y
′
i, G)

(14)

where G is the final vector representation output
by the interactive transformer. We choose the max-
imum likelihood function to calculate the loss and
train our model:

L = −
M∑
j=1

(
logP (yj | Gj)

)
(15)

4 Main Result

4.1 Experimental Setup
Dataset. Our experimental tests are consistent with
previous studies using two benchmarks: Twitter15
(Lu et al., 2018) and Twitter17 (Zhang et al., 2018).
Table 2 shows the basic statistics of the two bench-
marks.

Table 2: The basic statistics of twitter15 and twitter17.

Entity Type
twitter15 twitter17

Train Dev Test Train Dev Test
Person 2217 552 1816 2943 626 621
Location 2091 522 1697 731 173 178
Organization 927 247 839 1674 375 395
Miscellaneous 931 220 720 701 150 157
Total 6166 1541 5072 6049 1324 1351
Num of sentence 4000 1000 3257 3273 723 723
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Table 1: The proposed method was compared with several baselines on the Twitter15 and Twitter17 benchmark
datasets.

Modality Methods
twitter15 twitter17

P R F1 P R F1

TEXT
CNN-BLSTM-CRF 66.24 68.09 67.15 80.00 78.76 79.37

HBiLSTM-CRF 70.30 68.05 69.17 82.69 78.16 80.37
BERT-CRF 69.22 74.59 71.81 83.32 83.57 83.44

TEXT+IMAGE

AdapCoAtt(Zhang et al., 2018) 69.87 74.59 72.15 85.13 83.20 84.10
OCSGA(Wu et al., 2020) 74.71 71.21 72.92 - - -
RpBERT(Sun et al., 2021) 71.15 74.30 72.69 - - -

UMT(Yu et al., 2020) 71.67 75.23 73.41 85.28 85.34 85.31
UMGF(Zhang et al., 2021a) 74.49 75.21 74.85 86.54 84.50 85.51
MEGA(Zheng et al., 2021) 70.35 74.58 72.35 85.84 87.93 86.87
HVPNeT(Chen et al., 2022) 73.87 76.82 75.32 85.84 87.93 86.87

MAF(Xu et al., 2022) 71.86 75.10 73.42 86.13 86.38 86.25
DebiasCL(Zhang et al., 2023a) 74.45 76.13 75.28 87.59 86.11 86.84

TGF(Zhang et al., 2023b) 73.88 75.98 74.91 88.42 86.96 87.70
BGA-MNER(Chen et al., 2023) 78.6 74.16 76.31 87.71 87.71 87.71
HamLearning(Liu et al., 2024) 77.25 75.75 76.49 86.99 87.28 87.13

VCRMNER(Ours) 75.48 78.23 76.83 87.76 89.79 88.76

Implementation details. Our experiments were
conducted under one Nvidia Tesla T4, using the Py-
Torch 1.8.0 framework to build the model. We use
roberta (Liu et al., 2019) base as the text encoder
and clip base as the visual encoder and evaluator.
The visual encoder was frozen. The learning rates
for the Interaction Transformer and the text en-
coder were set at 4e-5, while the learning rate for
the CRF was established at 1e-4. We employed a
linear warm-up strategy, with the warm-up rate set
at 1e-2. Within the model, the heads of multi-head
attention were set to 8. Interaction transformer
blocks were configured 3. The maximum sequence
length for the text was determined to be 70, ensur-
ing coverage of all words within the sentences. The
model was trained over 40 epochs with a batch size
of 18.

4.2 Main Experimental Results and Analysis
To validate the effectiveness of the proposed
method VCRMNER, we select a total of 14 base-
line methods for comparison, including both pure
text-based approaches and multimodal methods. In
our experiments conducted on the Twitter15 and
Twitter17 datasets, we employed precision (P), re-
call rate (R), and F1 score (F1) as evaluation met-
rics. We compared our method with several com-
petitive MNER methods. The results in Table 1
demonstrate that our method has outperformed the
current sota methods.

Firstly, under the single-text modality, the
method of fine-tuning a pre-trained language model
demonstrates significant advantages over the ap-
proach using a non-pretrained BiLSTM model.
This indicates that the rich prior knowledge em-
bedded in pre-trained models plays a crucial role in
the task of NER, thereby enhancing the recognition
performance.

Secondly, by comparing methods between multi-
modal and single-text modalities, we found that
approaches utilizing either entire image or visual
regions consistently outperformed those relying
solely on the single-text modality. These results
adequately demonstrate the importance of visual
information in MNER tasks. Furthermore, methods
that utilize visual regions, such as HVP (Chen et al.,
2022), BGA-MNER (Chen et al., 2023), and TGF
(Zhang et al., 2023b), have shown clear advantages
over those using entire images, like UMT (Yu et al.,
2020) and UMGF (Zhang et al., 2021a).

Lastly, methods such as MAF (Xu et al., 2022)
and DebiasCL (Zhang et al., 2023a), which assess
the significance of visual images, have proven to
be crucial in enhancing the effectiveness of MNER
tasks, as evidenced by experimental results. This
underscores the indispensability of evaluating vi-
sual regions in MNER tasks. Compared to methods
that assess relevance using sentences and entire im-
age, such as MAF (Xu et al., 2022), DebiasCL
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Table 3: Results of ablation study for the MNER task.

Method
twitter15 twitter17

P R F1 P R F1
w/o Inter-former 75.68 76.46 76.06 87.44 87.64 87.54

w/o ev 74.64 76.21 75.42 86.26 88.75 87.49
w/o prompt 74.17 77.96 76.02 87.2 89.27 88.22

VCRMNER(Ours) 75.48 78.23 76.83 87.76 89.79 88.76

Table 4: Results of cross-domain performance on different methods.

17→ 15 15→ 17
cross-domain

P R F1 P R F1
HamLearning 69.17 66.84 67.98 71.03 59.4 64.7
BGA-MNER 72.17 67.98 68.71 70.81 59.6 64.91

VCRMNER(Ours) 71.87 68.31 69.08 72.45 60.25 65.11

(Zhang et al., 2023a), and HamLearning (Liu et al.,
2024), our approach has demonstrated significant
advantages. This further confirms the critical im-
portance of precise evaluation of visual regions in
MNER tasks.

4.3 Further experiments and analysis

Ablation Study. To explore the effectiveness of
each component of our proposed method, we con-
ducted comprehensive ablation studies. The results
of these studies are shown in Table 3, where "Inter-
former" refers to the interaction transformer mod-
ule, "ev" denotes our initial evaluation of visual
regions, and "prompt" indicates our method of as-
sessing visual regions using entity category words
instead of prompts.

The experimental results demonstrate that every
component of our proposed method is effective;
removing any part leads to a decrease in model
performance. The most significant decline in per-
formance occurs when the evaluation module is ab-
lated, highlighting the critical importance of visual
cue assessment in MNER. Eliminating the method
of using entity category words for assessment in
favor of prompts significantly reduces performance,
indicating that prompts align more closely with vi-
sual representations than do entity category words.
By ablating the Interaction Transformer module
and directly concatenating text and visual represen-
tations, the lack of effective inter-modal interaction
leads to a substantial disparity between visual and
textual modalities, resulting in decreased perfor-
mance.

Cross-domain generalizability analysis. We
swapped the test sets of Twitter15 and Twitter17.

For instance, we trained on Twitter17 and tested
on Twitter15. From Table 4, we observe that our
model maintains competitive performance across
various test sets. Compared to previous state-of-
the-art methods, our model demonstrates certain
advantages, indicating the strong generalization
capability of the proposed approach.

5 Conclusion

In this paper, we proposed a new framework to
implement the MNER task in two stages. It
guides Mask R-CNN to mine visual objects through
prompts and obtains visual objects closely related
to the entity category words. Through the inter-
active transformer, we refined the visual cues and
narrowed the semantic gap between modalities. We
have constructed a variety of experiments to prove
that our method is effective and achieves SOTA
effects.

6 Limitation

While we have placed the calculation of prompt
centers outside the training process to avoid exces-
sive increases in computational complexity during
model training and inference, the necessity of eval-
uating visual cues requires us to employ the CLIP
text encoder. Consequently, the final model in-
cludes the CLIP text encoder, inevitably leading to
an increase in the overall number of model param-
eters.
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A Appendix

Prompts Used in the Experiment:
The prompts employed in our experiment were

categorized into four main groups: Person (PER),
Location (LOC), Organization (ORG), and Miscel-
laneous. Each category was designed to capture a
specific aspect of visual content, facilitating a com-
prehensive analysis across diverse image types.

Person (PER)
In the Person category, we included a range of
human subjects. This involved images such as a

photo of a person, an image of a woman, and a
photo of a child. Additional variations included
a picture capturing someone, an image of a per-
son with glasses, a portrait of an elderly man, a
snapshot of a teenager, a group photo of a family,
a candid shot of a person laughing, and a studio
portrait of a young adult. These selections aimed
at representing different age groups, genders, and
social contexts.

Location (LOC)
The Location category encompassed various geo-
graphical and architectural elements. It featured
a photo of a famous landmark, a scenic view of a
well-known city, the landscape of a famous natural
wonder, a street view in a recognizable city, the
architecture of a well-known building, a panoramic
view of a historic site, a night shot of a city skyline,
a sunrise behind famous city landmarks, a detailed
architectural close-up of a historical building, and
a picturesque view of a village. This variety en-
sured that both urban and natural settings were
adequately represented.

Organization (ORG)
For the Organization category, we focused on in-
stitutional and corporate imagery. This included
the exterior of a famous institution, a logo of a
well-known company, the entrance of a renowned
university, a branded product from a famous man-
ufacturer, an official sign of a governmental orga-
nization, the front view of an international airport,
the headquarters of a global tech company, a fran-
chise store of a popular brand, the emblem of a
prestigious college, and a product lineup of a lead-
ing electronics brand. These images were chosen
to reflect the diversity of organizational structures
and their public representations.

Miscellaneous
Lastly, the Miscellaneous category covered a wide
array of objects and scenes not fitting into the previ-
ous categories. This included a close-up photo of a
consumer electronic device, a portrait of an animal,
an image depicting a traditional cultural festival, a
detailed image of a plant, a macro shot of a unique
flower, a still life photo of a classical instrument,
an artistic depiction of a folk dance, a photo of in-
tricate jewelry, a high definition image of an exotic
bird, and a festive scene from a national holiday.
The aim here was to introduce a broader spectrum
of visual interests and cultural elements.
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