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Abstract

With the advent of large language models,
the complexity of multi-document summariza-
tion task has been substantially reduced. The
summarization process must effectively handle
noisy documents that are irrelevant to the main
topic while preserving essential information.
Recently, Chain-of-Density (CoD) and Chain-
of-Event (CoE) have proposed prompts to ef-
fectively handle the noisy documents by using
entity-centric approaches for the summariza-
tion. However, CoD and CoE are prone to in-
formation loss during entity extraction due to
their tendency to overly filter out entities per-
ceived as less critical but that could still be
important.
In this paper, we propose a novel instruc-
tion prompt termed as Chain of Knowledge
Graph (CoKG) for multi-document summa-
rization. Our prompt extracts entities and con-
structs relationships between entities to form
a Knowledge Graph (KG). Next, the prompt
enriches these relationships to recognize poten-
tially important entities and assess the strength
of each relation. If the acquired KG meets a pre-
defined quality level, the KG is used to summa-
rize the given documents. This process helps al-
leviate the information loss in multi-document
summarization. Experimental results demon-
strate that our prompt effectively preserves key
entities and is robust to noisy documents.

1 Introduction

The rise of foundation Large Language Mod-
els (LLMs) is redefining the landscape of various
natural language processing (NLP) tasks. LLM-
powered approaches are surpassing conventional
supervised learning methods in tasks such as rea-
soning, sentiment analysis, and others, often with
just a single prompt.

With this advancement, text summarization has
entered a new phase (Pu et al., 2023). Instead of

*All authors contributed equally to this work.

Figure 1: ROUGE-1 score charts showing the impact
of adding noisy documents. Standard deviations are
represented by error bars on each bar. ‘Base’ refers to
a generic instruction such as “Summarize these doc-
uments”. The low ROUGE1 scores of CoD and CoE
indicate that these methods suffer from information loss.
It is observed that the performance of ‘Base’ decrease
as the number of noisy documents increase.

relying on ‘golden’ answers, texts can now be
summarized with greater flexibility using LLMs.
Furthermore, instructions enable precise tailoring
of summary length and style. Examining prompt-
based text summarization methods, we find that
most of the recently proposed methods fall under
the Chain-of-Thought (CoT) category (Zhang et al.,
2024). Among the CoT approaches, CoD is a repre-
sentative method (Adams et al., 2023). CoD starts
with a sparse entity set and refines it iteratively to
obtain a denser entity set while balancing detail
and abstraction for summarization.

In real life, Multi-Document Summarization
(MDS) is needed across various fields for diverse
objectives. However, when collecting various doc-
uments from the web, such as news articles and
community posts related to a specific event, it is
common to come across documents that are irrele-
vant to the main topic. We define these documents
as noisy documents. To effectively deal with MDS,
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CoE is recently proposed (Bao et al., 2024). CoE
consists of four sequential steps: event extraction,
event abstraction, statistical event analysis and final
document summarization.

Although CoE and CoD prompts are designed
to be robust to noisy documents, their prompts can
lead to significant information loss in MDS 3. In
CoE, relying solely on frequency to determine en-
tity importance can result in the omission of con-
textually significant entities. Meanwhile, CoD can
suffer from lack of entities due to stringent condi-
tions to be entities.

For noise-robust and information-preserving
summarization, we propose a novel instruction
prompt termed as CoKG for MDS. CoKG aims to
extract enriched entities to minimize information
loss. Since our approach is entity-centric summa-
rization, it is also robust to noisy documents. Our
contributions are as follows.

• We propose a novel entity-centric MDS
prompt that is relatively free from informa-
tion loss by using knowledge graph.

• We demonstrate that chaining and expanding
entities reduce information loss and enhance
robustness to noisy documents.

2 Related Works

Text Summarization. Text summarization has
two distinct tracks: extractive and abstractive sum-
marization. In the context of neural machine ap-
proaches, extractive summarization is regarded
as a combination of sequence labeling and selec-
tion tasks. (Nallapati et al., 2017; Zhou et al.,
2018). Abstractive summarization is regarded as
a sequence-to-sequence problem (See et al., 2017;
Liu and Lapata, 2019) formulated as a source
document x = [x1, ..., xn] to a target summary
y = [y1, ..., ym], where n and m are the number of
tokens.

Despite the effectiveness of supervised meth-
ods, scalability issue is still challenging. With the
rise of LLMs, since LLMs can generate a sum-
mary with a few lines of instruction, prompt-based
summarization has gained attention to address the
issue (Kuznia et al., 2022; Liu et al., 2022; Adams
et al., 2023).

MDS is similar to general text summarization
but differs in that it integrates and deals with di-
verse perspectives on a single topic. For example,
CoE minimizes irrelevant information and focuses

on key events for a concise summary (Bao et al.,
2024).

3 Chain of Knowledge Graph

3.1 Preliminary

Terminologies are defined as follows.

• D = {T1, T2..., TN} represents either a sin-
gle document or set of documents.

• Ei represents a set of entities or events identi-
fied at iteration i.

• Si represents a summary at iteration i.

For MDS, CoD starts by extracting an initial
summary S0 from D, with E0 as an empty set. At
each step i ≥ 1, CoD identifies missing entities
Mi by comparing D and previous summary Si−1

and following five conditions and six guidelines.
These missing entities Mi are used to update Ei−1,
resulting in Ei. Using Ei, CoD refines Si−1 into
a new summary Si. This process is repeated five
times, resulting in a final summary after the last it-
eration. Meanwhile, CoE first extracts many events
E0 from D and consolidates E0 into a set of key
events A. Then, CoE identifies statistically the most
common abstract events and utilizes the events to
generate a summary S0.

The stringent five conditions of CoD for adding
entities limit the capacity to incorporate additional
ones which leads to information loss during sum-
marization. Thus, we propose a novel instruction
prompt termed as CoKG.

3.2 Instruction Prompt

To address the information loss, our prompt con-
structs KG to preserve critical information as much
as possible by enriching entities and relations. The
constructed KG is effectively utilized to summarize
the given documents.

CoKG prompt consists of six steps as fol-
lows (See Figure 2).

1. Identify entities: Identify and extract key enti-
ties Eo

i to minimize the influence of irrelevant
information from D.

2. Construct relations: Construct relations be-
tween the elements of Eo

i . The relations are
expressed as verbs, adjectives, and phrasal
verbs.
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Figure 2: Overall process to create a summary for multi-document. First, identify key entities and construct
relationships between entities (STEP 1 and 2). Second, expand and chain the entities to create a knowledge graph,
then evaluate the strength of the relationships and review the overall knowledge graph (STEP 3, 4, and 5). Third,
generate a summary with knowledge graph (STEP 6).

3. Expand the chain between entities: Since
each entity can have multiple relationships, it
is necessary to sufficiently expand and chain
entities (Eo

i → Ei) to provide rich contextual
information for summary.

4. Evaluate relation strength: Evaluate the en-
tity connections by assigning scores ranging
from 1 to 10, where 1 represents the weak-
est, 10 the strongest, and 5 a moderate link.
This score depends on the strength of the re-
lationships as found within the context of the
documents.

5. Review and assess knowledge graph: Quan-
titatively evaluate the KG obtained from the
previous four steps. If the KG effectively cap-
tures the main context and key entities of the
given documents by including all relevant en-
tities and relationships, assign a high score.
The score ranges from 1 to 10, and if it does
not achieve at least 7, return to Step 1 and
reconstruct the KG.

6. Summarize documents: Finally, generate a
summary based on the final KG and the given
documents.

To prevent information loss, CoKG chains and
expands entities. Furthermore, since CoKG is
entity-centric summarization prompt, it is robust to
noisy documents. Thus, the CoKG prompt can be
considered an effective prompt for MDS.

Table 1: Evaluation results on the Multi-News dataset
for assessing information loss. Even though CoKG com-
presses documents into key entity-focused graph, we
find that CoKG experiences relatively no loss of infor-
mation compared to the Base prompt.

Base CoD CoE CoKG
ROUGE-1 0.417 0.226 0.360 0.418
ROUGE-2 0.114 0.055 0.099 0.114
ROUGE-L 0.189 0.123 0.178 0.189
METEOR 0.266 0.111 0.195 0.269

4 Experiments

4.1 Datasets

To evaluate our instruction prompt for MDS, we
use two datasets: Multi-News and PeerSum.
Multi-News consists of news articles and profes-
sional human-written summaries (Fabbri et al.,
2019). Each summary includes links to the orig-
inal articles cited. We use 100 randomly sampled
sets of news collection from the test dataset.
PeerSum consists of review comments from Open-
Review (Li et al., 2023). These comments range
from official reviewers to public readers on a pa-
per. The meta-review is considered as the reference
summary. We used 100 randomly sampled sets of
review collection from the test dataset.

4.2 Experimental Setup

Evaluation Metrics. We use the widely adopted
ROUGE (Lin, 2004) and METEOR (Banerjee and
Lavie, 2005) for evaluation. In addition, we uti-
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Figure 3: Performance degradation ratio resulting from
the addition of noisy document pairs to the original set
of documents. We use Multi-News dataset to obtain
these results. K means the number of noisy document
pairs. Performance degradation ratio represents the rate
of performance drop when noisy documents are intro-
duced.

Table 2: Evaluation results on the Multi-News and Peer-
Sum datasets. We assess each prompt using G-Eval to
evaluate summary quality from a human-friendly per-
spective. ↑ indicates that higher value is better, and ↓
indicates that lower value is better.

Base CoD CoE CoKG
Multi-News

Coherence (↑) 4.301 3.990 4.467 4.555
Consistency (↑) 4.630 4.50 4.644 4.685

Fluency (↑) 2.731 2.587 2.680 2.743
Relevance (↑) 4.722 4.537 4.781 4.818

Average Rank (↓) 2.75 4 2.25 1
PeerSum

Coherence (↑) 3.923 3.153 3.786 4.090
Consistency (↑) 2.240 1.833 2.047 2.107

Fluency (↑) 2.893 2.784 2.858 2.946
Relevance (↑) 3.103 2.412 2.898 3.059

Average Rank (↓) 1.5 4 3 1.5

lize G-eval (Liu et al., 2023) as a metric that has a
high correlation with human evaluations for Natu-
ral Language Generation (NLG).
Comparison Prompts. To evaluate CoKG, we
compare Base, CoD, and CoE prompts. The Base
prompt is a generic instruction for summarization
: "Summarize the document below, which includes
mutiple texts on similar topics."

Model Selection. CoKG requires two abilities :
decomposing instructions into several parts to eas-
ily handle each step and understanding the logical
flow and connections. We selected Claude Sonnet
3.5 (ANTHROPIC, 2024) based on its state-of-the-
art performance on decompositional and diagram-
matic reasoning (Huang et al., 2024).
Noise Test. To evaluate robustness against noisy
documents, we introduced text noise into a set of
documents by appending unrelated article pairs
both before and after the given document set.

4.3 Experimental Results

We evaluated how well the proposed prompt pre-
serves information by recall-oriented metrics. Ta-
ble 1 shows that CoKG exhibits almost no informa-
tion loss compared to the Base prompt. In contrast,
CoD and CoE show significant information loss.
Table 2 demonstrates that the CoKG achieves com-
petitive performance on two MDS datasets. In the
Multi-News, our prompt achieves the best perfor-
mance across all metrics. However, on the Peer-
Sum, our approach performs relatively worse than
the Base on two metrics. We infer that these results
attribute to the entity expansion process.

Meanwhile, Figure 3 illustrates that CoKG is
robust to noisy documents. As K increases, the
performance drop for Base and CoE prompts be-
comes more pronounced, whereas CoKG shows
relative robustness to noisy documents. Since CoD
performs poorly when K = 0 compared to other
prompts, it can be inferred that CoD does not per-
form well in MDS. Based on this, CoD may not be
robust to noisy documents but rather unsuitable for
MDS.

In conclusion, we find that CoKG effectively pre-
serves information while also being robust to noisy
documents.

5 Conclusion

MDS complexity is eased by advent of LLM-based
approaches. However, the previous approaches of-
ten suffer from information loss. In addition, since
generic prompt tends to show inferior performance
to severely noisy document set, entity-centric ap-
proach is necessary.

Thus, we propose CoKG that is robust to noisy
documents and has information-preserving prop-
erty. CoKG maximally extracts topic-related en-
tities to minimize information loss. In noise test,
we observe that our approach is resilient to noise.
In addition, the results from the Multi-News and
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PeerSum benchmarks demonstrate that CoKG ef-
fectively preserves information and that its sum-
maries closely align with human-generated ones.
These findings suggest CoKG produces a reliable
summary for multi-document.
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