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Abstract
We introduce three richly annotated lexicons
of nouns for Livonian, standard Finnish and
Livvi Karelian. Our datasets are distributed in
the machine-readable Paralex standard, which
consists of linked CSV tables described in a
JSON metadata file. We built on the morpholo-
gical dictionary of Livonian, the VepKar data-
base and the Omorfi software to provide inflec-
ted forms. All noun forms were transcribed
with grapheme-to-phoneme conversion rules
and the paradigms annotated for both over-
abundance and defectivity. The resulting data-
sets are usable for quantitative studies of mor-
phological systems and for qualitative invest-
igations. They are linked to the original re-
sources and can be easily updated.

1 Introduction

1.1 Rationale
Over recent years, the amount of morphological
resources available for the Uralic languages has
strongly increased. Reasons for this are (a) the ef-
forts of Finno-Ugrists to provide dictionaries and
translation tools for minority languages; (b) the in-
terest of typologists for computational approaches
to linguistic diversity. However, these resources
are scattered across different standards and do not
necessarily fit the needs of morphologists. Al-
though recent researches in computational mor-
phology rely on various approaches (e.g. Malouf,
2017; Baayen et al., 2019; Beniamine et al., 2021),
they all share the need for high quality morpholo-
gical data in phonemic transcription.

Several projects strive to provide good coverage
of the numerous Finnic languages. Recently, lex-
icons following the UniMorph format have flour-
ished: Finnish (Kirov et al., 2016); Estonian and
Northern Sami (Kirov et al., 2018); Livvi, Livo-
nian and several other (McCarthy et al., 2020);
Võro (Batsuren et al., 2022). Despite its increas-
ing size, Malouf et al. (2020) have shown the pit-

falls of UniMorph when it comes to linguistic-
ally informed studies of morphological variation.
Semantic information, inflectional classes or fre-
quencies are hard to extract and wordforms are
provided in orthographical representations. The
GiellaLT infrastructure (Pirinen et al., 2023) also
provides acccess to dozens of morphological rule-
based parsers. However, they are intended to en-
hance language-learning tools and they are not
meant for morphological investigation either.

On the other hand, scholars and language insti-
tutes have developed their own resources, provid-
ing both inflected forms and rich annotation. Such
resources are invaluable, but there is few of them.
As a result of their dispersal, they are provided
in different formats and through idiosyncratic in-
frastructures which make them less accessible for
large scale comparative studies. Still, efforts for
interoperability exist: in UniMorph 3.0, resources
for Karelian languages are directly extracted from
the VepKar database (McCarthy et al., 2020), al-
though a lot of information is lost in the conver-
sion, due to the limits of the UniMorph format.

Our lexicons in phonemic transcription are de-
signed to fill this gap. We selected valuable, well-
curated and rich resources for three Uralic lan-
guages from the Finnic group with very different
backgrounds. Standard Finnish is the national lan-
guage of Finland, spoken by around five million
people in Finland.1 Livvi Karelian is a southern
Karelian language spoken by 25,000 individuals
in Russia, near lake Ladoga. Courland Livonian
is a minority language spoken until the end of the
20th century on the coast of Courland. Although
our pipeline can in theory be extended to verbs,
this release only covers nouns. As our main con-
tribution, we enriched the datasets with phonemic
transcriptions and linguistic annotations.

1Statistics are from the corresponding chapters of Bakró-
Nagy et al. (2022).
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Dataset ISO Licence DOI Cells Lexemes Forms

ParaLiv 1.0 liv CC BY-SA 4.0 10.5281/zenodo.11391421 16 6,769 110,449
ParaKar 1.0 olo CC BY-SA 4.0 10.5281/zenodo.13736171 33 4,975 196,555
ParaFin 1.0 fin GNU GPL v3 10.5281/zenodo.13736132 151 5,000 879,117

Table 1: Main properties of the three datasets

1.2 The Paralex format

Beniamine et al. (2023) introduced the Paralex
standard2, which provides a structured way of rep-
resenting morphological data. A Paralex dataset
is a relational database constituted of CSV files
linked together by relations. Beniamine et al.
(2024) provide a detailed presentation of the struc-
ture of such a dataset. Thanks to the underly-
ing Frictionless framework (Fowler et al., 2017),
a Paralex dataset is adaptable to one’s needs but
also machine-readable. Thus, the Paralex stand-
ard puts good data management practices (FAIR:
Wilkinson et al. 2016 ; DEAR: Beniamine et al.
2023) at the core of the dataset development.

Paralex datasets are intended for morphologists.
As such, they offer two crucial improvements over
other formats: phonemic representations and rich
annotations. Since orthographic representations
of words often obfuscate crucial features, the in-
flected forms are provided both in orthographic
and phonemic writing. The phonemic transcrip-
tions are checked on development sets to avoid re-
gressions and cover most of the morphologically
meaningful contrasts. Allophony is left out when
it doesn’t affect morphology. Paralex takes into
account morphological diversity and has built-in
methods to tag variants or defectivity (see below).

Our datasets follow these principles. They
are made available on Zenodo under the names
ParaKar, ParaFin and ParaLiv (see Table 1). The
pipelines used to build the lexicons are available
on Gitlab and ensure replicability of the results.
Changes in the upstream sources can easily lead
to updated versions of the datasets thanks to Zen-
odo’s versioning system. They are distributed un-
der open-source licences.

2 Building the lexicons

2.1 Lexemes and forms

For Livonian, we relied on the morphological dic-
tionary of the Livonian Institute (Ernštreits et al.,

2https://paralex-standard.org/

2024), which itself builds on the Livonian diction-
ary by Viitso and Ernštreits (2012). In the absence
of reliable frequency information, we provide sup-
port for all the nouns in the dictionary. We ex-
tracted the inflected wordforms and their proper-
ties as a JSON file and controlled the quality of
the forms. A dozen of lexemes required upstream
corrections and were ruled out. All the cells avail-
able in the dictionary were retained, which does
not include lexicalized external local case forms.
In compounds, the boundary between the com-
ponents is marked. For phonological reasons, the
derivatives ending in -nikā were treated as com-
pounds, following Posti (1942, 301).

Similarly to Paralex datasets, the VepKar cor-
pus used for Karelian (VepKar, 2009/2024; Boyko
et al., 2022) is a relational database with annot-
ated tables. Thus, converting the extracted tables
was rather straightforward, despite the difference
in the data structure (resp. CSV and MySQL). As
for Livonian, the VepKar database provided pre-
inflected forms for Livvi (Novak et al., 2020; Kr-
izhanovskaya et al., 2024). Since VepKar has a
better support for New Written Livvic, we focused
on this variety of Livvi and excluded forms from
other dialects. We retained all the lexemes that
were attested at least once in the corpus. We re-
placed the accusative cell used in VepKar by genit-
ive and nominative labels, depending on the form
in question.3 We additionally filtered the database
and corrected a few forms. VepKar features an
affix column, which made it possible to insert a
boundary in wordforms after the immutable part
of the stem. Compounds are segmented.

The situation of Finnish is different as we did
not use a database of wordforms. We selected the
5000 most frequent nouns from the frequency data-
set provided with the LASTU software (Itkonen

3With respect to the accusative, the situation in Karelian
is similar to that in Finnish. Bielecki (2009) shows that older
descriptive grammars introduced an accusative while recent
accounts only feature nominative and genitive. While syntac-
ticians tend to agree in favour of an accusative (Holmberg and
Nikanne, 1993), we adopt here a morphological perspective.
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et al., 2024), which in turn relies on the Finnish
Parsebank (Luotolahti et al., 2015). We then
matched those nouns with the internal resources
of the Omorfi HFST (Pirinen, 2015; Pirinen et al.,
2017) and used the generator to produce inflected
forms. Although the interaction of clitics, case
and number markers and personal suffixes leads
to a large amount of paradigm cells, we decided to
only retain the combination of case, number and
possessive suffixes. In our dataset, this already
amounts to 151 cells.4 Compounds and immutable
stem boundaries are marked as well.

Table 1 summarizes the quantitative properties
of the extracted datasets. All have around 5000
lexemes, which is a standard size for such re-
sources (Beniamine et al., 2024).

2.2 Phonemic transcriptions

Grapheme-to-phoneme (G2P) transcription was
performed with the Epitran software (Mortensen
et al., 2018). Epitran requires a mapping of graph-
emes to phonemes and a set of pre- and post-
processing regular expressions. For our datasets,
we used a bundle of custom and modified rules.

For Livonian, we used a heavily modified ver-
sion of the Estonian rules built for the Eesthetic
package (Beniamine et al., 2024). Traditional ac-
counts of Livonian phonology (Posti, 1942; Viitso,
2007) introduced numerous distinctions which are
not always crucial for a phonemic description. For
our transcription we relied on Tuisk’s (2016) ana-
lysis and complemented it with previous accounts.
We review the most crucial design choices.

Traditional accounts distinguish between short
phonemes, long phonemes, short geminates and
long geminates. We decided to keep a three-fold
distinction for consonants and a two-fold opposi-
tion for vowels (ex 1). Due to the existence of feet
isochrony (Viitso, 2007, 49), we mark the length
of the first syllable coda when the second syllable
is short (ex 2). Livonian is known for its tonal op-
position (broken or plain) which affects accented
syllables (Tuisk, 2015). We transcribe the broken
tone as a property of vowels and polyphthongs and
mark it with a superscript glottal stop P (ex 3). We
insert glides where required before orthographic
<ž>, <j> and <v> (ex 3). Finally, Livonian dis-
plays a wide range of polyphthongs which were all
documented. Table 2 showcases the triphthongs.

4For possessives, the values 3SG and 3PL are treated as
syncretic. For instance, the cell NOM.SG.3 covers singular
and plural possessors.

Front-back Back-front
Plain Broken Plain Broken

All short ieu iePu uoi uoPi
Last long ieu: uoi:
First long u:oi u:Poi

Table 2: Inventory of Livonian triphthongs found in our
dataset

(1) a. kik → kik: ‘rooster’ NOM.SG

b. kikı̄d → kik;i:d NOM.PL

c. kikkõ → kik:W PART.SG

(2) a. mustā → mus;ta: ‘black’ NOM.SG

b. mustõ → mus:tW PART.SG

(3) ke’ž → kePi<Z ‘flea’

For Finnish, we used a modified version of the
Finnish G2P converter introduced in Epitran 1.25.
We don’t mark the allophones of /h/, /s/, /l/, /m/,
/n/ (ex 4), but we added additional rules to distin-
guish diphthongs from vowel sequences (ex 5) in
conformity with Suomi et al. (2008, 49-51). We
marked as a glottal stop the stop that alternates
with intervocalic /k/ during gradation (ex 6). Fol-
lowing Karlsson’s (1983, 349) view, morphs trig-
gering boundary lengthening were not considered
in the phonemic transcription, but we documented
them in the analysed orthographic and phonemic
transcriptions with the superscript symbol x (ex 6).

(4) a. vihko → Vihko ‘notebook’
b. kohta → kohtA ‘place’

(5) a. hyötyä → hyø
<

tyæ ‘benefit’

b. aie → Ai<e (Ai<ex) ‘intention’

(6) vaa’an → VA:PAn ‘scale’

The Karelian G2P is a slightly modified version
of the Finnish one. It is based on Pyöli (2011), but
was extended with more detailed sources (Novak
et al., 2022; Arhimaa, 2022). The Livvi transcrip-
tion covers the digraphs and affricates specific to
Karelian (ex 7) and introduces support for the con-
textual palatalization of /l/, /n/, /r/, /d/ and /t/ (ex 8)
following the principles described by Novak et al.
(2022, 58). We included palatalized and voiced
geminates and we took into account the existence
of six triphthongs, although they do not occur in
our dataset as they are limited to verbs.

(7) čondžoi →>
tSon

>
dZoi< ‘flea’

(8) ellendys → elj:endys ‘wisdom’
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– Our datasets ill.sg

– UD N;IN+ALL;SG
– UniMorph Case=Ill|Number=Sing

fin Omorfi [NUM=SG][CASE=ILL]

olo VepKar ID 10

liv Liv. Institute IllSg
liv Tartu sg.ill.

Table 3: Mapping of the ILL.SG cell to other dialects

3 Rich annotations

Phonemes and graphemes For each dataset, we
provided a grapheme inventory to ensure consist-
ency in our orthographical sources. All three data-
sets also contain a machine-readable phoneme in-
ventory with contrasting articulatory features.

Features-values To ensure compatibility with
external resources, we linked our features and val-
ues to other standards. All datasets contain map-
pings to UniMorph (Sylak-Glassman et al., 2015)
and Universal Dependencies (Nivre et al., 2016)
dialects. Additionnally, ParaLiv maps to the refer-
ential used by the Livonian Institute and the Uni-
versity of Tartu dialect corpus (Lindström et al.,
2022), ParaFin maps to the Omorfi encoding and
ParaKar to the VepKar unique identifiers. These
mappings have proven valuable in extracting token
frequencies (see below). An overview of the map-
pings offered in the three datasets is provided for
the illative singular cell in Table 3.

Overabundance and defectivity In the Paralex
format, each wordform is assigned a record. If
two forms are available for a given cell, a case
of overabundance (Thornton, 2019), two records
are created. If a cell has no known form, a re-
cord is still created with the label #DEF#. For such
non-canonical phenomena, we provide semantic
annotations to distinguish overabundant forms and
to make explicit the reason for defectivity. For
instance, in Finnish, the third person possessive
suffix takes two forms: -nsA or -Vn. Such forms
are tagged poss_nsA and poss_Vn. A record can
have several tags.5 Concerning defectivity, Omorfi
and VepKar tend to provide extensive paradigms.6

5Some forms follow idiosyncratic patterns and are not
tagged. The percentage of untagged forms is: 1.27% in Par-
aFin, 4.24% in ParaLiv and 5.08% in ParaKar.

6In Omorfi, only pluralia tantum appear as defective.

This can partly be explained by the difficulty of as-
sessing the defectivity of a given form, due to low
frequency effects (Nikolaev and Bermel, 2023).

Frequencies Paralex lexicons can optionally
store frequencies at three different levels: cells,
forms and lexemes. As for our lexicons, we
provide all frequencies for Finnish and Livvi, but
only cell frequencies for Livonian.

The frequencies were extracted from the
Finnish dataset provided with the LASTU software
(Itkonen et al., 2024), which in turn relies on the
Finnish Parsebank (Luotolahti et al., 2015). We
used the frequency table for forms occuring at
least 10 times in the parsebank. We matched
the universal dependency features used in the ori-
ginal dataset with our own cells and ruled out all
inconsistent annotations. In further versions of
the dataset, we plan to introduce frequencies dir-
ectly extracted from the parsebank. For lexemes,
we use the cumulated lexeme frequencies already
provided by the LASTU dataset. For Karelian, we
used the annotated VepKar corpus to extract form,
lexeme and cell frequencies. For Livonian, we ex-
tracted word frequencies from the Estonian Dia-
lects Corpus (Lindström et al., 2019, 2022) and
grouped them by cell. This corpus was to small to
assign a frequency to the lexemes or to the forms.

4 Conclusion

We introduced inflected lexicons for three Finnic
languages: Livonian, Finnish and Livvi. We
reviewed current practices in Uralic language
resources and emphasized the importance of
rich, machine-readable formats to facilitate cross-
linguistic studies of morphological systems. We
presented the design choices for our datasets and
introduced our linguistically motivated grapheme-
to-phoneme rules. We outlined the annotations
that we performed. Appendix A showcases the
main tables of one of the resulting datasets.

Although we did our best to manually check
the transcriptions by evaluating random samples
of forms and by carrying out targeted verifications,
it is very likely that some mistakes remain, espe-
cially for loanwords. In addition to improved tran-
scriptions, further versions should include more
morphological annotations (e.g. information on
stem gradation according to traditional descrip-
tions) and reference other sources of frequencies
(especially for Finnish). The datasets could also
be extended to verbal inflection.
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A Appendix: Sample tables from the ParaLiv dataset
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pȭ

zõ
s

e:
r

S
k

W
+

m
O:

rj
A

+
p;

W
:z

W
s

pa
ss

õr
_1

82
33

-d
at

.p
l

pa
ss

õr
_1

82
33

da
t.p

l
pa

ss
õr

dõ
n

p
A

s:
W

r
d

W
n

pa
ss

õr
dõ

n
p

A
s:

W
r

d
W

n

vi
kā
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kȭ
rt

am
i_

15
15

6-
ge

n.
pl

kȭ
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sū
ol ,

m
õd

s
u:

o
lj

m
W

d
sū
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ā
4

k
18

o
24

r ,
29

z
39

(g
)T

he
va

lu
es

ta
bl

e
va

lu
e_

id
la

be
l

PO
S

fe
at

ur
e

un
im

or
ph

ud
liv

on
ia

n_
te

ch
ta

rt
u

ca
no

ni
ca

l_
or

de
r

no
m

no
m

in
at

iv
e

no
un

ca
se

N
O

M
C

as
e=

N
om

N
om

no
m

1

ge
n

ge
ni

tiv
e

no
un

ca
se

G
E

N
C

as
e=

G
en

G
en

ge
n

2

pr
t

pa
rt

iti
ve

no
un

ca
se

PR
T

C
as

e=
Pa

r
Pr

t
pa

rt
3

da
t

da
tiv

e
no

un
ca

se
D

A
T

C
as

e=
D

at
D

at
da

t
4

in
m

in
st

ru
m

en
ta

l-
co

m
ita

tiv
e

no
un

ca
se

IN
S

C
as

e=
In

s
In

m
tr

5

ill
ill

at
iv

e
no

un
ca

se
IN

+A
L

L
C

as
e=

Il
l

Il
l

ill
6

Table 4: Excerpts from the forms, lexemes, cells, sounds, tags, graphemes, features tables from the ParaLiv
package. Primary keys have a grey shading.
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