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Abstract

This study presents an approach to Aspect-
Based Sentiment Analysis (ABSA) using Natu-
ral Language Processing (NLP) techniques to
explore public sentiment across 12 suburban
neighborhoods in Finland. We employed and
compared a range of machine learning models
for sentiment classification, with the RoBERTa
model emerging as the best performer. Us-
ing RoBERTa, we conducted a comprehensive
sentiment analysis(SA) on a manually anno-
tated dataset and a predicted dataset compris-
ing 32,183 data points to investigate sentiment
trends over time in these areas. The results
provide insights into fluctuations in public sen-
timent, highlighting both the robustness of the
RoBERTa model and significant shifts in sen-
timent for specific neighborhoods over time.
This research contributes to a deeper under-
standing of neighborhood sentiment dynamics
in Finland, with potential implications for so-
cial research and urban development.

1 Introduction

Understanding public sentiment towards specific
neighborhoods is crucial for urban planners, so-
ciologists, and policymakers, as it offers insights
into the social fabric of communities and the chal-
lenges they face. With the advent of social media
and online forums, the internet has become a rich
source of data reflecting public opinion. Suomi241,
the largest Finnish online forum, is an ideal plat-
form for studying the sentiments of neighborhoods
through user-generated content. Hence, we used
Suomi24 as our data source driven by the following
factors. First, social media has become a popular
platform for expressing opinions, making it valu-
able for SA on topics such as urban issues, climate
change, and healthcare (Huang et al., 2021; Chen
and Wei, 2023). Second, online forums provide
an efficient way to share information and generate

1https://www.suomi24.fi/

discussions, offering a wealth of informative com-
ments that can be analyzed for sentiment (Chen
and Wei, 2023). Building on this, (Lindén et al.,
2023) utilized the Suomi24 data to create a man-
ually annotated dataset2 for the SA task, further
highlighting the platform’s potential for research
in Finnish SA.

The field of urban design and planning increas-
ingly utilizes SA to evaluate urban environments
through crowdsourced data (Tas and Sanatani,
2023). Platforms like Point of Interest (POI)
databases, social media, and citizen engagement
tools have proven valuable for large-scale urban as-
sessments (Martí et al., 2019; Huang and Gartner,
2016; Tas and Sanatani, 2023). There are several
techniques in Literature using NLP to extract senti-
ment from geo-located textual data.

However, most models focus on identifying gen-
eral positive or negative sentiments within a text,
with limited efforts made to train models that can
detect specific aspects and their associated sen-
timents (Tas and Sanatani, 2023). Therefore, to
expand the limited research on ABSA in Finnish
suburbs, we seek to explore the following research
question (RQ): How do sentiments toward suburbs
in Finland, expressed in public online discussions,
vary over time, and how effectively can ABSA mod-
els capture and predict these sentiments?

To address this research objective, we inves-
tigate public sentiment toward 12 different ar-
eas in Finland by utilizing a manually annotated
Finnish-language dataset for the ABSA task. For
this purpose, each neighborhood is treated as
a distinct ’aspect,’ allowing us to classify sen-
timents expressed toward these locations rather
than identifying specific reasons for likes or dis-
likes associated with each neighborhood. This
approach provides an overview of the sentiment
trends for each neighborhood over time, using

2https://clarino.uib.no/comedi/editor/lb-2023012701
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the neighborhood names as predefined aspects
for classification. Afterwards, we applied a com-
bination of classical machine learning models
such as Support Vector Machines (SVM) and
Naive Bayes, alongside modern deep learning mod-
els like BERT3(TurkuNLP/bert-base-finnish-cased-
v1)(Virtanen et al., 2019) and RoBERTa (Finnish-
NLP/roberta-large-finnish-v2)4, to analyze senti-
ment towards these neighborhoods. Our results
show that RoBERTa outperforms other models in
accurately predicting sentiment across these neigh-
borhoods.

Further, we expanded our analysis by using
RoBERTa to predict sentiment on a larger dataset
of approximately 32,000 data points for the sub-
urbs of interest in Finland. This allowed us to track
trends and shifts in sentiment over time, providing
valuable insights into how public perceptions of
different neighborhoods evolve.

Our findings contribute to the growing body of
research on SA and urban studies, particularly in
the Finnish context. The results have practical im-
plications for regional development and policy for-
mulation, as understanding public sentiment is key
to fostering better community relations and address-
ing regional disparities.

2 Sentiment analysis and social media
data

In the age of digitalization, the growth of social
media has significantly transformed the global flow
of information and the organization of social de-
mands. Platforms such as Twitter, Facebook, and
Instagram have emerged as vast repositories of real-
time opinions from diverse groups (Troya et al.,
2021). The vast volume of online-generated data
makes manual analysis challenging and hinders the
ability to identify trends in a timely manner. As a
result, NLP techniques, particularly SA, have be-
come widely used in recent literature for analyzing
social media content and user feedback (Benrouba
and Boudour, 2023; Xu et al., 2022). Sentiment
analysis/classification is a specific type of text cat-
egorization, where the classification is based on
the author’s expressed attitude by understanding
of the document and focusing on how the senti-
ment is conveyed throughout the text (Meena and
Prabhakar, 2007).

3https://huggingface.co/TurkuNLP/bert-base-finnish-
cased-v1

4https://huggingface.co/Finnish-NLP/roberta-large-finn

SA is usually performed at three levels as fol-
lows: document level, sentence level, and As-
pect/category level. The objective of document-
level sentiment analysis is to assess the overall
sentiment of the entire document. Sentence-level
sentiment analysis evaluates the overall sentiment
of a sentence as a single entity and predicting the
opinion expressed within that sentence (Do et al.,
2019). Whereas ABSA goes deeper by identify-
ing specific opinion targets (aspects) within the text
and determining the sentiment associated with each
target (Karimi et al., 2021).

SA techniques are typically divided into super-
vised, unsupervised, and semi-supervised learning
approaches. The supervised method applies labeled
data for training and evaluation. The lexicon-based
approach is an example of an unsupervised method,
where the sentiment of a document is determined
by assessing the semantic polarity of individual
words by utilizing a pre-existing dictionary that
assigns sentiment polarities to words or phrases.
The overall sentiment of the text is then determined
based on the predominant polarity of the words.
(Taboada et al., 2011).

Traditional machine learning techniques, includ-
ing SVM (Ahmad et al., 2018; Sharma and Sabhar-
wal, 2019) and Naive Bayes (Hariguna and Rach-
mawati, 2019; Wongkar and Angdresey, 2019),
have been extensively utilized in various SA ap-
plications. Traditional machine learning meth-
ods often rely on Bag-of-Words (BoW) or Term
Frequency-Inverse Document Frequency (TF-IDF)
for feature extraction. However, these approaches
tend to generate sparse, high-dimensional feature
vectors and have limited ability to capture the word
order, syntactic structure, and semantic meaning of
a sentence (Kokab et al., 2022).

Recent advancements in deep learning models
have surpassed the performance of traditional meth-
ods by addressing the limitations of traditional
machine learning methods. Bidirectional Encoder
Representations from Transformers (BERT) (De-
vlin, 2018) is a pre-trained model that utilizes a
self-attention mechanism (Vaswani, 2017) to weigh
the importance of each word in a sentence, and
captures complex word dependencies regardless of
their position. Unlike traditional models, BERT
processes text bidirectionally to understand the full
context, enabling deeper comprehension of syntac-
tic and semantic relationships.

RoBERTa (Robustly Optimized BERT Pretrain-
ing Approach)(Liu, 2019) is a variant of the BERT
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model, that improves BERT’s performance by mod-
ifying its training process and showing better per-
formance on natural language understanding(NLU)
tasks (Cortiz, 2022). RoBERTa removes BERT’s
next sentence prediction task, increases the training
data, and extends the training duration with larger
mini-batches and more diverse data sources (Liu,
2019).

2.0.1 Related Work
While numerous studies have explored SA of so-
cial media across various domains, such as tourism
(Mehra, 2023; Ali et al., 2021) and e-commerce
(Vanaja and Belwal, 2018; Davoodi and Mezei,
2022), relatively few have focused on SA in the
context of urban environments. As an example,
Saeidi et al. (2016) focus on identifying sentiments
toward specific aspects of multiple entities within
the same text. This work extends traditional ABSA
by allowing multiple entities and aspects in a sin-
gle document and presents the SentiHood dataset,
which contains user discussions about urban neigh-
borhoods from a question-answering platform. The
dataset includes annotated sentences where various
aspects (e.g., safety, price, or transit) of different
neighborhoods are discussed. The paper also pro-
vides strong baselines using logistic regression and
LSTM models and analyzes their performance on
this new, more complex SA task.

Another relevant study, Rui (2023) uses machine
learning models to reveal the spatial heterogeneity
in sentiment, showing a medium-high-low trend
from the city center to suburban areas. Factors
such as metro route density and walkability were
positively correlated with sentiment in formal set-
tlements. The findings provide urban planning rec-
ommendations for promoting positive sentiments
and achieving sustainable development goals.

Wang (2023) presents a methodology for incor-
porating public perception into urban planning eval-
uation using SA. By analyzing comments from
social media platforms such as Weibo and Xiao-
hongshu, the authors develop a public perception-
oriented evaluation model. The approach captures
sentiment across aspects like urban landscape, eco-
logical environment, and living quality. The re-
sults demonstrate that H-CAN outperforms ex-
isting models, achieving 84.2% accuracy on the
Yelp 2015 dataset. The study by Tas and Sanatani
(2023) focuses on evaluating urban environments
using geo-located data, particularly through aspect-
based analysis. The authors assess different aspects

Figure 1: The stages of the research process

of urban living conditions by analyzing various
sources, such as user feedback or environmental
data. They annotated a dataset consisting of 2,500
crowdsourced reviews of public parks and trained
a BERT model with a Local Context Focus (LCF).
Their model demonstrates a substantial improve-
ment in prediction accuracy for urban reviews.

3 Methodology

In this section, we outline our methodology for
conducting ABSA using user-generated content.
The objective is to analyze and understand people’s
sentiments toward 12 suburban neighborhoods in
Finland. By identifying sentiment changes over
time for these areas, we aim to uncover patterns
related to public perception and community senti-
ment changes.

As depicted in Figure 1, our process begins with
scraping data from Suomi24, followed by data pro-
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cessing. In the feature extraction and aspect selec-
tion phase, we identify and tag the specific areas
of interest within the text. The data is then sam-
pled and annotated with corresponding sentiment
labels, preparing it for ABSA. The output consists
of sentiment polarities for each area, which we
analyze to detect trends and shifts in public senti-
ment over time. This methodology helps in under-
standing how residents and visitors perceive these
neighborhoods and track any significant changes in
sentiment.

3.1 Data collection and processing

To build our Finnish-language dataset, we col-
lected data from the Suomi24 corpus, available
through the Language Bank of Finland5. This cor-
pus includes over 84 million messages posted on
Suomi24, the largest Finnish online discussion fo-
rum (Lagus et al., 2016).

Finnish, being an agglutinative language with
complex morphology, presents some challenges in
text analysis (Vilkuna, 1989). However, the lemma-
tized corpus simplifies this by presenting words in
their base forms, allowing for easier identification
of lexical morphemes. For this study, we focused
on twelve suburbs that have undergone systematic
urban planning. To collect relevant messages, we
used the suburb names as lemmas, retrieving all
posts mentioning at least one of these areas from
2001 to 2017. This yielded a dataset of 36491
relevant messages. These areas, in descending or-
der according to the number of messages are Kon-
tula, Varissuo, Leppävaara, Myllypuro, Matinkylä,
Maunula, Uittamo, Suikkila, Harittu, Runosmäki,
Soukka, and Pihlajamäki. After that, we randomly
selected 3183 messages to be annotated manually
by 2 native Finnish speakers.

In order to perform ABSA, we opted for a man-
ual sentiment annotation process due to the lack
of a domain-specific dataset for this task in the
Finnish language. To the best of our knowledge,
there is no publicly available dataset in Finnish
specifically for the ABSA task. In his Master’s the-
sis, (Hellström, 2022) presents a dataset collected
from public reviews on Verkkokauppa.com, focus-
ing on laptops and tablets. The dataset consists
of 1,673 sentences, which were manually labeled
by the author following the guidelines established
by SemEval 2014 for SA tasks (Hellström, 2022).
In contrast, our dataset is tailored to analyze sen-

5https://www.kielipankki.fi

timent across different neighborhoods in Finland,
specifically for the ABSA task, with careful reso-
lution of any disagreements during annotation to
ensure domain-specific accuracy. In addition to
the ABSA dataset, we developed a lexicon-based
dictionary by compiling 33742 unique words from
our manually annotated dataset assigned with posi-
tive and negative scores by a native Finnish speaker
annotator.

The aspects are specified as the 12 interest ar-
eas mentioned above. Three possible sentiment
labels were assigned to each aspect-message pair:
positive, neutral, and negative. The two annota-
tors individually assigned sentiment values to each
aspect. Every disagreement was marked and dis-
cussed to reach the final agreement between the
annotators. All the messages of inadequate qual-
ity (e.g., the aspect mentioned in the text does not
refer to an area) were excluded from further analy-
sis. The final annotated dataset contains 3183 data
points.

After finalizing the data, we calculated the most
frequent words to find the most frequent Topics
discussed in the text. For instance, the most dis-
cussed topic in the Varissuo area is immigration,
with terms like "maahanmuuttaja" (immigrant) ap-
pearing 437 times, alongside related words such
as "pakolainen" (refugee) with 79 occurrences and
"muslimi" (Muslim) mentioned 154 times. Other
terms related to demographics, such as "väestö"
(population) and "kantaväestö" (indigenous popula-
tion), also appear frequently, highlighting the ongo-
ing discussions about immigration and its impact
on the area. Another prominent topic is education,
with "koulu" (school) being mentioned 356 times.
Public transport is also commonly discussed, with
terms like "bussi" (bus) at 309 occurrences and
"joukkoliikenne" (public transport) appearing 155
times, indicating the importance of infrastructure
in the area. Discussions about housing, crime, and
services also frequently appear, reflecting various
community concerns.

Finally, we performed 4 steps to clean the text:
1) transforming the text into lowercase, 2) remov-
ing all non-alpha characters, 3) removing HTML
tags and URLs, 4) and eventually tagging spe-
cific aspects of interest using custom markers like
’<TAG>aspect</TAG>’. Afterwards, to address
the imbalance in positive sentiment data, we ap-
plied a data augmentation technique using back-
translation. Back-translation has emerged as a pop-
ular data augmentation technique, where a reverse
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Figure 2: The distribution of Areas in Annotated Dataset

translation system is used to translate monolingual
text from the target language back to the source
language (Pham et al., 2023). We translated the
positive text from Finnish to German and then back
to Finnish, generating additional data with subtle
variations while maintaining the original sentiment.
This augmented data was then combined with the
original dataset to achieve a more balanced distri-
bution of positive sentiments for model training.
Finally, after translating and tagging the text, we
performed downsampling to address class imbal-
ances in the sentiment labels. Since the neutral
class was overrepresented, we downsampled the
neutral sentiment examples to match the number
of negative and positive sentiment examples. This
resulted in a more balanced dataset, improving the
performance of the model in training and reducing
bias towards the majority class.

After performing the data processing, the dataset
consists of a total of 2,688 instances. The distri-
bution of sentiment labels within the dataset is as
follows in order: Negative Sentiment (1,051 in-
stances), Neutral Sentiment (1,051 instances), and
Positive Sentiment (586 instances). The distribu-
tion of different areas is presented in Figure 2.

3.2 Machine learning models for sentiment
classification

There have been several traditional machine learn-
ing (Wagner et al., 2014; Tang et al., 2019) and
deep machine learning (Talaat, 2023; Tas and
Sanatani, 2023) models that are proposed to solve
the ABSA tasks. Based on the results of various
studies, deep learning methods tend to show more
adequate performance at defining the complex non-
linear correlations between the features and the

sentiment polarity. In particular, neural network-
based methods have outperformed other methods
for ABSA tasks because these methods are trained
end-to-end and can comprehend significant fea-
tures automatically (Jiang et al., 2019). Consider-
ing all these observations, in this study, we have
chosen models in literature for social media review
as: (i) the most commonly used traditional classi-
fication models for comparison purposes (Naïve
Bayes, Support Vector Machines), (ii) deep learn-
ing models that have shown the best performance
in prior studies (BERT, and RoBERTa).

3.2.1 Model building
We tested different varieties of text feature extrac-
tion techniques and machine learning algorithms
to specify the best-performing model. In order
to transform the text into a set of understandable
features for the traditional classifiers, we utilized
BOW and TF-IDF. BOW converts text data into
a representation based on the frequency of word
occurrences within a document, ignoring the or-
der and syntactic structure of the words (Yan et al.,
2020). TF-IDF is a statistic approach that defines
the weight for each term (or word) in each doc-
ument based on frequency and informativeness
(Soucy and Mineau, 2005).

For the Naïve Bayes and SVM classifiers, we em-
ployed BOW and TF-IDF to generate the numeric
features, while for BERT and RoBERTa, we used
transformer tokenizers. For the non-deep learning
models, we divided the dataset into the train (80%
of the data), validation (12%), and test (8%) sets
using stratified sampling. The optimal cost param-
eters on the validation set were identified: (i) by
adjusting the n-gram vectorizer parameters and reg-
ularization parameters for the linear SVM model,
and (ii) by n-gram vectorizer parameters and the α
value for Naïve Bayes. After defining the optimal
hyperparameters for each model, we selected the
best-performing model to evaluate the number of
misclassifications on the test set.

In the case of transformer-based models, we
used cross-validation to have a realistic estimation
of our models’ performance. We split the dataset
into training and test sets by using four-fold cross-
validation. We utilized transformer tokenizers: Au-
toTokenizer for BERT, and RobertaTokenizer for
RoBERTa. In both cases, we added a dropout layer
to control overfitting in addition to the baseline.
When training RoBERTa, the model includes the
main model with 12 layers and 768 hidden dimen-
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Figure 3: The performance of the best model -
RoBERTa

sions. For both BERT and RoBERTa, the optimizer,
loss function, and performance metric were defined
as Adam, categorical cross-entropy, and accuracy.
For the RoBERTa model the initial learning rate
was 3e-5, and the batch size was defined as 8.

3.3 Results

In this section, we present the results of SA, with
a detailed comparison of both the performance of
different models and the sentiment trends across
these areas/aspects considered in the study.

3.3.1 Sentiment classification performance
To quantify the performance of each model for the
ABSA task, we utilized weighted F1 score and ac-
curacy. The results are shown in Table 1. Based on
the results, RoBERTa slightly outperforms BERT
in terms of the F1 score (0.75 vs. 0.74). Since F1
score is crucial for balancing precision and recall,
RoBERTa is the best model for this task. Even
though RoBERTa has a lower training accuracy
compared to other methods (e.g., Naive Bayes or
SVM), it generalizes better on the test set.

To build the best model for ABSA, a fine-tuned
version of RoBERTa was utilized with a fixed
dataset split to ensure robust evaluation. Prior
model training, to train the best-performing model,
we also utilized a lexicon-based dataset to shorten
long texts. For this purpose, we filtered neutral sen-
tences by removing sentences with an overall neu-
tral lexicon score. The overall score was calculated
by summing the lexicon scores of all the words
in a sentence. If the sum was 0, the sentence was
considered neutral; if the score was greater than
0, the sentence was classified as positive, and if it
was less than zero, the sentence was classified as
negative. Afterwards, the dataset was preprocessed
to handle instances where multiple areas (aspects)

were mentioned within a single row. For rows that
referenced more than one area, the sentence was
split into separate rows, with each row correspond-
ing to a specific area mentioned. After this prepro-
cessing step, the final training dataset comprised
3,678 rows, ensuring that each entry focuses on
one area for a more accurate sentiment and aspect-
based analysis. Finally, the dataset was divided
into fixed splits with 3,318 samples for training,
111 samples reserved for testing, and 258 samples
for validation. As shown in Figure 3, the accu-
racy and loss curves demonstrate effective learning,
with training accuracy steadily increasing while
validation accuracy stabilizing after epoch 5, sug-
gesting that the model generalizes well without
significant overfitting. The number of misclassifi-
cations on the test set was 31 out of 111 datapoints.
The fine-tuned RoBERTa model was subsequently
employed to predict sentiment trends across the
rest of the 32,183 data points.

Regarding the impact of aspect tagging,
<TAG>aspect</TAG>, we evaluated model per-
formance both with and without tagging. The re-
sults indicate that tagging aspects in the text im-
prove both training and test accuracy. For instance,
the tagged version of the best model,RoBERTa,
achieved a test accuracy of 72.07%, compared to
63.37% for the untagged version. This suggests
that tagging provides additional contextual cues,
helping the model more effectively identify and
associate sentiments with specific aspects. Addi-
tionally, Finnish morphology presents unique chal-
lenges, as aspect names can appear in multiple
inflected forms (e.g., ’Uittamo’ could appear as
’Uittamolla’, ’Uittamolta’, or ’Uittamolle’). With-
out tagging, the model may struggle to recognize
these variations as referring to the same aspect, po-
tentially impacting its ability to learn consistent
sentiment associations. Tagging standardizes the
aspect representation within the text, helping the
model to recognize it regardless of morphologi-
cal variation, which is particularly beneficial in
Finnish.

3.3.2 Trend analysis
In order to calculate sentiment trends for each area,
we weighted sentiments by assigning values of -2
for negative, 0 for neutral, and +2 for positive senti-
ments, effectively minimizing the impact of neutral
sentiments. Finally, for each area, we summed
the weighted sentiment scores by year and nor-
malized the final sum by dividing it by the total
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Method Training set accuracy Test set accuracy F1 on test set
Naive Bayes (TFIDF) 0.95 0.67 0.65
Naive Bayes (BOW) 0.94 0.63 0.62
SVM (BOW) 0.99 0.63 0.65
SVM (TFIDF) 0.98 0.64 0.64
BERT 0.79 0.75 0.74
RoBERTa 0.76 0.75 0.75

Table 1: Performance comparison of different models on ABSA tasks

sentiment counts, providing a yearly trend score.
This approach emphasizes shifts toward positive
or negative sentiment and allows for clearer trend
visualization. However, it may also amplify the
appearance of consistently declining sentiment if
negative posts dominate over time.

Across the 12 areas, several trends emerge. First,
annotated datasets tend to show more fluctuation
in sentiment, with several areas experiencing no-
ticeable changes over time, either becoming more
negative (e.g., Uittamo, Runosmäki) or showing
improvement (Soukka, Suikkila). In contrast, the
predicted datasets generally show smoother and
more stable sentiment trends, often leaning towards
neutrality or slight negativity. This smoothing ef-
fect may be due to the model’s tendency to gener-
alize sentiment across larger sets of data, failing to
capture more subtle changes over time.

As illustrated in Figure 4, the annotated senti-
ment for Harittu exhibits a general downward trend,
beginning with a positive polarity and gradually
declining over the years, eventually becoming pre-
dominantly negative. A similar trend is observed
in the predicted dataset, though the sentiment re-
mains more stable over time, hovering slightly be-
low neutral. Overall, the trend indicates that public
sentiment towards Harittu has remained negative
over time.

Another interesting area according to the SA
results is Kontula as presented in figure 5. The
annotated sentiment for Kontula remains negative
throughout, with only minor fluctuations, but stays
relatively stable. Similarly, the predicted dataset
reflects a consistent negative sentiment, showing
little variation over time. Both datasets suggest
that public sentiment towards Kontula has consis-
tently remained negative with minimal changes. As
another example, in the annotated data, sentiment
for Varissuo(shown in Figure 6) fluctuates between
slightly negative and neutral, with no strong or con-
sistent trends emerging. The predicted sentiment

remains stable, consistently neutral, with only mi-
nor fluctuations. Both datasets indicate that sen-
timent towards Varissuo has remained relatively
unchanged over time, with no significant shifts.
We recognize that the inherent tendency of users to
share more negative experiences than positive ones
on social media may indeed influence the senti-
ment trends observed in this study. Future analyses
could benefit from additional controls or normal-
ization methods to account for the naturally higher
volume of negative feedback in social media con-
texts, which might give a more balanced view of
sentiment trends over time.

4 Discussion

Naturally occurring online discussions offer an op-
portunity to study the sentiments of the general pub-
lic about neighborhoods form a linguistic point of
view. Understanding such sentiments is crucial for
regional development, urban planning, and public
policy. This study aimed to investigate sentiment
toward 12 different neighborhoods in Finland by
leveraging user-generated content from Suomi24.

Using a combination of classical machine learn-
ing models, such as SVM and Naive Bayes,
alongside state-of-the-art models like BERT and
RoBERTa, we applied ABSA to analyze the sen-
timent associated with each neighborhood. The
RoBERTa model outperformed other methods,
demonstrating its superior ability to predict sen-
timent accurately. We extended our research to
analyze sentiment trends for a larger dataset of
32,183 data points, which offers insights into how
public opinion evolves over time. Our results con-
tribute to the growing body of knowledge in SA,
particularly in the context of regional perceptions,
and have practical implications for urban planning
and policy making.

We conducted an error analysis using the best-
performing model, RoBERTa, to investigate the
misclassifications made on the test set. As previ-
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Figure 4: Harittu sentiment change overtime

Figure 5: Kontula sentiment change overtime

ously mentioned, the lemmatized version of the
text was used for both model training and evalua-
tion. However, in this section, we present examples
in their original form to enhance readability and
provide clarity on the context.

A significant number of misclassifications
stemmed from ambiguous or multi-layered state-
ments where the emotional tone was not imme-
diately clear. The model tended to predict neg-
ative sentiment when it encountered critical or
confrontational language, whereas human anno-
tators perceived such content as neutral or fac-
tual. For instance, the sentence "2 kysymystä
mitä sä sitten riehut. vai uhkaako teidän perhettä
<TAG>Matinkylä</TAG> syndrooma?" is neutral
while the model predicted a negative sentiment.
Furthermore, the model struggled with indirect sen-
timents, such as rhetorical or sarcastic statements,
which it frequently misinterpreted as negative when
the intended sentiment was neutral or sarcastic.
An example is the sentence "Suomalaisen luon-
teen heikkous näkyy Eikö <TAG>kontula</TAG>
ole oikeasti gårdsbacka ?" which criticizes the
"weakness" of the Finnish character but does not
directly express negativity towards the area (Kon-
tula). Lastly, some factual statements were misclas-
sified, likely because the model identified subtle
emotional cues that the annotators did not prioritize.
For instance, "Nykyään rakennetaan hometaloja !
Ei <TAG>kontulan</TAG> ostarilla ole vanhoja
jykeviä kivitaloja" can be interpreted as factual.
The phrase "rakennetaan hometaloja" (meaning
"nowadays they build moldy houses") might imply
dissatisfaction with construction practices through
sarcasm. Increasing the amount of training data

could enhance the model’s ability to handle these
complexities more effectively.

The analysis of sentiment trends across the
12 neighborhoods reveals a range of patterns,
with most neighborhoods showing either stable
or slightly declining sentiment over time. Areas
such as Leppävaara, Pihlajamäki, and Uittamo ex-
hibit a subtle but consistent decline in sentiment,
with annotated data indicating a shift from neu-
tral or slightly positive to more negative sentiment.
Matinkylä and Maunula remain largely neutral,
with minimal fluctuations in sentiment across both
annotated and predicted datasets, indicating a sta-
ble public perception. Myllypuro and Runosmäki
show a predominantly negative sentiment, with
Runosmäki demonstrating greater variability in the
annotated data, while predicted data captures a
more consistent negative trend. In contrast, Soukka
and Suikkila display improvements in sentiment
over time according to the annotated data, though
the predicted data does not fully reflect this positive
shift, suggesting a potential limitation in capturing
more complex emotional changes.

5 Conclusion

This study presents a manually annotated dataset
for ABSA tasks for studying different areas in Fin-
land. As far as we know, there is no publicly avail-
able dataset for this specific domain in the Finnish
language. The dataset consists of 3183 sentences
taken from Suomi24. The dataset has been de-
signed to perform various research tasks such as
aspect extraction, and polarity detection. We be-
lieve this dataset would provide considerable sig-
nificance in the research area of ABSA for social
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Figure 6: Varissuo sentiment change overtime

media text in the Finnish language. The dataset will
be published publicly to be used by researchers in
Finland. Moreover, our research addresses a signif-
icant gap by using SA to understand public percep-
tions of different areas in Finland. Utilizing data
from Suomi24, one of the largest online forums
in Finland, allows for the collection of unfiltered
opinions, offering an authentic insight into how res-
idents perceive their living environments. By apply-
ing state-of-the-art ABSA models like RoBERTa,
our study enhances the analysis of regional senti-
ment. Additionally, tracking sentiment trends over
time using 32,183 data points can provide valu-
able information for urban planners, policymakers,
and social scientists. This combination of large-
scale, time-sensitive data analysis and advanced
machine learning techniques makes our research
highly relevant for improving public policy and
regional development. Future research could ex-
plore the relationship between sentiment and real
estate pricing in Finland by analyzing how changes
in public sentiment over time correlate with fluc-
tuations in housing prices. By pairing SA with
real estate data, it may be possible to predict price
trends in specific areas or explain price shifts based
on sentiment dynamics. A similar approach has
been applied in other markets, such as the study by
(Wang and Hui, 2017) which analyzed the predic-
tive power of sentiment on market indicators like
price and transaction volume in the housing mar-
ket. Applying such a methodology to the Finnish
housing market could provide new insights into
how local sentiment influences real estate trends,
potentially offering predictive power for pricing
fluctuations across different areas.

Finally, a limitation of this study is the potential
impact of dataset imbalance and prediction errors,
which can affect the detection of complex senti-
ment trends in the larger predicted dataset. An
imbalanced training set, with a prevalence of neu-
tral sentiments, may lead the model to favor stable
or neutral predictions. Thereby, smoothing out fluc-
tuations that might otherwise reveal slight shifts in

sentiment. Addressing these challenges in future
work by employing techniques to balance senti-
ment classes or reduce prediction errors could im-
prove the model’s sensitivity to evolving sentiment
dynamics across neighborhoods.

Moreover, we acknowledge that the number of
posts may have varied significantly across the years,
particularly as internet and social media usage ex-
panded in Finland. However, while our focus was
on examining sentiment trends rather than volume
dynamics, future work could delve deeper into how
this growth in user base and posting frequency in-
fluences sentiment patterns. Incorporating controls
for yearly post volumes could offer a clearer view
of whether observed sentiment shifts are affected
by posting frequency or reflect genuine changes in
public sentiment.
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