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Abstract

The increasing use of AI agents in conversa-
tional services, such as counseling, highlights
the importance of back-channeling (BC) as
an active listening strategy to enhance con-
versational engagement. BC improves conver-
sational engagement by providing timely ac-
knowledgments and encouraging the speaker
to continue talking. This study investigates
the effect of BC provided by an AI agent on
conversational engagement, offering insights
for the future design of AI conversational ser-
vices. We conducted an experiment with 55
participants, divided into Todak_BC and To-
dak_NoBC groups based on the presence or
absence of the BC feature in Todak, a conversa-
tional agent. Each participant engaged in nine
sessions with predetermined subjects and ques-
tions. We collected and analyzed approximately
6 hours and 30 minutes of conversation logs to
evaluate conversational engagement using both
quantitative (conversation persistence, includ-
ing conversation duration and number of utter-
ances) and qualitative metrics (context richness,
including self-disclosure and topic diversity).
The findings reveal significantly higher conver-
sational engagement in the Todak_BC group
compared to the Todak_NoBC group across all
metrics (p < 0.05). Additionally, the impact of
BC varies across sessions, suggesting that con-
versation characteristics such as question type
and topic sensitivity can influence BC effective-
ness.

1 Introduction

The increasing demand for AI-driven counseling
and conversational services (Prochaska et al., 2021;
Park et al., 2023) is driven by their benefits of
anonymity, accessibility, and lack of biases (Chen
and Lucock, 2022; Morrow and Deidan, 1992; Nos-
rati et al., 2020), highlighting the importance of
back-channeling (BC) as a crucial element of ac-
tive listening strategies (Rost and Wilson, 2013;

Weger Jr et al., 2014) to enhance client conversa-
tional engagement. Counseling experts emphasize
the importance of active client participation for ef-
fective counseling (Tryon, 1990; Simpson et al.,
2009). Active conversational engagement involves
clients actively participating and communicating
their feelings and thoughts. BC includes verbal and
non-verbal cues like nodding or saying "uh-huh"
in response to the speaker (Li et al., 2010), which
express interest and enhance the speaker’s conver-
sational engagement (Veach et al., 2007).

A comprehensive understanding of the impact
of BC presented by AI agents on conversational
engagement is crucial for developing AI systems,
especially for applications requiring deep interac-
tions, such as counseling. Despite its importance,
limited research has directly examined BC’s im-
pact on engagement. Most existing studies focus
on user perceptions of BC configurations (De Sevin
et al., 2010; Kim et al., 2021; Meywirth and Götze,
2022) or are conducted in non-conversational con-
texts (Andriella et al., 2020). While some research
explores the relationship between BC and engage-
ment (Cho et al., 2022), it primarily addresses emo-
tional aspects of user utterances without demon-
strating BC’s role in enhancing overall engagement,
such as conversation persistence. Moreover, few
studies analyze actual AI-human conversation logs,
which is crucial for understanding BC’s effective-
ness in real-world AI services.

To address these gaps in the literature, our study
aims to provide a more comprehensive understand-
ing of how BC influences conversational engage-
ment. Specifically, we analyze conversations be-
tween users and AI agents with BC features, focus-
ing on both quantitative and qualitative aspects. Our
research seeks to answer the following question:
RQ: How does the presence of back-channeling
(BC) features in AI agents influence conversational
engagement, both quantitatively and qualitatively?

To answer this question, we conducted a user ex-
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Figure 1: The system architecture of Todak

periment with Todak, an AI-based conversational
system featuring BC. 55 participants were divided
into two groups based on the presence or absence
of BC, and conversation logs were collected across
nine sessions, totaling approximately 6 hours and
30 minutes. We analyzed these logs using four met-
rics. The results showed that users interacting with
the AI agent expressing BC had significantly higher
conversational engagement scores than those inter-
acting without BC (p < 0.05), demonstrating the
effectiveness of BC expressed by the AI agent. Ad-
ditional analysis indicated that the effectiveness of
BC varies with conversation characteristics.

The contributions of our research are as follows:
First, we propose BC as a method to enhance con-
versational engagement in AI interactions and vali-
date its effectiveness. Second, we assessed conver-
sational engagement using quantitative and qual-
itative metrics from actual conversation logs, a
method overlooked in previous studies. Our find-
ings confirm that the utility of BC varies with con-
versation characteristics, providing valuable guid-
ance for the future design of AI agent conversa-
tions.

2 Back-channeling and Conversational
Engagement

BC signals from a listener in human-to-human con-
versation play a crucial role as an attentive listen-
ing strategy in eliciting the speaker’s speech and
persisting the conversation (Sacks, 1978; Sadock
and Sadock, 2011), thus contributing to conver-
sational engagement (Ward and Tsukahara, 2000;
Bavelas et al., 2000; Gardner, 2001). Conversation
persistence measures how long the conversation
lasts and how much a speaker talks, serving as a
quantitative indicator of engagement. To investi-
gate whether BC in AI agents contributes to conver-
sation persistence, we designed an AI agent called
Todak and conducted a user experiment. Partici-

pants were divided into two groups: Todak_BC
and Todak_NoBC, and each participant engaged in
conversational sessions. The first hypothesis is:

Hypothesis 1: Conversation Persistence

• H1: The Todak_BC group will have longer
conversations and a higher number of utter-
ances compared to the Todak_NoBC group.

In human-to-human conversation, BC also en-
hances context richness by promoting intimacy
and trust, leading to increased self-disclosure and
deeper conversations (Schegloff, 1982; Bavelas
et al., 2000; Gardner, 2001). Additionally, BC aids
in narrative formation (Bavelas et al., 2000; Tolins
and Tree, 2014), increasing topic diversity and mak-
ing discourse richer. Conversation context richness
assesses how deep and varied a speaker’s conversa-
tion is, serving as a qualitative indicator of engage-
ment. The second hypothesis is:

Hypothesis 2: Conversation Context Richness

• H2-a: The Todak_BC group will have a higher
degree of self-disclosure compared to the To-
dak_NoBC group.

• H2-b: The Todak_BC group will have a
greater diversity of topics compared to the
Todak_NoBC group.

3 Back-channel enabled AI agent - Todak

The system architecture of the agent Todak1, which
is equipped with the ability to express BC, is de-
picted in Figure 1. Todak operates as a web-based
conversational agent system, consisting of both
client-side and server-side components. On the
client-side, user speech input signals are captured
via a web browser, which are then converted to
text using an embedded Speech-to-Text (STT) ser-
vice. This text is forwarded to the server-side for

1The name "Todak" comes from the Korean verb "토닥
이다 (/tOdAkiA/)," which means to gently tap someone on the
back or arms as a sign of empathy or comfort.
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Figure 2: The user interface of Todak

further processing. The server-side comprises a
web server and a conversation model. The web
server transmits the user speech text to the conver-
sation model, which generates the agent’s response.
This response is then transformed back into speech
through a Text-to-Speech (TTS) service2 and sent
back to the client-side. Real-time interaction is es-
sential for the agent’s BC responses during user
speech. Consequently, bidirectional communica-
tion between the client-side and server-side is man-
aged using Socket.IO. Finally, the web browser on
the client-side delivers Todak’s audio response to
the user. To ensure the user’s speech is not inter-
rupted, Todak’s BC voice volume is set lower than
the front-channel voice volume.

Todak’s BC is crafted to reflect the multi-modal
nature of BC (Young and Lee, 2004), incorporating
both verbal and non-verbal expressions. Verbal BC
is delivered through voice, whereas non-verbal BC
is communicated to the user via various motion
graphics inspired by voice waveforms. Figure 2
displays a screenshot of the Todak agent from the
user’s perspective. The agent’s non-human-like de-
sign was chosen to prevent any interference from
participants’ potential biases regarding the agent’s
appearance (Van Vugt et al., 2006).

Todak’s BC expressions are functionally cate-
gorized to capture the diverse range of conversa-
tional cues. Following (Cutrone, 2010), Todak’s
BCs are divided into three categories: "contin-
uer," which signals attentiveness to the speaker;
"understanding," which indicates comprehension
and agreement; and "empathic response," which
demonstrates empathy and emotion. Additionally,
the absence of BC expression is defined as "no
expression." A detailed description of verbal and
non-verbal expressions according to Todak’s BC
categories can be found in Appendix A.

The BC category and expression are determined

2https://clova.ai/voice/

Figure 3: An example of the system response for a user
utterance input

by Todak’s conversation model based on the user’s
utterance input. As shown in Figure 3, the user’s
input is streamed, and Todak responds with the
corresponding BC expression in real time. The
conversation model concurrently predicts both the
BC category and the user’s emotion, ensuring that
the "empathic response" category aligns with the
user’s emotion (positive to positive, negative to
negative). Consequently, the conversation model
consists of three components: a BC category pre-
diction module, an emotion inference module, and
a BC multi-modal expression module. The BC cat-
egory prediction module is implemented based on
Jang et al. (2021), utilizing the language model
KE-T53 encoder. The emotion inference module is
based on Lim et al. (2021) and infers five emotions:
"neutral," "happiness," "surprise," "sadness," and
"anger." The BC multi-modal expression module
determines the final expressions. For each inferred
BC category, verbal and non-verbal expressions are
randomly selected with equal probability and com-
bined in the module. The "no expression" category
allows BC to exhibit either single or multi-modal
characteristics (Young and Lee, 2004). Through
this random combination, it is possible to have
single-modal BC with either only verbal or only
non-verbal expressions, as "no expression" indi-
cates the absence of an expression in the respective
modality. Thus, the BC multi-modal expression
module can generate diverse BC responses, enhanc-
ing the naturalness of the conversation.

4 Methods

4.1 Overview
To examine the effect of BC on conversational en-
gagement, we conducted a between-subject experi-
ment. Participants were randomly divided into two
groups: one interacted with Todak with BC (To-
dak_BC) and the other without BC (Todak_NoBC).

3https://huggingface.co/KETI-AIR/ke-t5-base
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Subject
Subject Session Question

Question
sensitivity type

- - Start (Greetings) -

low
meal menu

1 “Can you please tell me what you ate yesterday?" open-ended
2 “Which meal have you enjoyed the most?" closed-ended

media content
3 “Can you tell me about a movie or TV show you’ve enjoyed recently?" open-ended
4 “Do you like genres similar to those you just mentioned?" closed-ended

medium personality
5 “Do your favorite genres reflect your personality?" closed-ended
6 “How do you think your personality differs from how others perceive it?" open-ended

high stress & worries
7 “What do you do when you feel stressed or worried? open-ended
8 “Tell me about someone you feel comfortable talking to about your worries." open-ended
9 “Can you tell me about something you’ve been worrying about lately?" open-ended

- - End (Closing remarks) -

Table 1: Designed conversation sessions

The interactions were structured into nine sessions
to maintain consistency in conversation subjects.
Conversational engagement was evaluated using
four metrics: conversation duration, number of ut-
terances, self-disclosure, and topic diversity.

4.2 Participants

Participants were randomly assigned to either the
Todak_BC or Todak_NoBC groups, and we con-
firmed that the groups were well-balanced in terms
of gender, age, and prior experience with voice
assistants. Initially, 64 participants were recruited
through snowball sampling and evenly assigned
to the two groups. However, due to differences in
participant consent for conversation log collection,
the final data was collected from 55 participants.
The Todak_BC group consisted of 30 participants
(15 males, 15 females), with a mean age of 24.69
(SD=6.81) and an average voice assistant experience
score of 3.77 (SD=1.19). The Todak_NoBC group
included 25 participants (12 males, 13 females),
with a mean age of 25.00 (SD=7.07) and an average
voice assistant experience score of 3.62 (SD=1.17).
Voice assistant experience was measured on a 1-5
Likert scale.

4.3 Conversation session design

To ensure subject consistency across groups, we
provided structured guidance with nine session sub-
jects. A "session" is defined as a distinct segment
of the overall conversation with a specific subject
and guiding question. The subjects and questions
for each session are detailed in Table 1. The conver-
sation comprises nine sessions, excluding the start
and end sections. Sessions consist of primary ques-
tions and follow-up questions to maintain conver-
sational flow. The nine session questions naturally
fall into two categories: closed questions, which
can be answered with "yes," "no," or a short answer,

and open questions, which require more detailed
responses (Foddy and Foddy, 1993). The conversa-
tion subjects were designed to progress from light
topics, answerable through immediate recall, to
deeper and potentially more sensitive issues, simi-
lar to real conversations. The conversation begins
with low-sensitivity subjects like meal menus and
favorite media content and gradually transitions to
higher-sensitivity subjects, including personality
traits and, eventually, stress and worries, allow-
ing for a deeper exploration of the participant’s
thoughts and feelings.

4.4 Procedure

The user experiment followed this sequence: ob-
taining consent, briefing participants about the ex-
periment, conducting a pre-survey, and then inter-
acting with the agent. Participants freely responded
to questions in each session and moved to the next
session by pressing the session button shown in
Figure 2. The average duration of the experiment
was approximately 30 minutes, and participants
were compensated $25 for their participation.

4.5 Measures

4.5.1 Conversation persistence: conversation
duration and number of utterances

Qualitatively assess participants’ conversation en-
gagement by measuring conversation persistence,
which includes conversation duration and the num-
ber of utterances (Ghazarian et al., 2020). Conversa-
tion duration for each session is defined as the time
span from start to end, measured in seconds. The ex-
periment system records a timestamp whenever the
session button is clicked. Using these timestamps,
the duration of each session is calculated by sub-
tracting the current session’s timestamp from the
next session’s timestamp. To assess overall conver-
sational persistence, the total conversation duration
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H1: Conversation Persistence
Session Conversation duration (sec) Number of utterances

(Question type Mean (SD)
Statistic p-value

Mean (SD)
Statistic p-value

& subject sensitivity) Todak_BC Todak_NoBC Todak_BC Todak_NoBC
1 (open-ended & low) 44.0 (30.5) 43.0 (34.2) U=367 0.446 7.8 (5.4) 4.6 (2.4) U=215 0.003**

2 (closed-ended & low) 44.5 (25.4) 28.0 (13.6) U=182 0.000*** 4.2 (2.8) 2.3 (1.9) U=193 0.000***
3 (open-ended & low) 52.5 (34.4) 51.8 (35.3) U=375 0.507 8.6 (7.8) 6.2 (6.7) U=280 0.054

4 (closed-ended & low) 37.2 (20.4) 27.9 (20.1) U=244 0.014* 4.4 (2.7) 3.0 (1.9) U=262 0.027*
5 (closed-ended & medium) 51.1 (20.8 41.4 (25.0) U=266 0.033* 6.6 (3.5) 4.8 (3.6) U=254 0.020*
6 (open-ended & medium) 48.4 (24.2) 41.7 (24.3) U=325 0.201 7.3 (5.3) 5.8 (3.8) U=316 0.158

7 (open-ended & high) 48.8 (33.3) 33.8 (25.2) U=257 0.023* 7.2 (4.9) 4.8 (3.6) U=264 0.030*
8 (open-ended & high) 51.2 (32.5) 45.5 (38.6) U=306 0.123 8.0 (6.6) 6.4 (6.9) U=288 0.071
9 (open-ended & high) 79.2 (82.3) 39.5 (55.3) U=187 0.000*** 10.8 (8.1) 5.3 (3.6) U=190 0.000***

Total 498.8 (194.7) 369.7 (158.7) U=234 0.009** 64.9 (36.4) 43.1 (27.96) U=230 0.007**
Total N = 55, *< 0.05, **< 0.01, ***< 0.001.

Table 2: Statistical test results for the conversation persistence

H2 Conversation Context Richness
Session H2-a: Self-disclosure H2-b:Topic diversity

(Question type Mean (SD)
Statistic p-value

Mean (SD)
Statistic p-value

& subject sensitivity) Todak_BC Todak_NoBC Todak_BC Todak_NoBC
1 (open-ended & low) 4.87 (0.82) 4.32 (0.48) U=229 0.003** 0.239 (0.14) 0.207 (0.11) t(53)=0.943 0.177

2 (closed-ended & low) 6.50 (1.04) 5.56 (1.26) U=211 0.002** 0.165 (0.09) 0.146 (0.07) t(53)=0.887 0.190
3 (open-ended & low) 5.73 (1.26) 5.28 (1.40) U=322 0.178 0.322 (0.20) 0.318 (0.20) t(53)=0.077 0.469

4 (closed-ended & low) 5.33 (0.99) 5.00 (1.12) U=300 0.090 0.172 (0.10) 0.182 (0.16) t(53)=-0.297 0.616
5 (closed-ended & medium) 5.56 (1.43) 4.80 (1.12) U=252 0.015* 0.281 (0.18) 0.221 (0.17) t(53)=1.264 0.106
6 (open-ended & medium) 5.97 (1.38) 5.76 (1.42) U=364 0.424 0.269 (0.17) 0.259 (0.18) t(53)=0.221 0.413

7 (open-ended & high) 5.80 (1.27) 4.96 (1.46) U=268 0.031* 0.334 (0.20) 0.306 (0.22) t(53)=0.499 0.310
8 (open-ended & high) 6.23 (1.38) 5.64 (1.15) U=308 0.111 0.346 (0.19) 0.311 (0.19) t(53)=0.685 0.248
9 (open-ended & high) 8.03 (1.40) 7.00 (1.94) U=222 0.003** 0.331 (0.22) 0.225 (0.16) t(53)=2.014 0.025*

Total 54.07 (6.86) 48.32 (7.00) U=230 0.007** 0.516 (0.10) 0.460 (0.14) t(53)=1.696 0.048*
Total N = 55, *< 0.05, **< 0.01, ***< 0.001.

Table 3: Statistical test results for the conversation context richness

for each participant is obtained by summing the
durations of all sessions.

The number of utterances refers to the count
of speech instances generated by a user during
interactions with Todak. An utterance is defined
based on the recognition results of the Web Speech
API, which uses Speech-To-Text (STT) technol-
ogy4. The STT module signals the end of an ut-
terance with an information flag: ‘false’ indicates
the utterance is ongoing, while ‘true’ indicates it
has ended. An utterance is considered complete
when this flag is ‘true’. The number of utterances
for each session is the count of utterances within
that session. To observe overall conversation per-
sistence, the total number of utterances for each
participant is calculated by summing the utterances
across all sessions.

4.5.2 Context richness: self-disclosure and
topic diversity

Qualitatively assess participants’ conversational en-
gagement through context richness measures, in-
cluding self-disclosure and topic diversity in con-
versation logs. Self-disclosure was measured using

4https://developer.mozilla.org/en-US/docs/Web/
API/SpeechRecognition

the guidelines for the three-dimension (information,
thoughts, and feelings) by Barak and Gluck-Ofri
(2007). Scores range from 1 to 3, with higher scores
indicating greater self-disclosure. We used OpenAI
GPT-45, which provides human-level, high-quality
annotations (Gilardi et al., 2023), for scoring, em-
ploying the "Self-disclosure Analyzer" tool to auto-
matically measure self-disclosure dimensions. The
prompt of the "Self-disclosure Analyzer" and an
example can be seen in Appendix B. To validate the
annotations, we calculated Cohen’s kappa scores
for 10 participants’ logs with two linguistic experts,
showing high inter-rater reliability (0.79). Scores
for each session were measured as the sum of the
scores for information, thoughts, and feelings. The
total score for each participant was then calculated
by summing the scores across all sessions.

Topic diversity measures how many different top-
ics are covered within a single conversational ses-
sion. To measure topic diversity in participants’ ut-
terances, we used a two-step process. First, Latent
Dirichlet Allocation (LDA) (Blei et al., 2003) was
applied to infer N topics: N=5 for intra-session
analysis and N=20 for total session analysis. Al-

5https://openai.com/gpt-4
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Self-disclosure
Information Thoughts Feelings

Session Mean (SD)
Statistic p-value

Mean (SD)
Statistic p-value

Mean (SD)
Statistic p-value

Todak_BC Todak_NoBC Todak_BC Todak_NoBC Todak_BC Todak_NoBC
1 2.67 (0.48) 2.32 (0.48) U=245 0.006** 1.10 (0.31) 1.00 (0.00) U=338 0.056 1.10 (0.31) 1.00 (0.00) U=338 0.056
2 2.07 (0.45) 1.80 (0.65) U=288 0.036** 2.03 (0.41) 1.76 (0.44) U=282 0.012** 2.40 (0.50) 2.00 (0.50) U=246 0.003**
3 1.73 (0.45) 1.64 (0.49) U=340 0.233 1.97 (0.49) 1.84 (0.55) U=333 0.181 2.03 (0.72) 1.80 (0.58) U=309 0.106
4 1.50 (0.57) 1.32 (0.56) U=309 0.095 1.97 (0.41) 1.80 (0.50) U=317 0.088 1.87 (0.43) 1.88 (0.33) U=369 0.573
5 1.87 (0.57) 1.68 (0.56) U=315 0.118 2.30 (0.65) 1.92 (0.57) U=258 0.013* 1.43 (0.68) 1.20 (0.41) U=318 0.108
6 2.27 (0.58) 2.20 (0.65) U=357 0.368 2.37 (0.56) 2.40 (0.65) U=357 0.641 1.33 (0.61) 1.16 (0.47) U=334 0.184
7 2.17 (0.65) 1.80 (0.58) U=265 0.017* 2.33 (0.55) 1.96 (0.61) U=261 0.013* 1.30 (0.60) 1.20 (0.76) U=344 0.259
8 2.50 (0.51) 2.36 (0.57) U=330 0.194 2.43 (0.50) 2.24 (0.60) U=316 0.124 1.30 (0.60) 1.04 (0.35) U=304 0.038*
9 2.73 (0.52) 2.56 (0.65) U=325 0.146 2.80 (0.48) 2.64 (0.64) U=331 0.153 2.50 (0.57) 1.80 (0.76) U=188 0.000***

Total 19.50 (3.12) 17.68 (3.35) U=266 0.032* 19.30 (2.42) 17.56 (2.95) U=270 0.037* 15.27 (2.88) 13.08 (1.98) U=204 0.002**
Total N = 55, *< 0.05, **< 0.01, ***< 0.001.

Table 4: Statistical test results based on the self-disclosure three dimensions: information, thoughts, and feelings

though LDA can struggle with data sparsity in short
texts (Wu et al., 2020), we chose LDA for this
study because the average length of utterances in
our dataset (35.8 tokens) is longer than what is
typically considered as short text (4.1 to 10.3 to-
kens) (Wu et al., 2020), making it suitable for our
analysis. Next, we computed topic diversity scores,
ranging from 0 to 1, using three metrics: Propor-
tion of Unique Words (PUW), average pairwise
Jaccard Distance (JD), and Inverted Rank-Biased
Overlap (IRBO) (Dieng et al., 2020; Tran et al.,
2013; Bianchi et al., 2021). The detailed procedure
can be found in Appendix C. The average of these
metrics was defined as the topic diversity score for
each session and for the total sessions.

4.6 Analysis
To verify our hypotheses, we conducted a mean
comparison test on the conversational measurement
data of the Todak_BC and Todak_NoBC groups,
analyzing approximately 6 hours and 30 minutes
of conversation logs collected from the user exper-
iment. Depending on the results of the data nor-
mality test, we used either the parametric Student’s
t-test or the non-parametric Mann-Whitney U test
for the mean comparison.

5 Results

The mean of the Todak_BC group was signifi-
cantly higher than that of the Todak_NoBC group
for all conversational engagement measures, in-
cluding conversation duration (p=0.009), number of
utterances (p=0.007), self-disclosure (p=0.007), and
topic diversity (p=0.048), as shown in Table 2 and
Table 3. Additionally, the effect size for each mea-
sure was examined to assess the practical signifi-
cance of these differences. Specifically, conversa-
tion duration showed a rank-biserial correlation of
rrb = 0.38, number of utterances had rrb = 0.39,
self-disclosure also had rrb = 0.39, and topic di-
versity exhibited a Cohen’s d of 0.46, all of which

indicate moderate effects. However, the differences
varied across individual sessions. The results for
each metric and session are detailed in the follow-
ing subsections.

5.1 How Todak’s back-channeling influences
conversation persistence

Conversation duration
The mean conversation duration of the Todak_BC
group was significantly higher than that of the
Todak_NoBC group across all sessions (p=0.009).
Specifically, the Todak_BC group averaged 498.8
seconds compared to 369.7 seconds for the To-
dak_NoBC group, indicating a 130-second longer
conversation with the agent. Statistical signifi-
cance varied across sessions. Sessions 2 (p=0.000), 4
(p=0.014), 5 (p=0.033), 7 (p=0.023), and 9 (p=0.000) had
significantly longer durations for the Todak_BC
group, with the most notable differences in session
2 (16.5 seconds longer) and session 9 (40 seconds
longer). No significant differences were found in
sessions 1, 3, 6, and 8.

Number of utterances
The mean number of utterances in the Todak_BC
group was significantly higher than in the To-
dak_NoBC group (p=0.007), with the Todak_BC
group averaging 64.9 utterances compared to 43.1,
indicating about 21 more utterances on average.
The differences in utterances between the two
groups across sessions showed similar signifi-
cance patterns to conversation duration. Sessions
1 (p=0.003), 2 (p=0.000), 4 (p=0.027), 5 (p=0.020), 7
(p=0.030), and 9 (p=0.000) had significantly more ut-
terances in the Todak_BC group. No significant
differences were found in sessions 3, 6, and 8. The
most notable differences were in sessions 2 (1.9
more utterances) and 9 (16.1 more utterances) for
the Todak_BC group.

The experimental results for the two metrics of
conversation persistence showed that BC expressed
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(a) Conversation duration (s) (b) Number of utterances (c) Self-disclosure (d) Topic diversity

Figure 4: Mean comparison results for the four conversational engagement measures between Todak_BC and
Todak_NoBC in CQ_LS, OQ_LS, and OQ_HS (∗ < 0.05, ∗∗ < 0.01). Detailed statistical results are in Appendix D.

by the AI can contribute to conversation persistence
similarly to human-human interactions. These re-
sults also revealed distinct characteristics between
sessions with and without statistically significant
differences. Sessions with significant differences,
except for session 1, often involved closed-ended
questions or high subject sensitivity. Sessions 2,
4, and 5, all closed-ended, and sessions 7 and 9,
characterized by high subject sensitivity, showed
significant differences for both metrics. Detailed
analysis of these trends is presented in section 6.

5.2 How Todak’s back-channeling influences
conversation context richness

Self-disclosure
The mean self-disclosure score in the Todak_BC
group was significantly higher than in the To-
dak_NoBC group across total sessions (p=0.007).
The Todak_BC group averaged 54.07 compared
to 48.32 for the Todak_NoBC group, indicating
higher self-disclosure when BC was present. Statis-
tical significance varied across sessions. In sessions
1 (p=0.003), 2 (p=0.002), 5 (p=0.015), 7 (p=0.031), and
9 (p=0.003), the Todak_BC group had significantly
higher scores, while sessions 3, 4, 6, and 8 showed
no significant differences. The most notable differ-
ences were in session 2 (6.50 vs. 5.56) and session 9
(8.03 vs. 7.00).

Results indicate sessions with significant dif-
ferences often involved closed-ended questions or
higher subject sensitivity. Closed-ended sessions
(2, 4, 5) showed notable differences, especially ses-
sions 2 (p=0.002) and 5 (p=0.015), while session 4
showed marginal significance (p=0.090). High sub-
ject sensitivity sessions (7 and 9) also showed sig-
nificant differences, with the Todak_BC group dis-
closing more personal information.

The analysis of self-disclosure across the three
dimensions shows the Todak_BC group consis-
tently exhibited higher levels. For information,
significant differences were found in sessions 1

(p=0.006), 2 (p=0.036), and 7 (p=0.017). For thoughts,
differences were observed in sessions 2 (p=0.012),
5 (p=0.013), and 7 (p=0.013). For feelings, differ-
ences were noted in sessions 2 (p=0.003), 8 (p=0.038),
and 9 (p=0.000). Overall mean scores were consis-
tently higher for the Todak_BC group across all
dimensions (see Table 4). Overall, BC expressed by
the AI agent significantly enhances self-disclosure
across information, thoughts, and feelings. Notably,
in sensitive subjective sessions like session 9, the
difference between the two groups is the largest
(p=0.000), suggesting that BC creates a more en-
gaging and comfortable environment for sharing
deeper personal experiences.

Topic diversity

The mean topic diversity score in the Todak_BC
group was significantly higher than in the To-
dak_NoBC group across total sessions (p=0.048).
This indicates a broader range of topics dis-
cussed when BC is present, suggesting that back-
channeling encourages participants to explore a
wider variety of subjects. Examining topic diversity
across individual sessions, statistical significance
varied. Notably, only in session 9 (p=0.025), where
participants discussed current concerns with high
subject sensitivity, the Todak_BC group exhibited a
significantly higher topic diversity score compared
to the Todak_NoBC group (0.331 vs. 0.225). This im-
plies that AI agents’ BC can enhance topic diversity,
especially in sensitive discussions. BC seems to
foster an environment where participants feel more
comfortable delving into a broader array of topics.
Overall, considering both self-disclosure and topic
diversity, the analysis highlights that, similar to
human-human interactions, the AI agent’s BC sig-
nificantly enhances the richness and variety of top-
ics discussed, especially in sensitive sessions. This
supports the notion that BC not only helps main-
tain conversational engagement but also enriches
conversational context. By providing timely and
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Session Group Example

2
Todak_BC “I loved dinner time the most. The grilled steak and grape dessert were amazing." (P-22)

Todak_NoBC “The ramen was delicious." (P-30)

9

Todak_BC

“I’ve been struggling with time management lately and have been trying different
approaches. I have a scheduling plan, but it’s quite challenging because I have a lot to do.
I’m not sure how to control it effectively, and I think I need to update my approach. I
worry that if I miss even one small task, it could negatively affect the overall plan since
everything is interconnected. I want to learn and improve my English, and I also have a
strong desire to keep up with my exercise. However, managing all these activities
together has made time management difficult. Although I am managing better than
before, there are still areas that need improvement, and I think I could be more
efficient. I’m not the type to plan things like walks well in advance; I tend to
act more spontaneously. This isn’t always the best approach, especially when deadlines
are suddenly moved up. This has caused some difficulties." (P-5)

Todak_NoBC
“I am currently studying in graduate school and have been struggling a lot with writing
my thesis. However, I recently found some materials, and I am hopeful that further
reviewing these materials will help with my thesis writing." (P-11)

Table 5: Conversation logs examples (The logs were translated from Korean to English, and personal or sensitive
information was edited.)

relevant acknowledgments, BC encourages speak-
ers to continue their discourse, contributing to a
more engaging and comprehensive conversational
experience. This finding underscores the impor-
tance of implementing effective BC strategies in
AI conversational agents to facilitate deeper and
more meaningful interactions.

6 Conversational engagement analysis
based on session characteristics

Based on hypothesis testing insights, we conducted
further analysis to explore factors influencing BC
effectiveness. We categorized the nine sessions into
three groups: closed-ended questions with low or
medium subject sensitivity (CQ_LS: Sessions 2,
4, 5), open-ended questions with low or medium
subject sensitivity (OQ_LS: Sessions 1, 3, 6), and
open-ended questions with high subject sensitivity
(OQ_HS: Sessions 7, 8, 9). Comparing the four
conversational engagement metrics between To-
dak_BC and Todak_NoBC within these categories
revealed factors affecting BC effectiveness. Results
are shown in Figure 4.

6.1 Question type

The type of question appears to influence BC ef-
fectiveness, with closed-ended questions showing
greater differences in various metrics compared
to open-ended questions. In CQ_LS sessions, To-
dak_BC showed significant differences across all
metrics. In OQ_LS sessions, BC’s influence was
less pronounced, with significant differences ob-
served only in the number of utterances, as shown
in Figure 4b. Although the number of utterances
measure showed statistically significant differences

between the two groups in OQ_LS, the signifi-
cance was lower compared to CQ_LS. An exam-
ple from session 2, a CQ_LS session, is provided
in Table 5. The session involved a closed-ended
question where participants were asked to briefly
answer about one of the menus mentioned in ear-
lier sessions. The Todak_BC participants tended to
provide detailed explanations following their ini-
tial answer, whereas the Todak_NoBC participants
gave brief answers and moved on to next.

6.2 Subject sensitivity

Subject sensitivity also seems to influence BC ef-
fectiveness, with high-sensitivity topics showing
greater differences across all metrics compared
to low-sensitivity topics. In OQ_HS sessions, To-
dak_BC showed significant differences across all
metrics, including topic diversity. While, OQ_LS
sessions, BC’s influence was less pronounced, with
significant differences only in the number of utter-
ances, as shown in Figure 4b. Todak_BC partici-
pants tended to share their concerns in detail, ex-
pressing multiple issues and emotions to ensure the
listener’s understanding. In contrast, Todak_NoBC
participants quickly summarized a specific problem
and ended the session. An example from session 9,
an OQ_HS session, is provided in Table 5

7 Discussion

The findings from this study highlight that the
presence of BC in AI-driven conversations signifi-
cantly enhances conversational engagement, espe-
cially in contexts involving closed-ended questions
or high subject sensitivity. The difference in re-
sponses between the two groups may result from
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BC promoting intimacy and trust (Rost and Wilson,
2013; Gardner, 2001), making speakers more in-
clined to share their thoughts or emotions (McCabe
et al., 2002). Participants in the Todak_BC group
might feel more comfortable and engaged when
discussing sensitive topics, with BC providing af-
firmation and encouraging deeper conversation.

These results are particularly relevant in contexts
like counseling, where short, low-information re-
sponses are discouraged (Koch et al., 2004; Nor,
2020). This implies that incorporating BC in AI
agents for counseling could significantly improve
outcomes. Various proposals to enhance conversa-
tional engagement with AI agents include adding
humanization features (Xu et al., 2022; Kang and
Kang, 2024) or using self-disclosure strategies (Lee
et al., 2020). However, this study uniquely demon-
strates the effectiveness of BC as a strategy, making
these results significant.

In conclusion, designing conversational strate-
gies for AI agents should consider the dynamic use
of BC, taking into account the nature of the conver-
sation. Future research should explore the nuanced
effects of BC in various settings and identify opti-
mal BC strategies for different interactions.

8 Conclusion
We investigated the effectiveness of BC in improv-
ing conversational engagement between humans
and AI agents. Our user experiment results demon-
strated that BC can indeed influence human conver-
sational engagement, contributing to both quantita-
tive and qualitative improvements in conversations.
This highlights the importance of considering BC
when designing conversational strategies for future
AI agent services.

Limitations

Despite robust findings, this study has some lim-
itations. The overlap between session categories
may introduce some ambiguity in the interpreta-
tion of results. Additionally, the sample size, while
adequate, could be expanded in future studies to in-
crease the generalizability of the findings. Further
research should also explore the long-term effects
of BC on user engagement and the potential for BC
to improve outcomes in therapeutic settings. We
also plan to conduct research on the application of
BC based on the conversation patterns identified
in the additional analysis section to facilitate its
dynamic use.
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A BC Expressions of Todak

Examples of verbal and non-verbal expressions
for each BC category are illustrated in Figure 5.
For "continuer," which shows that Todak is ac-
tively listening, the verbal expressions typically
consist of short syllables or their repetitions, while
the non-verbal expressions involve short and fast
movements. This is represented by six dots that
quickly shrink and grow sequentially or briefly ex-
pand and contract vertically, mirroring the short
and fast verbal cues. The "understanding" category

Figure 5: Verbal and non-verbal back-channel expres-
sions by categories

is designed to convey comprehension of the spoken
content, with both verbal and non-verbal expres-
sions being relatively longer and slower compared
to "continuer." The "empathic response" category
is designed to reflect five emotional reactions: neu-
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Prompt:
Measure the speaker’s level of self-disclosure within a given utterance.
Measurements should be made for all of three categories: Information, Thoughts, and Feelings.
provides a single score for each of the three categories

Information level 1: utterances that provide only general or routine information without personal references,
e.g. "I’m traveling to India for at least a month", "Yesterday Brazil beat Ecuador in a soccer match".
Information level 2: utterances that provide general information about the speaker, such as age, occupation,
description of family members, interests, or hobbies.
Information level 3: The utterance reveals personal information about the speaker or the speaker’s
acquaintances, such as personal traits (characteristics), personal experiences, and problematic behaviors.

Thoughts level 1: No expression of any thoughts or opinions about a specific subject that could reveal
the speaker’s character/personality, only general thoughts, e.g., "It’s dangerous to feed dogs human food,"
"Using cannabis for medical purposes can lead to dependence," etc.
Thoughts level 2: utterances that express the speaker’s personal thoughts about past events or future plans,
e.g., "I want to study biology when I go to college," "I remember the day my mom died," etc.
Thoughts level 3: utterances that express thoughts about the speaker’s personal characteristics, appearance,
health, sensitive topics, or hopes. Examples include, "I hate myself for hurting people and then apologizing
for it. It’s pathetic."

Feelings level 1: corresponds to an utterance with no expression of emotion. Monotone presentation of facts
or personal ideas without any expression of emotion or sentiment.
Feelings level 2: Mildly expresses emotions about everyday feelings, confusion, discomfort, routine worries,
complaints, or deficiencies. Examples include "I got a B in math and was frustrated. I envied my girlfriends
who got higher grades." or "I’m tired of my boss. He makes me nervous."
Feelings level 3: Deep emotions such as joy, elation, humiliation, anguish, anxiety, depression, fear, or pain
are expressed. For example, "I feel hopeless. I don’t want to live anymore." "There’s no one home, I’m so
scared, oh my God. I’m shaking, I’m shaking with fear." etc.
Input utterance:
Yesterday I had a simple breakfast of coffee and a bagel, and for lunch I went to the cafeteria and chose
pork cutlet from two options. I didn’t eat dinner because I’m watching my weight.

Output response:
Information: Level 1 - The utterance includes routine information about daily activities and meal choices
without any personal references beyond routine behavior.
Thoughts: Level 2 - The speaker mentions a personal decision regarding not eating dinner due to watching
their weight, which reflects a thought about their future actions.
Feelings: Level 1 - There is no expression of emotion; the statement is a straightforward presentation of facts.

Table 6: Self-disclosure analyzer: ChatGPT prompts, input utterance examples, and corresponding responses.

tral, happiness, surprise, sadness, and anger. Verbal
expressions are selected to match these emotions,
while non-verbal expressions are portrayed through
various animations, such as smiling faces for happi-
ness, trembling for surprise, tear shapes for sadness,
and intense vertical movements for anger. Addition-
ally, the absence of BC expression is defined as "no
expression." In this state, there are no verbal ex-
pressions, and the non-verbal expression involves
the six dots on the screen gradually dimming from
left to right, repeating this cycle as the idle state.

B Self-Disclosure Analyzer

Table 6 shows the self-disclosure analyzer prompts
and an example of an input utterance and output
response. The prompt was composed based on the
guidelines of Barak and Gluck-Ofri (2007).

C Measuring Topic Diversity

Figure 6: Procedure for measuring the topic diversity

The two-step procedure for measuring topic di-
versity can be found in Figure 6. The topic infer-
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Session category
Conversation duration Number of utterances

Mean (SD)
Statistic p-value

Mean (SD)
Statistic p-value

Todak_BC Todak_NoBC Todak_BC Todak_NoBC
CQ_LS 44.27 (16.35) 32.44 (14.95) U=218 0.004** 5.04 (2.40) 3.35 (2.04) U=216 0.004**
OQ_LS 48.29 (22.67) 45.49 (19.00) U=358 0.390 7.09 (5.19) 5.52 (3.62) U=271 0.040*
OQ_HS 59.72 (33.99) 39.60 (29.05) U=219 0.004** 8.69 (5.49) 5.49 (4.18) U=227 0.006**

Total N = 55, *< 0.05, **< 0.01, ***< 0.001.

Table 7: Statistical test results for the conversation persistence in CQ_LS, OQ_LS, and OQ_HS

Session category
Self-disclosure Topic diversity

Mean (SD)
Statistic p-value

Mean (SD)
Statistic p-value

Todak_BC Todak_NoBC Todak_BC Todak_NoBC
CQ_LS 5.81 (0.90) 5.12 (0.96) U=225 0.005** 0.344 (0.13) 0.274 (0.11) t(53)=2.14 0.019*
OQ_LS 5.52 (0.82) 5.12 (0.88) U=296 0.089 0.433 (0.11) 0.391 (0.15) t(53)=1.19 0.120
OQ_HS 6.69 (1.01) 5.87 (1.10) U=216 0.004** 0.476 (0.15) 0.350 (0.17) t(53)=2.95 0.002**

Total N = 55, *< 0.05, **< 0.01, ***< 0.001.

Table 8: Statistical test results for the conversation context richness in CQ_LS, OQ_LS, and OQ_HS

ence module outputs N topics and a list of M to-
kens (set to 10) for each topic from conversation
logs. The topic diversity computation module then
calculates three diversity scores (PUW, JD, and
IRBO) using the lists of tokens. The final topic
diversity in our study is the average of the three
diversity scores.

We referred to the LDA implementa-
tion for the topic inference module from
this site: (https://wikidocs.net/40710). For
the topic diversity computation (PUW, JD,
and IRBO), we referred to the code from
GitHub (https://github.com/silviatti/topic-model-
diversity).

D Conversational Engagement Analysis
by Question Type and Subject
Sensitivity

Conversational engagement statistical analysis re-
sults by session characteristics, including question
type and subject sensitivity, are presented in Table 7
and Table 8. When calculating topic diversity by
session category, the number of topics (N ) was set
to 10.
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