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Abstract

The Transformer’s quadratic complexity with
input length imposes an unsustainable compu-
tational load on large language models (LLMs).
In contrast, the Selective Scan Structured State-
Space Model, or Mamba, addresses this com-
putational challenge effectively. This paper ex-
plores a query-based cross-modal projector de-
signed to bolster Mamba’s efficiency for vision-
language modeling by compressing visual to-
kens based on input through the cross-attention
mechanism. This innovative projector also re-
moves the need for manually designing the 2D
scan order of original image features when
converting them into an input sequence for
Mamba LLM. Experimental results across vari-
ous vision-language understanding benchmarks
show that the proposed cross-modal projec-
tor enhances Mamba-based multimodal LLMs,
boosting both performance and throughput.

1 Introduction

Multimodal Large Language Models (MLLMs)
aim to extend the capabilities of Large Language
Models (LLMs) to various modalities, including
text and images. By fusing visual information
into the textual domain, MLLMs effectively lever-
age the powerful language generation and logical
reasoning abilities of text-only pre-trained LLMs.
This integration has demonstrated significant poten-
tial in solving real-world vision-language problems,
with diverse applications such as visual question an-
swering (VQA) and multimodal dialogue response
generation.

The core element behind this advancement lies
in the Transformer (Vaswani et al., 2017), an archi-
tecture defined by stacked layers of attention mech-
anisms capable of scaling up to over 100 billion
parameters. Due to its capability and flexibility to
capture long-term dependencies, the Transformer
can better represent different modalities, serving

*Corresponding author

as a foundational model for MLLMs. Unfortu-
nately, the Transformer also inherits intrinsic bot-
tlenecks due to its defining attention mechanism.
The computational and memory complexities of
self-attention increase quadratically with sequence
length, imposing a limit on the input sequence
length. Recent efforts have focused on extending
the Transformer’s context window to overcome this
limitation, but the challenge of computational bur-
den remains.

To address this issue, the state-space model
(SSM) (Gu et al., 2021, 2022a,b; Fu et al., 2023)
has been studied as an alternative architecture for
efficiently capturing long-range dependencies. The
SSM can be viewed as combining Convolutional
Neural Networks (CNNs) and Recurrent Neural
Networks (RNNs), enabling parallelizable training
and fast inference. The latest advancement in SSMs
is Mamba (Gu and Dao, 2023), which incorporates
an input-dependent gating mechanism that enables
selective scanning, along with a hardware-aware al-
gorithm for efficient computation. Mamba matches
or even surpasses the performance of advanced
Transformers while achieving faster training and
inference speeds, leading to applications in vari-
ous domains, including image (Zhu et al., 2024;
Liu et al., 2024b), speech (Jiang et al., 2024; Li
and Guo, 2024), and video processing (Li et al.,
2024). The utilization of Mamba architecture for
MLLM foundation models has been considered
(Qiao et al., 2024; Zhao et al., 2024) but not exten-
sively explored. Moreover, there remains a limited
understanding of the most effective methods for
aligning visual information within the textual do-
main using Mamba.

Building upon the previous architecture, we in-
troduce a non-trivial Mamba-based architecture for
cross-modal projection to connect the pre-trained
vision encoder and Mamba-based LLM. Inspired
by Querying Transformer (Q-Former) (Li et al.,
2023a), we utilize learnable queries to project
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Figure 1: Model comparison between (a) LLaVA (Liu et al., 2023), (b) BLIP-2 (Li et al., 2023a), (c) Cobra (Zhao
et al., 2024), (d) VL-Mamba (Qiao et al., 2024), and (e) ours. The key differences stem from the choice of LLM
backbone architecture, the design of the projector architecture, and the incorporation of learnable queries for
flexibility.

vision information from image features into 1D
causal tokens by interleaving the Mamba sequence
modeling layer and cross-modal attention. Our
architectural design is motivated by three key ob-
jectives: (1) eliminating the heuristic choice of
2D visual scan order, (2) effectively and dynami-
cally downsampling the projected visual feature se-
quence length, and (3) enhancing text-image align-
ment by adopting a structure tailored for Mamba-
based multimodal modeling. We further propose
MLLM with a pre-trained Mamba LLM backbone
connected to the vision encoder using the proposed
projector. The overall comparison between the pre-
vious models and ours is depicted in Figure 1.

Our contributions can be summarized as follows:

• We propose Querying Mamba, the multimodal
connector based on the Mamba module, and
the cross-modal attention for adaptive flexibil-
ity in downsampling the visual token lengths.

• We propose MLLM based on Querying
Mamba and pre-trained Mamba LLM. We
meticulously explore a range of choices re-
garding the components that integrate these
models to boost Mamba’s effectiveness in mul-
timodal modeling.

• We carry out comprehensive experimental
evaluations using multimodal comprehension
benchmarks to assess the performance and
robustness of our proposed models.

2 Related Works

2.1 State-Space Models (SSMs) and Mamba
Current state-space models are inspired by classi-
cal state-space models, which represent continuous

systems that map a 1-dimensional function or se-
quence through an implicit latent state. The Linear
State Space Layer (LSSL) (Gu et al., 2021) was one
of the earliest attempts at deep SSMs, aiming to
enhance sequence modeling performance by stack-
ing multiple SSM layers. Although LSSL demon-
strated the potential of deep SSMs for addressing
long-range dependencies, its high computational
and memory costs rendered it impractical.

The Structured State-Space Model (S4) (Gu
et al., 2022a) tackled this bottleneck by re-
parameterizing the latent matrix through decom-
position into low-rank and normal terms. This in-
novation led to several variant architectures, such as
the Diagonalized State-Space (DSS) (Gupta et al.,
2022) and S4D (Gu et al., 2022b), which enabled
more efficient and simplified computation via diag-
onalization. However, S4 and its variants can not
remember specific past tokens or compare tokens
across the sequence—capabilities crucial for lan-
guage modeling. Hungry Hungry Hippos (H3) (Fu
et al., 2023) aimed to overcome these shortcomings
of S4 by incorporating 1-dimensional convolution
along the sequence, allowing SSMs to compare
and remember past tokens by shifting the input
sequence.

The latest work, Mamba (Gu and Dao, 2023),
further refines S4 by introducing a selective mech-
anism that utilizes input-dependent latent state pa-
rameters, making the model content-aware and
enabling it to selectively focus on relevant infor-
mation. Mamba also incorporates 1-dimensional
convolution shifting from H3 and a gating mecha-
nism similar to Long Short-Term Memory (LSTM)
(Hochreiter and Schmidhuber, 1997), which en-
hances its ability to handle long sequences with
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increased robustness and flexibility. With parallel
associative scanning and a hardware-aware imple-
mentation, Mamba achieves efficient training and
inference, matching or surpassing the capabilities
of advanced Transformers.

The success of Mamba has led to various adap-
tations across different domains. For instance, sev-
eral attempts have been made to apply Mamba
in speech separation (Li and Guo, 2024; Jiang
et al., 2024). In computer vision, Vision Mamba
(Vim) (Zhu et al., 2024) and V-Mamba (Liu et al.,
2024b) employ bidirectional SSMs to process two-
dimensional image data with one-dimensional se-
quence modeling in Mamba. SiMBA (Patro and
Agneeswaran, 2024) further enhances this by incor-
porating a channel-mixing layer into the Mamba
block, analogous to the role of the feedforward
network in the Transformer block.

2.2 Multimodal Large Language Models
With the introduction of ChatGPT (Ouyang et al.,
2022), also referred to as InstructGPT, Large Lan-
guage Models (LLMs) have emerged as a domi-
nant approach for real-world natural language pro-
cessing tasks. These models, typically featuring
billions of parameters and trained on extensive cor-
pora, are not only proficient in generating language
responses but also in tasks requiring logical com-
prehension and reasoning. Although InstructGPT
has not been publicly released, the research com-
munity has been actively developing open-source
LLMs (Touvron et al., 2023; Gunasekar et al., 2024;
Li et al., 2023c; Zhang et al., 2022), which have
shown performance on par with InstructGPT. This
progress has led to various adaptations and modi-
fications of pre-trained LLMs for diverse applica-
tions.

A notable advancement is the development of
Multimodal Large Language Models (MLLMs),
which leverage pre-trained LLMs to process multi-
modal data. This extends beyond the original text-
only domain, integrating capabilities to understand
both textual and visual inputs. Models like LLaVA
(Liu et al., 2023), BLIP(Li et al., 2022, 2023a), and
GPT-4(OpenAI, 2024) have shown robust perfor-
mance in tasks requiring nuanced vision-language
integration. These models utilize transformer-
based frameworks known for handling long-range
dependencies effectively. However, the innate char-
acteristic of high computational demands and slow
inference rates of these transformer-based frame-
works have started to become a target for recent re-

search, leading to the adoption of the more efficient
Mamba architecture in MLLMs. This initiative has
given rise to models like Cobra(Zhao et al., 2024)
and VL-Mamba(Qiao et al., 2024), which demon-
strate promising pathways for enhanced efficiency
in MLLM deployment.

Cobra (Zhao et al., 2024) employs a state-space
model for multimodal tasks, leveraging the linear
scalability of the Mamba architecture. It introduces
an innovative approach to vision encoding by merg-
ing outputs from DINOv2 (Oquab et al., 2024) and
SigLIP (Zhai et al., 2023), thereby generating vi-
sual representations that capture both spatial and
semantic properties effectively. These outputs are
then processed through a learnable projector mod-
ule, which aligns the visual and textual features
by adjusting the dimensions of the visual represen-
tations to match those of the Mamba LLM via a
multi-layer perceptron. This approach enables Co-
bra to deliver the same volume of output tokens
in just 30% of the time required by comparable
3B transformer-based LLMs, such as TinyLLaVA
(Zhou et al., 2024) or MobileVLM v2 (Chu et al.,
2024).

Similarly, VL-Mamba (Qiao et al., 2024) builds
upon a pretrained Mamba framework and intro-
duces a novel MultiModal Connector (MMC) ar-
chitecture. This connector features a Vision Se-
lective Scan (VSS) module and two linear layers,
which enhance the causal relationships among im-
age blocks from the vision encoder. Furthermore,
this paper assesses the performance difference be-
tween the Bidirectional-Scan Mechanism (BSM),
which scans the image blocks in both forward and
backward directions, and the Cross-Scan Mecha-
nism (CSM), which scans both from forward to
backward and top to bottom. This paper suggests a
preference for the simple BSM, as the two scanning
methods show comparable efficacy.

However, the previous projector modules used
in Cobra and VL-Mamba have limitations in that
these connectors have no flexibility in vision token
number, causing longer vision token input, and re-
quire manual scan mechanisms that grant causality
between image blocks.

3 Method

In this section, we first review the preliminary con-
cepts of structured state-space models and Mamba
(Sec. 3.1). Then, we describe the details of
the Cross-modal Mamba projector, which extracts
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Figure 2: Overall architecture of Querying Mamba (left) and the Multimodal Mamba LLM (right) based on the
proposed design. Querying Mamba projects the visual information, which is encoded by a pre-trained vision encoder
with an additional bidirectional Mamba layer, into the learnable queries with causal Mamba prior via cross attention.
The projected vision features work as vision token inputs for pre-trained Mamba LLM.

the 2-dimensional vision information into a 1-
dimensional causal token sequence (Sec. 3.2).
Lastly, we describe the two-stage fine-tuning of the
multimodal Mamba with our proposed Q-Mamba
(Sec. 3.3).

3.1 Preliminaries
State-Space Models (SSMs) (Gu et al., 2021,
2022a; Smith et al., 2023) represent linear time-
invariant systems that map a continuous 1-
dimensional function or a sequence x(t) ∈ R to
a corresponding response y(t) ∈ R, via a hid-
den state h(t) ∈ RN with N latent dimensions.
These systems are characterized by four parameters
(A,B,C,D), which define the system dynamics
and outputs as follows:

h′(t) = Ah(t) +Bx(t)

y(t) = Ch(t) +Dx(t)
(1)

Typically, the parameter D is omitted as it can be
interpreted as a skip connection, which is computa-
tionally straightforward to implement.

In practice, to deal with discrete-time input se-
quences, SSMs are discretized with matrices A
and B. One common discretization method is the
Zero-Order Hold (ZOH) method, outlined as:

A = exp(∆A)

B = (∆A)−1(exp(∆A)− I) · (∆B)
(2)

where the parameter ∆ specifies the discretization
step size. The reformulated discretized system is
given by:

ht = Aht−1 +Bxt

yt = Cht
(3)

Structured State-Space Model (S4) (Gu et al.,
2022a) operates as a time-invariant system, mean-
ing its defining parameters (A,B,C,∆) remain
constant across all time-steps. Mamba (Gu and
Dao, 2023) addresses this constraint by making B,
C, and ∆ input-dependent, enabling a dynamic gat-
ing mechanism based on the input sequence. This
allows Mamba to selectively focus on pertinent
information, significantly enhancing its language
modeling capabilities.

3.2 Cross-Modal Mamba Projector
We introduce the cross-modal projector, Q-Mamba,
which integrates the Mamba architecture with
cross-attention. The architecture of Q-Mamba,
illustrated on the left side of Figure 2, com-
prises stacked Q-Mamba blocks, each containing
a Mamba layer, cross-attention, and a feedforward
network. The Mamba layer functions as a sequence
mixer, while the feedforward network acts as a
channel mixer. A set of learnable query embed-
dings serves as the input sequence to Q-Mamba.
This unidirectional Mamba layer introduces causal
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Figure 3: Example of local attention mask applied in
the cross-attention layer inside Querying Mamba with 4
queries (Q) and 9 keys (K). Each query attends exclu-
sively to K/Q keys, enabling the focused extraction of
information from distinct visual components.

dependencies between the queries, ensuring a struc-
ture that enhances compatibility with the LLM’s
sequential processing. These queries interact with
vision features from the frozen pre-trained vision
encoder via cross-attention layers, enabling access
to arbitrarily positioned encoded visual informa-
tion. We found that applying a local attention mask,
as shown in Figure 3, empirically improves model
performance.

This design aligns the projected visual features
with the language understanding capabilities of the
pre-trained LLM, facilitating seamless integration
of visual and textual input. The causal prior fur-
ther enhances this alignment, ensuring that query
embeddings are coherent and compatible with the
LLM’s sequential processing.

Q-Mamba offers three key advantages for cross-
modal projection. First, it is independent of vi-
sual scan order. Previous Mamba-based vision en-
coders relied on heuristic scan order choices, such
as bidirectional or cross-directional scans (Qiao
et al., 2024; Zhu et al., 2024; Liu et al., 2024b).
Q-Mamba removes this reliance by using cross-
attention to project visual information from arbitrar-
ily ordered image features onto a one-dimensional
query sequence. Second, the model allows flexibil-
ity in choosing the query sequence length. Direct
application of Mamba on visual feature sequences
often results in projected features of equivalent
length, which can be excessive for Mamba LLM.
Q-Mamba, however, enables effective downsam-
pling of the visual feature length. Finally, the archi-
tecture’s similarity to Q-Former (Li et al., 2023a)
from transformer-based MLLMs ensures proper
alignment of text-image features.

We explore several architectural variants to
identify the optimal configuration for Q-Mamba.

Our investigation includes the use of bidirectional
Mamba for preprocessing visual features, the in-
corporation of a feedforward network for channel
mixing, and determining the optimal length of the
learnable query sequence. The findings are detailed
in Section 4.3.

3.3 Multimodal Mamba Language Model

We introduce the MLLM based on our querying
cross-modal projector (Q-Mamba). As shown in
Figure 3.2, the overall architecture consists of a pre-
trained vision encoder, our cross-modal projector,
and a pre-trained Mamba LLM. Initially, visual fea-
tures are extracted from the input image using the
vision encoder. These features are then processed
by our projector, which outputs queries embedded
with projected visual information. Subsequently,
this output sequence is combined with a tokenized
text prompt and fed into the Mamba LLM, which
generates the corresponding text response.

Training We adopt a two-stage training scheme
from LLaVA (Liu et al., 2023), where the ini-
tial stage involves aligning the projected features
within the frozen LLM using a filtered visual
instruction-following dataset. The subsequent
stage entails end-to-end fine-tuning of both the
projector and the LLM using an extensive visual
instruction-following dataset.

4 Experiments

4.1 Settings

Datasets For the fine-tuning stage, we follow the
existing two-stage training paradigm and dataset
based on LLaVA (Liu et al., 2023) with additional
datasets. For the alignment stage, we use a filtered
dataset from CC3M with 595K image-text pairs.
For the end-to-end fine-tuning stage, we use the
combined dataset consisting of LLaVA v1.5 mixed
dataset (Liu et al., 2023) with 655K visual con-
versations, LVIS-Instruct-4V (Wang et al., 2023)
dataset with 220K context-aware visual instruction
pairs, and LRV-Instruct dataset (Liu et al., 2024a)
with 400K visual instruction pairs aimed for hallu-
cination mitigation.

Models For the pre-trained vision encoder, we
employ pre-trained SigLIP (Zhai et al., 2023),
which encodes vision features for each patched
image. We utilize a ViT structure with 400 mil-
lion parameters. The input image resolution is
configured at 384 × 384, and the total number of
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Name Query Length VQAv2 GQA VizWiz VQAT POPE MMB sec/iter (Training / Inference)

Cobra∗ - 75.38 58.16 49.22 44.9 87.6 56.2 7.62 / 0.129

VL-Mamba∗ - 74.38 56.69 51.66 48.7 83.9 57.0 7.26 / 0.152
+ forward scan only - 72.34 51.92 29.17 45.6 85.9 56.7 -
+ backward scan only - 72.06 52.42 34.92 45.1 86.1 55.9 -

Ours 128 74.51 57.59 51.03 47.1 87.9 57.2 5.52 / 0.095
Ours 256 75.01 58.10 50.53 48.8 86.9 57.7 5.94 / 0.099
Ours 512 75.42 58.37 48.90 50.2 86.5 57.6 6.54 / 0.127
Ours 729 75.62 58.33 49.30 51.2 86.8 58.0 7.54 / 0.147

Table 1: Comparison with Multimodal Mamba LLMs on 6 benchmarks: VQAv2 (Goyal et al., 2017), GQA (Hudson
and Manning, 2019), VizWiz (Gurari et al., 2018), VQAT (TextVQA) (Singh et al., 2019), POPE (Li et al., 2023b),
and MMB (MMBench) (Yuan Liu, 2023). ∗ indicates the results were reproduced within the same codebase and
experimental conditions for fair comparison. We also examined variants of the previous Multimodal Mamba LLMs:
+ forward scan only and + backward scan only indicate the visual scanning order of multimodal connector inside
VL-Mamba (Qiao et al., 2024). We also report the time consumed per fine-tuning and inference iteration in seconds.

visual features is 729. We also attached a bidi-
rectional multimodal connector from trained VL-
Mamba (Qiao et al., 2024) to the vision encoder.
The output of the multimodal connector is used as
a vision feature input for the Q-Mamba projector.

The backbone of our model is the pre-trained
Mamba (Gu and Dao, 2023) LLM, which consists
of 2.8 billion parameters. This model was initially
pre-trained on the SlimPajama datasets (Soboleva
et al., 2023) for 600 billion tokens, instruction-
tuned on the UltraChat 200K dataset (Ding et al.,
2023), and then fine-tuned on the UltraFeedback
dataset (Cui et al., 2023) using Direct Preference
Optimization (DPO) (Rafailov et al., 2023).

For the Q-Mamba projector, we stack 24 blocks
with an inner dimension of 768. This choice of
hyperparameter is to copy the pre-trained weights
of Mamba (Gu and Dao, 2023) with the size of
130M parameters.

Training We train the model using four NVIDIA
A100 80GB GPUs. During training, we leverage
the PyTorch Fully Sharded Data Parallel (Zhao
et al., 2023) framework, utilizing automatic mixed-
precision with FP32 and BF16 for efficient dis-
tributed training. The batch sizes are set to 256
for the alignment stage and 128 for the end-to-end
fine-tuning stage. We employ the Rectified Adam
(RAdam) optimizer (Liu et al., 2020), coupled with
a cosine decay learning rate scheduler. The learn-
ing rates are set at 1×10−4 for the alignment stage
and 2× 10−5 for the end-to-end fine-tuning, both
with a warmup ratio of 0.03. Each training stage is
conducted in a single epoch.

Evaluation To validate the performance of our
model, we benchmarked it against five different

datasets: VQA-v2 (Goyal et al., 2017), GQA (Hud-
son and Manning, 2019), VizWiz (Gurari et al.,
2018), Text-VQA (Singh et al., 2019), POPE (Li
et al., 2023b) and MMBench (Yuan Liu, 2023).
Each dataset offers unique challenges and measures
different aspects of the model’s capabilities:

• VQA-v2 (Goyal et al., 2017) evaluates the
model’s general ability to reason over Vision-
Question pairs.

• GQA (Hudson and Manning, 2019) extends
VQA-v2 by testing the model’s reasoning
skills across a broader spectrum, incorporat-
ing spatial understanding and multi-step infer-
ence along with various reasoning skills.

• VizWiz (Gurari et al., 2018), similar to VQA-
v2, includes unanswerable questions, thereby
assessing the model’s ability to identify when
a question cannot be answered.

• Text-VQA (Singh et al., 2019) specifically
measures the model’s proficiency in recogniz-
ing text within images and answering related
questions.

• POPE (Li et al., 2023b) differentiates itself
by focusing on the model’s susceptibility to
hallucination problems. It provides a score
based on the probability of the given answer,
hence evaluating the likelihood that the model
avoids generating incorrect information.

• MMBench (Yuan Liu, 2023) evaluates the
multi-modal capabilities of vision-language
models across 20 distinct abilities, including
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Attention VQAv2 GQA VizWiz VQAT POPE

Global 73.12 52.87 49.09 44.0 85.1

Local 75.01 58.10 50.53 48.8 86.9

Table 2: Comparison between global attention and local attention for cross-attention layer inside our cross-modal
Mamba projector. We used 256 learned queries for both models.

Bi-directional Mamba VQAv2 GQA VizWiz VQAT POPE

From Scratch 74.22 56.30 53.12 48.0 86.4

From Trained 75.01 58.10 50.53 48.8 86.9

Table 3: Comparison between using bidirectional multimodal connector inside vision encoder from scratch or from
trained VL-Mamba (Qiao et al., 2024). We used 256 learned queries and local attention for both models.

Visual Scan Order VQAv2 GQA VizWiz VQAT POPE

Forward Only 76.58 58.44 50.00 50.0 86.9
Backward Only 75.35 58.13 49.51 50.4 86.7

Bidirectional 75.01 58.10 50.53 48.8 86.9

Table 4: Comparison between using raster scan only or bidirectional multimodal connector inside vision encoder
from trained VL-Mamba (Qiao et al., 2024) during inference-time. We used 729 learned queries and local attention
for both models.

object localization, social reasoning, and fine-
grained perception. It introduces a novel Cir-
cularEval strategy, ensuring comprehensive
evaluation through multiple passes of QA to
reduce biases and improve reliability.

4.2 Results

As presented in Table 1, our model consistently out-
performs previous state-of-the-art Mamba-based
multimodal models across all benchmarks. Specifi-
cally, the Q-Mamba with 729 queries achieves the
highest overall performance, demonstrating signif-
icant improvements in tasks that require nuanced
vision-language integration.

The results in Table 1 indicate that increasing the
number of queries generally improves performance.
For instance, moving from 128 to 256 queries re-
sults in substantial performance gains across all
benchmarks, highlighting the importance of having
a sufficient number of queries to capture detailed
visual information. Further increasing the number
of queries to 512 and 729 continues to improve
performance, though the gains are less pronounced
compared to the initial increase. However, further
increases to 512 and 729 queries show diminishing
returns, as additional queries yield progressively

smaller benefits.

Metrics such as VizWiz and POPE, which eval-
uate the model’s ability to identify unanswerable
questions and assess hallucination risk respectively,
exhibit an inverse relationship with query size. Al-
though larger query sizes can capture more detailed
visual information, they also tend to introduce ex-
traneous data. This surplus of information can com-
plicate the decision-making process in certain tasks,
where the model is required to distinguish relevant
from irrelevant details. As a result, slight perfor-
mance drops are observed for the tasks mentioned,
where excessive data may hinder the model’s accu-
racy.

Furthermore, Q-Mamba’s architecture signifi-
cantly enhances throughput by dynamically down-
sampling visual feature sequences into compact se-
mantic tokens, thereby reducing the computational
burden on the LLM backbone. This streamlined de-
sign, coupled with flexible query sequence lengths,
allows Q-Mamba to achieve an optimal balance be-
tween computational efficiency and performance.
Such adaptability makes Q-Mamba highly suitable
for diverse applications that demand both process-
ing speed and accuracy.
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4.3 Ablation Studies

In our ablation study, we meticulously analyzed
various configurations to determine how different
components within Q-Mamba affect model per-
formance. Our initial investigations focused on
the type of cross-attention mechanism employed,
with results detailed in Table 2. These findings
demonstrate that local attention significantly out-
performs global attention in enhancing model per-
formance. We then evaluated the effect of utilizing
pre-trained weights for the bidirectional Mamba
connector within the vision encoder, with outcomes
presented in Table 3. The results confirm that lever-
aging weights from a trained VL-Mamba model
leads to performance improvements. Finally, we
explored the influence of the visual scan order in
the bidirectional Mamba connector, as shown in
Table 4. Interestingly, our data indicate that al-
though the model is trained with a bidirectional
scan setting, employing only a forward Mamba for
inference does not decrease performance and can
even enhance it.

5 Conclusion

This paper presents a query-based cross-modal pro-
jector designed to enhance Mamba’s efficiency in
multimodal vision-language modeling. By using
the cross-attention mechanism between the learn-
able queries and the outputs of the visual encoder
within a Mamba architecture, the proposed mul-
timodal projector dynamically compresses visual
tokens based on an input image context, eliminat-
ing the need for manually designing of the 2D scan
order of image features. Experimental results on
diverse vision-language understanding benchmarks
demonstrate that the proposed cross-modal pro-
jector boosts the effectiveness of Mamba-based
MLLMs.
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Limitations

Despite the promising results, our approach has
several limitations that need to be addressed in
future work. The primary limitation is related to the
amount and quality of the dataset used for training
and fine-tuning the model.

For the alignment process, we used the LLaVA-
LLVIS dataset, and for the fine-tuning process, we
used the LLaVA-1.5 dataset. Both of these datasets
are filtered and curated to ensure quality, but their
limited size compared to the vast datasets typically
used in training large language models (LLMs) can
restrict the model’s ability to generalize across di-
verse vision-language tasks. Specifically, we ran
one epoch for each stage of our training process,
whereas other models in the same domain were
fine-tuned for two epochs instead of one. This dif-
ference in training duration can result in less robust
model performance, as the additional epochs in
other models allow for more comprehensive learn-
ing and fine-tuning of the parameters.

Additionally, the Mamba architecture is liable to
"forget." The hidden states of the Mamba model
take input and output sequentially, similar to how
hidden states within the RNN would, where the cur-
rent state depends on the previous inputs and hid-
den state outputs. This sequential dependency can
potentially result in forgetting issues that plagued
the RNN/LSTM-based models, for long input.

It would be necessary to pretrain the proposed
Q-Mamba more extensively including contrastive
learning as used in Q-Former based on image-text
pair datasets. In addition, the parameters of Q-
Mamba can be initialized by the pre-trained com-
pact Mamba LLM. Also, it would be helpful to
perform a more in-depth analysis of the resulting
attention map for each query according to different
input images.

Potential Risk

This paper presents a new architecture of a Large
Language Model with over a billion parameters,
which can cause potential discrimination in the use
of these methods due to the disparity in access to
computational resources. Also, the hallucination
of the Large Language Model can cause potential
bias or harm when generating the response.
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