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Abstract
As generative AI progresses, collaboration be-
tween doctors and AI scientists is leading to the
development of personalized models to stream-
line healthcare tasks and improve productivity.
Summarizing doctor-patient dialogues has be-
come important, helping doctors understand
conversations faster and improving patient care.
While previous research has mostly focused on
text data, incorporating visual cues from pa-
tient interactions allows doctors to gain deeper
insights into medical conditions. Most of this
research has centered on English datasets, but
real-world conversations often mix languages
for better communication. To address the lack
of resources for multimodal summarization of
code-mixed dialogues in healthcare, we devel-
oped the MCDH dataset. Additionally, we cre-
ated HealthAlignSumm, a new model that in-
tegrates visual components with the BART ar-
chitecture. This represents a key advancement
in multimodal fusion, applied within both the
encoder and decoder of the BART model. Our
work is the first to use alignment techniques,
including state-of-the-art algorithms like Direct
Preference Optimization, on encoder-decoder
models with synthetic datasets for multimodal
summarization. Through extensive experi-
ments, we demonstrated the superior perfor-
mance of HealthAlignSumm across several
metrics validated by both automated assess-
ments and human evaluations. The dataset
MCDH and our proposed model HealthAlign-
Summ will be available in this GitHub account
https://github.com/AkashGhosh/Health
AlignSumm-Utilizing-Alignment-for-M
ultimodal-Summarization-of-Code-Mix
ed-Healthcare-Dialogues

Disclaimer: This work involves medical im-
agery based on the subject matter of the topic.

1 Introduction

In India, the glaring disparity in doctor-to-patient
ratios among different states and sectors exacer-
∗These authors contributed equally.

bates the already complex healthcare landscape.
This uneven distribution, coupled with the transfor-
mative impact of technological advancements and
the lingering effects of the COVID-19 pandemic,
has led to a significant surge in the adoption of
telehealth services (Nittari et al., 2020). As Arti-
ficial Intelligence (AI) continues to evolve, there
is an increase in collaboration between medical
practitioners and AI researchers. Together, they
are at the forefront of pioneering and automating
various medical procedures. One essential task
involves doctors engaging in one-on-one chat con-
versations with patients to discuss their medical
conditions. In this context, effectively understand-
ing previous patient-doctor interactions through
dialogue summarization emerges as a critical so-
lution for efficient time management amidst the
escalating imbalanced doctor-patient ratio.

Figure 1: Our model HealthAlignSumm takes a textual
doctor-patient dialogue and its corresponding image
as input and generates the summary of the query that
contains information from both the text and the image.

Previous research in this field has mainly focused
on using text-only setups for patient-doctor conver-
sations (Joshi et al., 2020),(Molenaar et al., 2020).
However, in today’s healthcare landscape, it’s be-
coming increasingly common for patients to share
images of their medical conditions (Sahoo et al.,
2024b, 2023), especially when they’re unsure about
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medical terms. Visual cues offer clarity in such sit-
uations. Recent advancements in visual language
models (Ghosh et al., 2024c) have enabled the inte-
gration of both text and images for a more refined
generation. Studies like (Ghosh et al., 2024a; Sa-
hoo et al., 2024c) demonstrate the effectiveness of
multimodality in healthcare applications.

Following this trend, Tiwari et al. (2023) intro-
duced a multimodal dataset for this task of medical
dialogue summarization. However, in countries
like India, statistics show that people often switch
between languages like English and Hindi during
conversation for easier communication; a new chal-
lenge arises 1.

Motivation: In our study, we address the gap
in healthcare communication by creating MCDH,
a codemixed Hindi-English dataset reflecting real-
world doctor-patient interactions. Since there was
no Hindi-English codemixed dataset available for
this task, we have leveraged cutting-edge Large
Language Models (LLMs) to fill in the gap.

We have created a novel technique called Hint-
bag for generating quality codemixed datasets for
this task using a technique called Hinting. This
dataset aims to enhance communication in health-
care settings by accommodating linguistic diver-
sity. Our work is the first attempt at multimodal
codemixed doctor-patient dialogue summarization,
especially in the Indian setting. Regarding architec-
ture, existing works like MedSumm (Ghosh et al.,
2024b) concatenate image and text vectors for sum-
mary generation, whereas KM-CliConSummation
(Tiwari et al., 2023) demonstrates the benefits of
multimodal fusion into BART’s encoder. Ghosh
et al. (2024d) is the most recent work in this do-
main where they have introduced multimodal atten-
tion in both the encoder and decoder of the BART
model. However, no work is done in the utilization
of recent post-processing alignment techniques like
Direct Preference Optimization (DPO) (Rafailov
et al., 2024) using synthetically generated prefer-
ence datasets for this task of multimodal summa-
rization. Our study introduces HealthAlignSumm
to investigate this approach.

The overall working of HealthAlignSumm is
shown in Figure 1.

Research Objectives: We have addressed the
below research questions in our work:

R1) How does the performance of our proposed

1 https://theconversation.com/the-rise-and-ris
e-of-hinglish-in-india-53476

model HealthAlignSumm compare to the base-
lines?

R2) What is the impact of visual cross-attention
in the decoder of the BART model? What is the
impact on performance when the order of image
fusion is altered within the layers of the encoder
and decoder?

R3) How much do alignment algorithms like
DPO influence the quality of the summaries based
on the preference dataset generated by Large Lan-
guage Model (LLM)?

Contributions: Our research brings forth signif-
icant contributions, outlined as follows:

1) This study pioneers the Multimodal Dia-
log Summarization Task within a Hindi-English
codemixed environment, representing a novel ini-
tiative in healthcare research. By embracing lin-
guistic diversity, our work sets a precedent for en-
hanced personalization and seamless communica-
tion in healthcare settings.

2) We curated a novel dataset, namely Mul-
timodal Codemixed Dialogue Summarization in
Healthcare (MCDH), to advance research in this
direction. We utilized a novel automated approach,
utilizing LLM, to simplify the creation of the
Hinglish dataset. Furthermore, we conducted a
comprehensive analysis of the dataset to ensure its
linguistic quality and suitability for research pur-
poses.

3) We introduce HealthAlignSumm, an in-
novative model that incorporates alignment al-
gorithms like DPO for multimodal summariza-
tion. HealthAlignSumm demonstrates the effec-
tiveness of using synthetically generated preference
datasets, with a large language model (LLM) act-
ing as a judge. This is particularly valuable in
healthcare, where obtaining preference datasets,
especially in low-resource languages, is challeng-
ing. Additionally, we have shown the benefits of
using multimodal attention in both the encoder and
decoder of the BART model for this task. This en-
hanced model HealthSumm is also used to generate
quality synthetic datasets for alignment purposes.

4) We conducted comprehensive human evalua-
tions, complemented by detailed qualitative analy-
ses and risk assessments. This meticulous exami-
nation guarantees the safety and reliability of our
model’s performance, confirming its suitability for
deployment in real-world healthcare applications
with utmost confidence.
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2 Related Works

The following works have been relevant to the
following two research areas, namely (a) medical
Question Summarization and (b) the role of Multi-
modality in Summarization.

Medical Dialogue Summarization: In 2020,
Joshi et al. (2020) introduced medical dialogue
summarization, optimizing the pointer generator
network to capture unique patient history struc-
tures and model negations effectively. Song et al.
(2020) proposed a hierarchical encoder-tagger
model (HET) for generating high-quality sum-
maries by identifying problem statements and treat-
ment recommendations. Chintagunta et al. (2021)
developed an algorithm using GPT-3 to create syn-
thetic training data, improving both medical ac-
curacy and coherence. Additionally, Tiwari et al.
(2023) introduced multimodal dialog summariza-
tion in healthcare, integrating images for better
comprehension of conditions.

Multimodal Summarization: Zhu et al. (2020)
introduced MSMO, a novel task combining mul-
timodal summarization with multimodal output,
employing a dataset, multimodal attention model,
and novel evaluation method (MMAE) to effec-
tively generate and assess summaries. Zhu et al.
(2020) introduced a multimodal objective function
with the guidance of multimodal guidance function
to avoid the modality bias problem. Kumar et al.
(2023) showed multimodality helps in summariz-
ing news articles. Delbrouck et al. (2021) showed
that integrating images leads to better summariza-
tion of radiology reports. Ghosh et al. (2024b)
marks the pioneering effort in summarizing medi-
cal queries by incorporating shared images, enhanc-
ing the depth of summary generation for medical
professionals.

3 MCDH Dataset

In this study, we used the MMCliConsumm dataset
(Tiwari et al., 2023), the only publicly available
multimodal medical dialog summarization dataset.
Each data point includes a medical conversation
along with visual cues and their corresponding sum-
maries. Due to the lack of suitable code-mixed
healthcare datasets for this task, we created a high-
quality synthetic dataset for our study.

We aimed to create synthetic code-mixed
datasets that should convincingly mimic real-world
doctor-patient conversations. Extensive brainstorm-
ing with doctors and linguists revealed that com-

Figure 2: The overall framework for the generation of
MCDH dataset. We have used promoting using a few
shot prompting, which is powered by Hinting.

plex medical terms should remain in English, as
patients generally understand these better. For in-
stance, "cancer" is preferred over "arbud". Fol-
lowing this, we established a high-level template
for our synthetic code-mixed medical data. Lin-
guists annotated around 5% samples, converting
English conversations into Hinglish, which were
verified by a doctor 2 . Using GPT-3.5 Turbo in a
few-shot setting 3, we converted the conversations
into code-mixed Hindi-English dialogues, leverag-
ing the model’s ability to follow language patterns.
While initial results were promising, further anal-
ysis showed some words were unnaturally forced
into Hindi, making the conversations awkward. To
address this, we developed a novel prompting tech-
nique called Hintshot, providing hints on which
words should remain in English based on context.

3.1 Framework for developing the MCDH
Dataset utilizing Hintshot

The steps followed in developing the generation of
the Hinglish MCDH Dataset are mentioned below:

a) We employed two extensive Hinglish conver-
sational datasets, namely cmu_hinglish_dog (Zhou
et al., 2018) and findnitai (dat) dataset. Within
these datasets, we extracted all English words and
compiled them into a set named ’Engbag’. This
approach aims to capture English words commonly
used in Hindi-English codemixed conversations.
To achieve this, we utilized the LID tool. 4

2 We have compensated the volunteers in accordance with
their workload, following Government guidelines.
3 We have tried out a few ways of prompting as suggested
by Sahoo et al. (2024d) but in our case, few-shot prompting
worked best
4 LID-tool is an opensource tool from Microsoft for
word-level language identification. The link for this:
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b) For every data point in MMClinConSumm, we
have cataloged words used as nouns and verbs, con-
stituting a set called POS (part of speech). We then
intersect this set with Engbag, containing English
words from codemixed conversations, resulting in
a new set named Hintbag.5

d) After preprocessing, we employed the prompt
below to generate the final Hinglish dataset, re-
ferred to as the MCDH dataset.

The complete framework of our Hinting ap-
proach for Hinglish dialogue conversion is shown
in Figure 2.

Prompt used for codemixed text generation

You are a linguistic expert whose
task is to convert the English pas-
sages into corresponding Hinglish
codemixed ones.〈Labelled Examples〉:
English: {text} Hinglish: {text} .
Given the English passage: {text}, convert
it into the corresponding Hinglish passage
shown in the 〈Labelled Examples〉.Keep
all the occurrences of the words present
in the set named {Hintbag} in Roman
scripts and change the other words to
Hindi based on context.

3.2 Analysis of MCDH Dataset

We conducted a comprehensive analysis of around
80 samples extracted from the MCDH dataset,
leveraging the expertise of two linguists proficient
in both Hindi and English, who also possess a deep
understanding of clinical terminology. They rated
Hinglish dialogs for fluency and coherence, and
we used a code-mixing index (Gambäck and Das,
2014) (CMI) to assess the quality of the synthetic
dataset. Fluency and coherence, scored out of 5, are
defined in Appendix A.7. MCDH dataset samples
with Fewshot and Hintshot are shown in Appendix
A.5.

Fewshot Hintshot
Fluency 3.1 3.45
Coherence 3.3 3.5
CMI 25.5 31.5

Table 1: Comparison of Fewshot and Hintshot tech-
niques on different metrics

https://github.com/microsoft/LID-tool
5 We have used GPT-3.5 turbo for the final prompting and
extracting the nouns and verbs.

3.3 Statistical analysis of MCDH Dataset

Statistics related to MCDH are as follows:
1) The dataset comprises 1668 conversations

with a total of 5483 utterances. It encompasses
a vocabulary of 3512 unique words.

2) The dataset contains 1668 unique images and
covers 266 distinct symptoms.

3) The number of diseases covered is 90, and
there are a total of 10 medical departments.

4 Methodology

This section elaborates on the working of differ-
ent modules of our proposed HealthAlignSumm
model.

4.1 Problem Formulation

In our approach, we address the task of generat-
ing nuanced summaries of a multimodal doctor-
patient conversation by integrating both textual
medical dialogue (M ) represented by M =
{m0,m1, . . . ,mn} (where n represents the num-
ber of text token in the dialogue exchanges present
in the conversation) and visual information from
corresponding images (denoted as V ). Thus it can
be formally represented as:

Summary = f(M = {m0,m1, . . . ,mn}, V )
The construction of our model, termed

HealthAlignSumm, can be broadly divided into
4 major modules: i) Modality Representation Mod-
ule, ii) Multimodal contextualized Fusion based
Encoder, iii) Multimodal Cross-Attention based
Decoder, and iv) Alignment using DPO. The archi-
tecture and its components are depicted in Figure 3.
In the subsequent sections, we discuss each module
individually.

4.2 Modality Representation Module

We employed two different types of information
to represent the doctor-patient conversation: tex-
tual discourse, illustrating the patient’s clinical di-
alogue, paired with a visual image to enrich con-
textual understanding. It should be noted that in
this study, the text comprises Hindi-English code-
mixed utterances in "Romanized" characters (refer
to Figure 5 for example). We employ BART tok-
enizers to segment the text, which is subsequently
fed into the BART encoder model for generating
contextualized 768-dimensional embeddings. As
for images, we utilize existing embeddings gen-
erated by ResNet 152, as previously followed by
Tiwari et al. (2023).
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Figure 3: Architecture of our model HealthSumm. It consists of a multimodal contextual fusion at the encoder and
multimodal cross-attention at the decoder of the BART model.

4.3 Multimodal contextualized Fusion based
Encoder

The subsequent points provide a detailed explana-
tion of the components involved in fusing contex-
tual information from images within the Encoder.:
a) Visual Context-Aware Self Attention: The ef-
ficacy of the aggregated representation is based
upon the efficient and coherent integration of di-
verse information modalities. Guided by insights
from previous studies by Yang et al. (2019) and
Kumar et al. (2022), we introduce a novel "mul-
timodal context-aware self-attention" mechanism
where we aim to generate conditional key (K̂) and
value (K̂) vectors, essential for tailoring attention
vectors to each modality. Figure 3 provides a visual
representation of this process.
Upon obtaining the intermediate latent repre-
sentation of the dialogs represented as Z =
{z0, z1, . . . , zn} from the BART encoder at a spe-
cific layer, we compute query (Q), key (K), and
value (V ) vectors, each with dimensions Rn×d,
where d denotes the model dimension (768 for
BART encoder), as outlined in Equation 1.

[Q,K, V ] = Z[WQ,WK ,WV ] (1)

where WQ,WK , and Wv represent the learn-
able parameters associated with the query, key, and
value vectors, respectively.

To leverage the latent information inherent in the
relationship between textual dialogues and visual
cues, we design conditioned key (K̂) and value (V̂ )
vectors 6 tailored to both textual and visual contexts.
These vectors adapt the query vector as previously
obtained from the hidden text representation, pro-
ducing a unified information vector enriched with
visual features. The computation of the key and
value pairs is detailed in Equation 2. Additionally,
we utilize a transformer-based model to process the
visual representation, aligning its sequence length
with that of the textual data to enable seamless
multimodal fusion.7

[
K̂

V̂

]
= (1−

[
λk

λv

]
)

[
K
V

]
+

[
λk

λv

]
(J

[
Lk

Lv

]
) (2)

[
λk

λv

]
= σ(

[
K
V

][
Wk1

Wv1

]
+ J

[
Uk

Uv

][
Wk2

Wv2

]
) (3)

where J ∈ Rn×d indicates visual representa-
tion, Lk and Lv are the learnable parameters. The
parameter λ is a learned factor that regulates the
extent to which information from the visual modal-
ity is preserved. This is computed using Equation 3
6 The definition of conditioned keys values are explained in
Appendix FAQ section
7 We adjust the sequence length of the image, initially set to
one, to match the sequence length of the textual data, denoted
as n. This is necessary because each textual query corresponds
to a single image, hence the sequence length of the image is
inherently one.
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8. Wk1 ,Wk2 ,Wv1 , and Wv2 ∈ Rd×1 are learnable
parameters. The final scaled dot product attention
can be calculated as shown in Equation 4.

Mv = Softmax(
QK̂T

√
dk

)V̂ (4)

where Mv represents visual information fused
vector. This is represented by context calculation
in Figure 3.

b) Modality Fusion Gate: We propose the
modality-fusion gate to gain fine-grained control
over the flow of visually-enhanced information.
The contextual information is transmitted through
these gates in accordance with Equation 5:

MoFu = σ([Z ⊕ Zv]Wv + bv) (5)

Here, Wv ∈ R2d×d and bv ∈ Rd×1 are learnable
parameters. The ultimate amalgamated hidden rep-
resentation, denoted as Ĥ , is obtained according to
the Equation 6.

Ĥ = Z +MoFu⊙ Zv (6)

The contextualized vector, enriched with image
information (Ĥ), is propagated to the higher layer
of the transformer before being directed to the de-
coder.

4.4 Multimodal Cross-Attention based
Decoder

We introduce a visual cross-attention block to the
BART decoder to facilitate the inclusion of image-
specific nuances during the decoding. Firstly we
obtain the image representation by passing the im-
age tokens through a transformer which adjusts the
sequence length of the image to match the textual
sequence length, resulting in the image represen-
tation I ∈ Rm×d, where m signifies the sequence
length at the decoder. The intermediate hidden rep-
resentation denoted as L ∈ Rm×d is fed as input to
the cross-attention block. We obtain the query (Qd)
from L, and the key (Kd) and value (Vd) vectors
from I , as illustrated in Equation 7.

[Qd,Kd, Vd] = [LWQd , IWKd , IWVd ] (7)

The WQd
, WKd

, and WVd
∈ Rd×d are learnt dur-

ing model training. Subsequently, we obtain a
visually-enhanced representation L via multi-head
cross-attention as detailed in Equation 8.

8 Here Uk and Uv are learnable parameters.

LI = Softmax(
QdKd

T

√
dk

)Vd (8)

We combine the visually-informed representa-
tion LI with intermediate representation L via a
gating mechanism highlighted in Equation 9 and
Equation 10.

gd = σ([L⊕ LI ]WFd
+ bFd

) (9)

Here WLd
∈ R2d×d and bLd

∈ Rd×1 are train-
able parameters. We pass the fused representation
F̂ to the upper layers of the decoder for the genera-
tion of the summary.

L̂ = L+ gd ⊙ LI (10)

4.5 Aligning using DPO

The model HealthSumm that was developed using
multimodal fusion in both the encoder and decoder
of the BART is aligned using Direct Preference Op-
timization (DPO)(Rafailov et al., 2024) to improve
the quality of summaries. To apply DPO, we cre-
ated a synthetic preference dataset using GPT-3.5
turbo, as no existing preference dataset was avail-
able. So first for every training data point, we cre-
ate two responses using the same encoder-decoder
multimodal-infused BART model with varying tem-
peratures.

Prompt used for generation of synthetic
preference dataset

As a Natural Language Processing Expert,
your task is to determine the superior sum-
mary of a Hindi-English codemixed con-
versation {dialogue} between a doctor and
a patient. The summary should encompass
all the medical concepts discussed in the
conversation. Given two options, Option
1 {summary1} and Option 2 {summary2},
select the summary that most accurately
captures the essence of the medical con-
versation {dialogue}. The output summary
should be strictly in Roman Script and no
additional information should be present
apart from one of the mentioned options

Then we used the prompt above to generate the
chosen summary and the rejected one using GPT-
3.5 Turbo. To ensure the quality of GPT-3.5 Turbo
as a judge for creating the preference dataset, we
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conducted a human evaluation of the dataset, as
detailed in Question 7 of the FAQ section.

This synthetic dataset was used to train our pro-
posed model HealthAlignSumm for generating
more nuanced summaries.

The DPO loss function, where a large language
model (LLM) is used to select the preferred output
yw and less preferred output yl, can be expressed
as:

LDPO(πθ;πLLM) =

− E(x,yw,yl)∼DLLM

[
log σ

(
β log

πθ(yw | x)
πLLM(yw | x)

−β log
πθ(yl | x)

πLLM(yl | x)

)]
(11)

where:

• LDPO(πθ;πLLM) is the DPO loss function.

• E(x,yw,yl)∼DLLM is the expectation over the
dataset DLLM, where yw is the preferred out-
put and yl is the less preferred output based
on the LLM’s judgment.

• πθ(yw | x) and πθ(yl | x) are the probabili-
ties assigned by the model’s policy πθ to the
preferred and less preferred outputs, given the
input x.

• πLLM(yw | x) and πLLM(yl | x) are the proba-
bilities assigned by the LLM to the preferred
and less preferred outputs, respectively, given
the input x.

• β is a scaling factor that adjusts the sharpness
of preference between the preferred and less
preferred outputs.

• σ is the sigmoid function, defined as σ(z) =
1

1+e−z , which scales the difference in log prob-
abilities between 0 and 1, indicating the likeli-
hood that yw is preferred over yl.

The overall pipeline of our proposed approach
is shown in Figure 4.

5 Experimental Results and Analysis

In the subsequent section, we discuss the experi-
mental framework and assess the effectiveness of
the proposed model HealthAlignSumm using a
wide range of evaluation metrics concerning vari-
ous baselines, encompassing both automated and

Figure 4: Our proposed model, HealthAlignSumm, op-
erates through a comprehensive pipeline comprising two
key stages. Initially, we train HealthSumm, followed by
its utilization in aligning with the synthetic preference
dataset to generate the output summaries.

human-centric assessments. Furthermore, we con-
duct a qualitative examination of the generated sum-
maries across different model configurations.9

5.1 Experimental Setup

During our experimentation, we employed an RTX
3090 GPU, with each model completing its runtime
within an average window of 30-40 minutes. Our
proposed model HealthAlignSumm uses BART
as its foundation model10. Dataset partitioning in-
volved creating training, validation, and test sets
in an 80:5:15 ratio. The execution of models was
guided by a set of hyperparameters, as outlined in
Table 2.

To thoroughly evaluate our proposed model’s
effectiveness, we conducted an in-depth analy-
sis. This involved exploring various configura-
tions of multimodal fusion within both the encoder
and decoder components of the model. Addition-
ally, we compared the performance against both

9 The qualitative analysis of the generated summaries has
been added in the appendix section.

10 The reason for choosing BART model for HealthAlign-
Summ has been explained in the FAQ section of Appendix.
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Hyperparameters Value
Maximum epochs 30
Maximum Sequence Length 360
Visual embedding size 786
Optimizer Adam
Learning rate 5e-05
Rank 16
Lora Alpha 16
Lora dropout 0.06
Target Modules Q,K,V,up,

down,gate

Table 2: Hyperparameters used in HealthAlignSumm

textual and multimodal baseline models to pro-
vide a comprehensive assessment. We selected
Llama-2 (Touvron et al., 2023), m-BART-base
(Liu et al., 2020), BART-base (Lewis et al., 2019),
and T5-base (Raffel et al., 2020) as our unimodal
baselines. Additionally, for multimodal baselines
specifically designed for summarization tasks, we
chose GPT-4v (OpenAI, 2024), Gemini-1 pro vi-
sion (Team et al., 2023), MedSumm (Ghosh et al.,
2024b), EDI-Summ (Ghosh et al., 2024d) and KM-
ClinConSummation (Tiwari et al., 2023) as they
are proposed for the task of multimodal summariza-
tion. MedSumm, KM-CliConSummation and EDI-
Summ11 are the proposed models for the task of
multimodal summarization in Ghosh et al. (2024b),
Tiwari et al. (2023) and Ghosh et al. (2024b), re-
spectively .12

To study the effectiveness of our HealthAlign-
Summ and the influence of alignment, we have
also considered the case where DPO alignment is
not included, and we refer to that model as Health-
Summ, a key focus of our analysis. Notably, to
the best of our knowledge HealthAlignSumm is
the first work where the DPO Alignment has been
performed on the task of multimodal summariza-
tion. Furthermore, we explored an configuration
where multimodal fusion is done in both encoder
and decoder namely HealthSumm and also where
its implemented only in the encoder, termed Health-
Summ(encoder).

To evaluate the performance of generated sum-
maries, we utilized automated metrics like ROUGE
(Lin, 2004) scores, namely, ROUGE-1, ROUGE-2,

11 Both EDI-Summ and HealthSumm has almost similar archi-
tecture. In the above we have used the pretrained version of
EDI-Summ.

12 GPT-4V and Gemini pro-vision 1.0 pro are used in few shot
setting while all the other baselines are finetuned end to end.
HealthSumm is finetuned without LORA. But HealthAlign-
Summ is finetuned using DPO and used LORA adapters for
finetuning.

and ROUGE-L scores alongside human evaluation
metrics. For human evaluation, we partnered with
a healthcare professional and engaged volunteers
from the medical community. Our methodology
involves evaluating three distinct and medically in-
tricate metrics: clinical assessment score, Factual
Recall (Abacha et al., 2023) and Omission Rate
(Abacha et al., 2023)

5.2 Automated Evaluation

Table 3 delivers comprehensive findings that illumi-
nate the performance of various models, showcas-
ing the effectiveness of various strategies for this
task of multimodal clinical query summarization.

R1) Comparison with baselines: From Table
3 we can conclude among textual baseline mod-
els, T5 base exhibited the poorest performance,
with Llama-2 emerging as the top performer. In
terms of multimodal baselines, EDI-Summ sur-
passed MedSumm in all metrics. But our proposed
model HealthAlignSumm comes out as the best
performer.

R2) Impact of Decoder Visual Cross Atten-
tion : Through meticulous experimentation, we
have determined that while the addition of decoder
attention does yield some enhancements over mod-
els employing only encoder fusion these improve-
ments do not reach statistical significance. To fur-
ther investigate the impact of encoder-decoder fu-
sion in HealthSumm, we conducted an ablation
study present in Appendix section A.3 by varying
the modality fusion order in both the encoder and
decoder of the HealthSumm .13

R3) Impact of DPO in the generated Sum-
maries: In our automated tests, we saw a big
improvement in performance after using DPO for
alignment. This shows that synthetic preference
datasets can be really helpful for alignment, espe-
cially in areas with limited data like low-resource
healthcare. Also, our detailed analysis, which is
shared in Appendix section A.4, shows that DPO
has greatly reduced the chances of hallucinations.

5.3 Human Evaluation

A team of medical students, under the guidance
of a doctor( who is also a co-author of the paper),
conducted the human evaluation on 80 data sam-
ples (around 35% of the test samples) randomly
selected for this purpose. The evaluation metrics

13 It is to be noted that (Ghosh et al., 2024d) findings are also
on the same line .
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Model ROUGE-1 ROUGE-2 ROUGE-L
mBART-base 31.25 14.33 25.18
T5-base 40.21 16.31 29.20
BART-base 40.36 19.71 31.9
LLAMA-2 42.14 22.75 29.88
GPT-4v 45.97 20.10 34.76
Gemini-1.0 pro-vision 47.68 24.13 37.85
MedSumm 48.61 23.9 37.24
EDI-Summ 48.91 24.6 37.95
KM-CliConSummation 54.70 31.00 44.96
HealthSumm(encoder) 54.14 30.70 44.65
HealthSumm 54.70 31.00 44.96
HealthAlignSumm 60.2 38.54 50.46

Table 3: Performances of different models for multi-modal codemixed dialog summarization task on MCDH dataset.
HealthAlignSumm performance is superior to all the baselines and versions of HealthSumm. Among unimodal
baselines, LLAMA works best, and KM-CliConSummation achieved the best results among multimodal baselines.
The best results for each subsection are shown in bold.

Model Factual Recall Omission Rate Clinical-EVal Score

BART 0.68 0.38 3.31

HealthSumm 0.78 0.26 3.75

HealthAlignSumm 0.85 0.21 4.12

Annotated Summary 0.96 0.08 4.74

Table 4: Human Evaluation of our proposed
HealthAlignSumm concerning various baselines and
golden summaries in different human evaluation metrics

comprised: Clinical Evaluation Score, wherein
ratings ranging from 1 (poor) to 5 (good) were pro-
vided by doctors and the team to assess summaries
based on overall relevance, consistency, fluency,
coherence and level of hallucination (Sahoo et al.,
2024a); and Medical Fact-Based Metrics, such as
Factual Recall (Abacha et al., 2023) and Omission
Rate metrics (Abacha et al., 2023), which gauged
the accuracy of the generated summary in captur-
ing medical facts compared to the gold standard
annotated summary. Table 4 illustrates the results
of HealthAlignSumm, demonstrating its signifi-
cant outperformance of all baselines in the chosen
human evaluation metrics. This underscores the
critical role of alignment using synthetically gener-
ated data.

6 Conclusion

This study presents a new task called Multimodal
Clinical Dialogue Summarization in a mix of Hindi
and English, marking the first attempt to work with
codemixed languages in the healthcare field. We
present a novel approach utilizing Hinting to gener-
ate Hinglish text and introduce the MCDH dataset.
Our proposed pipeline architecture, HealthAlign-
Summ, demonstrates superior performance over

all baselines in both human and automated evalu-
ation metrics. The findings highlight the efficacy
of synthetically generated datasets for alignment,
resulting in a more refined and nuanced summary
generation.

7 Limitations

There are some noticeable limitations of our work.
They are enumerated in the points below:

1) With a modest 1668 samples, our dataset
forms the foundation. However, before the real-
world deployment of the model, a crucial task lies
in its expansion. This expansion aims to incorpo-
rate a wider range of medical conditions tailored
to the demographic characteristics of the target de-
ployment region.

2) Currently, our dataset is limited to English
and Hindi-English codemixed languages. This hin-
ders the deployment of our model in regions where
Hindi and English are not commonly understood.
To address this constraint, our future efforts will fo-
cus on expanding our dataset to include more multi-
lingual languages, catering to the diverse linguistic
needs of various regions for the development of
personalized healthcare models.

3) While our current model is designed to fo-
cus on images as an additional modality, we ac-
knowledge the dynamic landscape of data-sharing
practices. Particularly in the medical domain, we
observe a rising prevalence of videos and voice
recordings. In light of this evolution, our future
strategy entails expanding the dataset to encom-
pass these additional modalities.
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8 Ethics Statement

Our project utilized the MCDH dataset, which is
a refined version of the publicly available MMCli-
ConSumm dataset. Throughout the process, we
collaborated with a medical expert, who is also
a co-author of this paper, to ensure accuracy and
quality control at every stage, from data collec-
tion to validation. To uphold ethical standards,
we compensated all volunteers in alignment with
India’s minimum wage regulations. Privacy was
paramount in our approach, and we diligently en-
sured the dataset was free of any images that could
compromise individuals’ privacy. Additionally, we
are currently seeking approval from the Institu-
tional Review Board (IRB) to further reinforce the
ethical integrity of our work. Notably, our proposed
model is exclusively designed for summarization
tasks, deliberately avoiding any predictive func-
tions that could have unintended consequences for
users. This decision reflects our deep commitment
to ethical principles and responsible use of AI tech-
nologies.
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A Appendix

A.1 Risk Analysis

Through an extensive array of automated, human,
and qualitative assessments, we’ve determined that
incorporating visual cues significantly enhances the
depth of clinically nuanced summaries. However,
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in critical sectors such as healthcare, the poten-
tial for misinformation or misinterpretation poses
substantial risks. Our human evaluation revealed
instances where the model, influenced by visual
data, overlooked essential keywords within textual
queries. Similarly, qualitative analysis identified
instances of hallucinations in the model’s output.
Yet, employing DPO alignment has notably miti-
gated the occurrence of hallucinated information
in the final summaries. Moreover, we’ve observed
that image quality plays a crucial role in generat-
ing accurate summaries, as poor quality images
can introduce noise into the output. Consequently,
while HealthAlignSumm enhances the generation
of nuanced summaries, it’s imperative to involve
medical professionals in high-stakes scenarios. Our
model serves as an aid rather than a substitute for
the expertise of experienced physicians.

A.2 Analysis of various infusion orders across
layers of encoder-decoder of BART:

To further investigate the impact of encoder-
decoder fusion in HealthSumm, we conducted an
ablation study by varying the modality fusion order
in both the encoder and decoder of the HealthSumm
model as shown in Table 5. Our experiments re-
vealed that optimal performance is achieved when
fusion occurs at layer 3 of the encoder and layer 4
of the decoder.

Encoder Decoder ROUGE-1 ROUGE-2 ROUGE-L
layer layer

2 2 53.57 28.58 43.09
3 3 54.55 29.43 43.76
3 4 54.70 31.00 44.96
4 4 54.02 28.45 42.66

Table 5: Evaluation of the proposed HealthSumm
model under diverse scenarios involving variations in
the infusion order of modalities. The best results are
obtained when infusion is done at layer 3 of the encoder
and layer 4 of the decoder.

A.3 Qualtitative Analysis of Generated
Summaries

In Figure 5, we compare the gold summary
with those generated by the HealthSumm and
HealthAlignSumm models. Our analysis reveals
that the HealthSumm model often overlooks valu-
able information. For instance, in the example
shown at the top, it fails to include the med-
ical term concept "Acariasis" in the summary,
whereas HealthAlignSumm includes it. Further-

more, in example-1, HealthSumm erroneously adds
the word "Dermatitis" to its summary, which is ab-
sent in the golden summary. Similar patterns are
evident in example at the bottom. The hallucinated
text in both examples is highlighted in red.

Figure 5: Analysis of summaries generated by our pro-
posed model concerning various baselines.

A.4 Samples from MCDH with fewshot and
Hintshot

To better compare the influence of Hintshot we
have shown below samples of MCDH with fewshot
and Hintshot in Table-6.

A.5 FAQs
1) Why BART was chosen as the base model?

Ans: This study delves into exploring the influ-
ence of multimodal cross-attention within encoder-
decoder architectures. We excluded LLAMA-2,
a decoder model, due to its lack of support for
this feature. Our experimentation revealed that
both the T5-base and BART-base showcased simi-
lar performance for our task. Given BART’s lighter
weight compared to T5, we selected BART-base
as the foundational model for constructing our
HealthAlignSumm framework.

2) What are the qualifications of the doctor
and the other annotators? How senior are they?

Ans: To ensure adherence to ethical guidelines,
oversight was provided by a seasoned medical prac-
titioner, an associate professor of medicine affili-
ated with a government medical college, who also
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Fewshot Hintshot
Patient: Doctor, mujhe aankhon mein spots
ya clouds najar aate hain. Maine kuch bhi
saaf nahi dekh pa raha hoon. Mujhe nirash
hone ka ehsaas hai. Doctor: Mai aapki bhaa-
vanaon ko samajh sakta hoon. Mujhe aapki
bimari ka diagnosis karne ke liye kuch sawaal
puchne honge. Kya aapki drishti kamjor ho
gayi hai?Patient: Sach hai, mere vision kamjor
ho gayi hai.Doctor: Kya aapko aankhon ke
lakshan hai?Patient: Haan, mujhe aankhon ke
lakshan hai.Doctor: Kya aapko aankh mein
dard mehsoos hota hai?Patient: Zaroor, mujhe
aankh mein dard hai.Doctor: aapke lakshan
batate hain ki aapko <MASK> hai.

Patient: Doctor, mujhe aankhon mein spots ya
clouds dikhte hain. Main kuch clear dekh nahi
paa raha hoon. Main helpless feel kar raha
hoon. Doctor: Main samajh sakta hoon aap
kaise feel kar rahe hain. Mujhe aapki condition
samajhne ke liye kuch questions puchhne hain.
Kya aapki vision weak ho gayi hai? Patient:
Haan, mera vision weak ho gaya hai. Doctor:
Kya aapko aankhon ke aur koi symptoms hain?
Patient: Haan, mujhe aur bhi symptoms hain.
Doctor: Kya aapko aankhon mein pain hota
hai? Patient: Haan, mujhe aankhon mein pain
hota hai. Doctor: Aapke symptoms se lagta
hai ki aapko <MASK> ho sakta hai.

Patient: Doctor, mujhe aankhon mein spots ya
clouds najar aate hain. Maine kuch bhi saaf
nahi dekh pa raha hoon. Mujhe nirash hone
ka ehsaas hai. Doctor: Mai aapki bhaavanaon
ko samajh sakta hoon. Mujhe aapki bimari ka
diagnosis karne ke liye kuch sawaal puchne
honge. Kya aapki vision kamjor ho gayi hai?
Patient: Sach hai, mere vision kamjor ho gayi
hai. Doctor: Kya aapko aankhon ke lakshan
hai? Patient: Haan, mujhe aankhon ke lak-
shan hai. Doctor: Kya aapko aankh mein dard
mehsoos hota hai? Patient: Zaroor, mujhe
aankh mein dard hai. Doctor: aapke lakshan
batate hain ki aapko <MASK> hai.

Patient: Doctor, mujhe aankhon mein spots
ya clouds dikhai dete hain. Main kuch bhi
clearly nahi dekh pa raha hoon. Mujhe help-
less feel ho raha hai. Doctor: Main samajh
sakta hoon aap kaisa feel kar rahe hain. Mujhe
aapki condition diagnose karne ke liye kuch
questions puchhne padhenge. Kya aapki vi-
sion weak ho gayi hai? Patient: Haan, mera
vision weak ho gaya hai. Doctor: Kya aapko
aankhon ke aur koi symptoms hain? Patient:
Haan, mujhe aur bhi symptoms hain. Doctor:
Kya aapko aankhon mein pain hota hai? Pa-
tient: Haan, mujhe aankhon mein pain hota
hai. Doctor: Aapke symptoms se lagta hai ki
aapko <MASK> ho sakta hai.

Table 6: Samples from MCDH with Fewshot and Hintshot

served as a co-author on our paper. The research
team comprised three volunteers who received dili-
gent supervision from the aforementioned doctor
throughout the entirety of the project.

3) Why do we use cross-attention instead
of contextual cross-attention in the decoder of
HealthSumm?

Ans: In HealthSumm, we opt for cross-attention
over contextual cross-attention in the decoder. This
choice stems from the dynamic nature of token gen-
eration in the decoder, wherein the sequence length
increases with each token generated. Consequently,
the calculation of contextualized vectors, as out-
lined in Equation 2, becomes unfeasible. This is
due to the requirement of adding key and value
vectors from both text and image, a task hindered
by the increasing sequence length of the text to-
kens juxtaposed with the fixed length of the image

representation.

4)What is the significance of this study in com-
parison to previous works for this task?

Ans: In the realm of healthcare, the exploration
of datasets within Indic settings remains relatively
limited. Thus, our dataset presents an opportu-
nity for pioneering research, potentially paving the
way for further exploration in other underrepre-
sented low-resource Indic languages. Regarding
our model, HealthAlignSumm, its novelty rests on
two key fronts. Firstly, while prior endeavors pre-
dominantly focus on multimodal fusion within the
encoder of the BART model, we pose the question
of whether decoder attention contributes signifi-
cantly to our task. Secondly, to our knowledge, our
work stands as the first to showcase the efficacy of
alignment through synthetically generated data in
the domain of summarization.
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5)Why multilingual pre-trained language
models like mBART was not choosen as the base
model instead of BART?

Ans:In this work ,we considered the input text
to be code-mixed (Hinglish) but in Roman script
so hindi language tokens will not help. Please re-
fer to the examples in Figure 5. In multilingual
contexts, languages are not mixed within a single
context. However, in code-mixed contexts, the
speaker freely mixes languages within the same
context. MBART is not inherently built to han-
dle code-mixed languages and requires adaptation
or fine-tuning to effectively manage code-mixed
text. Previous studies suggest the same Vavre et al.
(2022) , Winata et al. (2021) . To make sure the
same thing holds true for our usecase we have fine-
tuned mbart on MCDH dataset with the same hy-
perparamters as BART and we got the results as
shown in table-5 which suggests BART is better
model than mBART for our usecase ,

6) Are the results in Table 3 statistically sig-
nificant?

Ans: Five runs were conducted for each of the
finetuned models . Statistical testing revealed a
p-value of 0.004, with a confidence level of 95%.
Thus, the observed findings are statistically mean-
ingful.

7) How did make sure the synthetic dataset
used for training HealthAlignSumm is of good
quality?

Ans:We evaluated 300 samples from the DPO
positive and negative samples before running the
final DPO model, HealthAlignSumm. Our evalua-
tion indicates that in approximately 94% of cases,
GPT-3.5 correctly judged the positive summary. In
4% of cases, the two summaries were so close that
human evaluators deemed both could be consid-
ered positive. In a few samples (around 2%), there
was a contradiction between the human evaluator
and GPT-3.5. In the last two days, we evaluated
another random 80 samples and observed similar
trends. Our evaluation suggests that GPT-3.5 is
highly reliable in distinguishing between good and
bad summaries, contributing to the improved per-
formance of HealthAlignSumm. We will include
these details in the final camera-ready version.

8) Why was HealthAlignSumm built starting
from BART instead of using a clinical model like
ClinicalT5?

Ans: In our experiments, we found BART to
perform better than T5 for clinical summarization,

which is why we did not use T5 or ClinicalT5
initially. For completeness, we conducted exper-
iments with ClinicalT5, and the results were as
follows:

• ClinicalT5: ROUGE-1: 39.8, ROUGE-2:
15.7, ROUGE-L: 29.8

• HealthAlignSumm (with ClinicalT5):
ROUGE-1: 57.4, ROUGE-2: 36.62,
ROUGE-L: 47.2

From these results, we conclude that ClinicalT5
does not offer any additional advantage for this
task. We believe one possible reason is that the
MCDH dataset is code-mixed, so the inherent clin-
ical knowledge of ClinicalT5 does not provide any
significant benefit.

9) What do you mean by conditioned key and
value ?

Ans: Here, the conditioned key (K̂) and value
(V̂ ) refer to learnable parameters that depend on
another set of parameters, represented as

[
λk λv

]
.

These parameters, λk and λv, control the contextual
attention between different modalities of informa-
tion.

A.6 Parameters for human evaluation for
synthetic MCDH dataset

We have collaborated with two linguists who are
familiar with clinical terminology.Upon discussion
with the doctor who is also the coauthor of the
work we have decided two factors on which the
generated text will be evaluated . The parameters
for human evaluation of synthetic MCDH dataset
are shown below :

1) The overall text makes sense as a whole . This
we call as coherance .

2) Ease of understanding without awkward tran-
sitions between languages. This we call as fluency.

A.7 Statistical analysis of MCDH Dataset
The distribution of lengths of input dialogs and
the output summary are shown in Figure 7 and in
Figure 6.

5) The word cloud distribution of dialogues is
shown in Figure 8 and the word cloud distribution
of summaries is shown in Figure 9.
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Figure 6: Distribution of Words in Summaries

Figure 7: Distribution of Words in Dialogs

Figure 8: Word Cloud for Dialogs

Figure 9: Word Cloud for Summaries
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