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Abstract

Large Language Models (LLMs) have achieved
notable success in commonsense reasoning
tasks, benefiting from their rich world knowl-
edge acquired through extensive pretraining.
While approaches like Chain-of-Thought (CoT)
have shown promise in enhancing LLMs’ rea-
soning capabilities, mitigating the influence of
inaccurate commonsense knowledge remains
a challenge, particularly for small-scale LLMs
(e.g., those with less than 10B parameters). In
this work, we propose a novel method named
Guided Knowledge Generation (GuideKG) to
address these issues. It presents three advan-
tages: (i) Employing LLMs to generate knowl-
edge explanations and to automatically assign
labels based on the probability of correct an-
swers eliminates the need for costly manual
annotation in subsequent training. (ii) Training
a new module called the Know-Filter, which
evaluates knowledge, with the introduction of a
novel loss function to enhance its performance.
(iii) Evaluating the effectiveness of knowledge
fragments at the sentence level and fusing them
allows for precise control over the generation
process of LLMs. We evaluate our GuideKG
on small-scale LLMs and show that it outper-
forms all baselines on four widely-used com-
monsense reasoning benchmarks. Moreover,
our experiments reveal that, with proper guid-
ance, small-scale LLMs can exhibit exceptional
performance in commonsense reasoning. The
code is publicly available1.

1 Introduction

Commonsense reasoning abilities are crucial for
achieving human-like intelligent systems, which
encompass a comprehensive understanding of ev-
eryday world knowledge and the inference capacity
to facilitate problem-solving and decision-making

∗ Equal contribution.
† Corresponding author.

1https://github.com/chenhaoran2018/GuideKG

𝒙𝟏: A week is a time unit equal to seven days. It is the standard time period 

used for cycles of rest days in most parts of the world, …. In English, the 

names are Sunday, Monday, …, and Saturday. Utility Score: 0.46

Question: It is labeled a month only if it lasts at least 31 days. (Answer: No)

𝒌𝟏: A calendar month is typically defined as a time period of 30 or 31 days, 

with the first day being the first of the month and the last day being the last 

day of the month. Utility Score: 0.40

𝒌𝟑: The concept of a month is based on the cycle of the Moon, which takes 

approximately 29. Utility Score: 0.48

𝒌𝟐: The concept of a "month" is often used to describe a period of time that 

is at least as long as a specific number of days. Utility Score: 0.08
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𝑭𝟏: The concept of a month is based on the cycle of the Moon, which takes 

approximately 29 days, and a calendar month is typically defined as a time 

period of 30 or 31 days, with the first day being the first of the month and the 

last day being the last day of the month. Utility Score: 0.45

𝒌𝟐
′ : However, in some cases, a month may be defined as a shorter period 

of time, such as in leap years, where February has 29 days. 

𝑭𝟏 + 𝒌2
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𝑭𝟐: A month is considered long if it has 31 days, but in some cases, like leap 
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Figure 1: An illustrative example of commonsense rea-
soning. Using retrieved knowledge (x1) and LLM-
generated knowledge (x2) resulted in incorrect an-
swers. Our method guided LLM to generate high-
quality knowledge (F1+F2), leading to correct answer.

across various daily scenarios (Sap et al., 2020;
Fei et al., 2022b,a; Liu et al., 2023a; Hwang et al.,
2023; Liu et al., 2023b).

Recently, the advent of LLMs (Qiao et al., 2023;
Ouyang et al., 2022; Touvron et al., 2023a; Wu
et al., 2024b) has significantly boosted various ap-
plications. They excel in storing and retrieving
knowledge, largely due to extensive pretraining,
and prompting techniques like CoT series (Ko-
jima et al., 2022; Wang et al., 2023c; Yao et al.,
2023; Besta et al., 2024; Zhang et al., 2023b) have
enhanced their reasoning abilities. Despite these
strides, numerous studies (Kojima et al., 2022; Wei
et al., 2022) indicate that LLMs still show modest
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improvements in commonsense reasoning, which
relies more on prior knowledge, compared to other
reasoning-intensive tasks like logical, symbolic,
and arithmetic reasoning. This challenge is more
pronounced in small-scale LLMs2, constrained by
limited model size and training data (Rejeleene
et al., 2024). Consequently, despite the advance-
ments brought by LLMs, achieving high-quality
knowledge remains an open challenge in common-
sense reasoning.

When LLMs directly respond to common-
sense questions, they rely on implicit knowledge
within their internal parameters to perform reason-
ing (Wang et al., 2023b). To provide useful context
to support commonsense reasoning, one common
approach is to retrieve knowledge from external
knowledge bases, but this practice is limited by
the scale and coverage of the knowledge bases and
the performance of the retrieval system (Berchan-
sky et al., 2023). For example, as shown in Fig. 1,
knowledge retrieved from Wikipedia (x1) related
to "week" failed to answer the question regarding
"month". Another emerging trend is to elicit related
knowledge from LLMs (Liu et al., 2022a; Wang
et al., 2023a). For example, Liu et al. (2022b) pro-
pose generating high-quality knowledge statements
from large-scale LLMs (such as GPT-3 (Brown
et al., 2020)) and then providing them to small-
scale models. However, the reliability remains a
concern; as depicted in Fig. 1, the generated state-
ment x2 misleads the small-scale inference model.

In this work, we discover that within the sam-
plings for a given question, despite the predom-
inance of incorrect knowledge generation, there
exists a minority of samples that facilitate accu-
rate model reasoning, even in small-scale LLMs.
This benefit primarily arises from the stochastic
sampling strategy inherent in auto-regressive mod-
els. Hence, the underlying principle of our method
stems from making the correct parameter knowl-
edge explicit, thus avoiding the shortcomings as-
sociated with relying solely on implicit parameter
knowledge or external explicit knowledge.

To be specific, we propose External Guided
Knowledge Generation (GuideKG), a cost-
effective and robust framework to guide LLMs
in the generation of valid knowledge, aiming to
enhance their performance in commonsense rea-
soning tasks. Our approach initiates by gathering

2In this work, small-scale LLMs refer to language models
with parameter sizes below 10B.

question-and-answer pairs, which serve as the
training data for a new designed module, named
Know-Filter. This module is used to evaluate
the effectiveness of generated knowledge. We
have introduced a new joint loss function called
Utility-Weighted Classification Loss (UWC loss),
which improves the evaluation performance of
the Know-Filter by aligning it with the true utility
of knowledge. To further amplify the efficacy of
generated knowledge in reasoning, we propose a
sentence-level generation strategy that integrates
the Know-Filter into the model’s auto-regressive
generation process, rather than solely applying
it post-generation. Concurrently, we propose a
knowledge fusion mechanism to augment the
robustness of the Know-Filter. In summary, our
contributions are as follows:

• We propose a novel framework to guide LLMs
in generating knowledge statements for solv-
ing commonsense reasoning questions, named
GuideKG. Compared to existing reasoning
strategies and external knowledge retrieval
methods, our method is equally effective for
smaller LLMs and provides knowledge that
better facilitates LLM reasoning.

• We design a novel Know-Filter module that ef-
fectively reduces low-quality knowledge state-
ments generated by LLMs. Moreover, it is
trained on the automatically annotated data,
eliminating the need for extra costs, and em-
ploys a unique sentence-level generation strat-
egy and fusion mechanism to ensure effective
knowledge generation.

• Experimental results verify that our GuideKG
outperforms all baselines in four common-
sense reasoning benchmarks, demonstrating
its ability to guide LLMs of different scales in
generating effective knowledge.

2 Related Work

Implicit World Knowledge in LLMs. During
the pre-training process, LLMs store an extensive
amount of world knowledge presented in the train-
ing data (Petroni et al., 2019). It has been in-
dicated that implicit knowledge in LLMs is use-
ful to enhance the performance of downstream
tasks (Davison et al., 2019; Jiang et al., 2020;
Marks and Tegmark, 2023; Liu et al., 2024a), such
as commonsense knowledge (Liu et al., 2022b;
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Figure 2: Overview of our proposed GuideKG. The processes of constructing knowledge filter datasets and training
Know-Filter is indicated by blue arrows, while the process of Sentence-Level Fusion Generation is indicated by
black arrows. The purple arrow is used to illustrate the process of the fusion mechanism.

Jain et al., 2023; Liu et al., 2024b) and relational
knowledge (Chen et al., 2022; Wan et al., 2023;
Xu et al., 2024). However, pre-trained models are
not flawless repositories of world knowledge. Fac-
tors like incorrect training data (Lee et al., 2022a;
Zhang et al., 2024), algorithms with high uncer-
tainty in decoding (Lee et al., 2022b; Zheng and
Yang, 2021), and exposure bias (Wang and Sen-
nrich, 2020; Wang et al., 2024) can result in the
production of misleading knowledge (Zhang et al.,
2023a). Considering these issues, we have de-
signed a new module called Know-Filter to filter
out irrelevant or harmful information. Addition-
ally, by guiding the model’s generation process,
we enable the model to deliver more effective and
confident knowledge.

Commonsense Reasoning Capabilities of LLMs.
To improve the reasoning abilities of LLMs, a com-
mon approach is fine-tuning with data annotated
by humans (Lightman et al., 2023) or extracted
from the LLMs themselves (Zelikman et al., 2022;
Huang et al., 2023; Magister et al., 2023; Ho et al.,
2023; Fei et al., 2023; Fei et al.; Zheng et al., 2024).
Though widely used, it may compromise LLMs’
inherent generalizability (Kirkpatrick et al., 2016;
Lin et al., 2023). Another approach is to prompt
LLMs’ to improve reasoning abilities (Zhou et al.,
2022; Wei et al., 2022), which is a more efficient
way. For example, Wang et al. (2023c) introduce
a voting strategy to select the most consistent an-

swer, and other strategies that simplify and address
complex problems through problem decomposi-
tion (Jung et al., 2022; Wang et al., 2022; Press
et al., 2023; Zhou et al., 2023). Optimizing the
reasoning process avoids adjusting model parame-
ters, but past efforts have often relied on the power
brought by model scale. Recent works on retrieval-
augmented generation encourage LLMs to solve
problems based on explicit knowledge (Asai et al.,
2023; Shao et al., 2023), however, these face con-
flicts between external knowledge and the knowl-
edge embedded in model parameters (Wu et al.,
2024a). In this work, we in the line to leverage
the intrinsic knowledge of LLMs to enhance com-
monsense reasoning. Our method is to guide the
model to generate the most effective knowledge
statements that suit the following inference model,
which is quite effective on small-scale LLMs.

3 Method

Task Definition. We focus on leveraging LLMs
to solve the commonsense reasoning task. In this
work, we formulate commonsense reasoning as a
multiple-choice question answering problem. For-
mally, given a question q and a set of l candidate
answers A = {a1, a2, · · · , al}, the task is to select
the most appropriate answer a∗ ∈ A to response q
based on commonsense knowledge and reasoning.

Overall Framework. In this work, we address
the commonsense reasoning task by guiding LLMs
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Question:Can Clouded leopards chase down many Pronghorn antelopes?

𝒌𝟐: Clouded leopards are medium-sized cats that are 

native to the forests of Southeast Asia. (Related) 

𝒌𝟏: Clouded leopards are known for their agility, but 

they are not built for long-distance chases. (Related) 

𝒌𝟑: Clouded leopards are not typically known for 

chasing down prey. (Wrong) ✗

Generating 
knowledge...

Figure 3: An example of sampled knowledge.

to generate effective knowledge to answer the ques-
tion. Figure 2 shows the overview framework of the
proposed method, GuideKG. First, we prompt the
LLM to generate multiple knowledge statements
for a given question. These statements undergo
filtering by our newly designed Know-Filter mod-
ule, which is trained with automatically annotated
data using a novel UWC loss based on a small-
scale model. The filtered, high-quality knowledge
statements are then fused as a new context for the
question. This context serves to guide the LLM in
generating more diverse and useful statements in
subsequent rounds. Through iterative generation,
our approach effectively directs knowledge gener-
ation using LLM, providing accurate and useful
knowledge for commonsense reasoning.

Below, we will provide a detailed description of
our GuideKG, including how to automatically con-
struct training dataset for Know-Filter, followed by
the details of Know-Filter and Fusion Generation.

3.1 Knowledge Filter Dataset

Previous works (Thoppilan et al., 2022; Cobbe
et al., 2021) predominantly employed human to
annotate data, a practice that incurs considerable
costs. Instead of relying on costly human anno-
tations, we introduce a direct and cost-effective
method for data collection based on LLMs.

Formally, we leverage an LLM to generate a
set of knowledge statements for a given question
q, denoting it as Kq = {k1, k2, · · · , km}, where
ki ∈ Kq represents a knowledge statement, which
is a variable-length text. To achieve this goal, we
instruct LLM to generate knowledge statements as
follows: Provide some knowledge related to
the question. In Figure 3, we show the examples
of the knowledge statements3.

It is observed that not all ki ∈ Kq contribute to
helping the LLM generate correct answers to q. It is
necessary to distinguish between their effectiveness

3All used instruct templates can be found in Appendix A

in supporting inferences. To achieve this goal, we
use ki as the context to obtain the LLM’s response
to the question q, denoted as ai. We then assign
positive or negative labels to ki based on whether
the LLM answers correctly. Finally, we obtain
the probability corresponding to the correct answer
a∗ from the LLM’s output probability distribution.
This probability is denoted as si, which is used
as the utility score4 indicating that ki is helpful in
answering q.

To provide a clearer learning signal for Know-
Filter, we choose knowledge with the highest utility
as positive samples, and knowledge with the lowest
utility as negative samples. Each sample consists
of a question q, knowledge ki, the LLM’s response
ai and a utility score si.

Thus, we automatically form a labeled dataset,
which indicates the usefulness of generated knowl-
edge statements Kq for answering question q.

3.2 Know-Filter

Considering the instability of knowledge output
from LLMs, we have developed a new model
named Know-Filter. The model takes the ques-
tion, candidate knowledge, and the LLM’s answer
as inputs, and it outputs a probability score to eval-
uate whether the knowledge can derive the correct
answer. We use a smaller LM, MonoT5 (Nogueira
et al., 2020), as our backbone model to reduce com-
putational load and improve inference speed. Dur-
ing the training phase, we employ true and false
tokens as labels for the loss function. During infer-
ence, the probability5 of the true token is utilized
as the evaluation score.

However, simply categorizing knowledge into
two types is insufficient. To select a better start-
ing point for generating subsequent knowledge, it
is crucial to measure the effectiveness of knowl-
edge at a finer granularity. Using the default cross-
entropy loss can lead to overly polarized output
scores. This polarization reduces sensitivity to the
differences between knowledge fragments, which
can adversely affect its generalizability during the
evaluation phase. To address this issue, we use the
probability of the correct answer from the LLM
as the label to calculate the utility regularization

4It is noteworthy that when dealing with answers consist-
ing of multiple tokens, we can determine si by calculating the
average probability, instead of limiting ourselves to questions
with single-token answers.

5Use the Softmax function during prediction to convert the
probabilities of the true and false tokens into values between
0 and 1.
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loss. Formally, let Lce represent the cross-entropy
loss associated with binary labels, and Lcr denote
the regularization loss related to utility. The to-
tal loss L, named Utility-Weighted Classification
Loss, is calculated as the weighted sum of these
components:

L = λ · Lcr + Lce, (1)

where λ denotes the weighting factor assigned to
the utility regularization loss. For a batch size of m
inputs with corresponding targets t1, t2, . . ., tm, the
binary label loss is computed using cross-entropy
as follows:

Lce = − 1

m

m∑

i=1

log p(ti), (2)

where p(ti) represents the probability of the Know-
Filter correctly predicting the label ti. We denote
the probability that the LLM produces the correct
answer based on given knowledge as ytrue. Our
goal is to align the prediction probabilities of the
Know-Filter as closely as possible with those of
the LLM. To this end, we employ the L2 loss to
compute the utility regularization loss Lcr as:

Lcr =− 1

m

m∑

i=1

||p(ttrue)− ytrue||2

+ ||p(tfalse)− (1− ytrue)||2,
(3)

where p(ttrue|false) denotes the probability of pre-
dicting true or false tokens by Know-Filter.

3.3 Sentence-Level Fusion Generation

The content generated by LLMs is typically influ-
enced by preceding text, and sentences can serve
as the minimal semantic units for evaluating knowl-
edge effectiveness. Based on this assumption, we
have deconstructed the auto-regressive process by
using sentence terminators6 in human language as
signals for LLMs to pause generation. After paus-
ing, we employ the Know-Filter to score the knowl-
edge sentences and then select the top-N sentences
for integration. Subsequently, the integrated result
is used as the starting point to initiate the generation
of the next knowledge sentence, continuing until
the LLM outputs the default stop generation token
<eos>. We refer to this process as Sentence-Level
Fusion Generation (SLFG).

6Such as periods, exclamation marks, and question marks.

Formally, we sample m knowledge sentences
based on the given q. After evaluation by Know-
Filter, we obtain a ranked set of filtered knowledge
statements Kq = {k1, . . . , ki, . . . , km}, where a
smaller i indicates that the Know-Filter considers
ki to be more effective.

However, Know-Filter is not a perfect scorer,
hence k1 is not always the optimal result and
may lead to error propagation across multiple
stages. Inspired by multi-chain reasoning (Yoran
et al., 2023), we enhance the comprehensiveness of
knowledge by integrating information from multi-
ple knowledge statements to avoid missing critical
details. Specifically, we select the top-n sentences
from Kq and instruct the LLM to perform fusion:

Example:
<Instruction>
Rewriting the given knowledge into a new sen-
tence requires retaining the part of the given
knowledge that is relevant to the question.
<Candidate knowledge>
Clouded leopards are known for their agility, but
they are not built for long-distance chases.
<Candidate knowledge>
Clouded leopards are medium-sized cats that are
native to the forests of Southeast Asia.
<Question>
Can Clouded leopards chase down many
Pronghorn antelopes?

We represent the fusion result as kf . To avoid
excessive noise that may arise from the fusion, the
one with the highest Know-Filter score between kf
and k1 is chosen as the optimal knowledge kb. We
refer to this process as one stage in SLFG. Next, kb
is appended to the end of the current stage’s prompt,
serving as the starting point for the next stage of
generation. By repeating these steps until the LLM
outputs <eos>, we complete the entire process and
obtain the final knowledge statement kc used to
assist the LLM in answering the question q.

4 Experimental Setup

In this section, we will delineate the specific im-
plementation details of our approach and explicate
how it can be applied to various types of tasks.

4.1 Benchmarks
Four popular commonsense reasoning datasets are
employed, categorized by the format of the ques-
tions into two types: 1) multiple-choice, i.e., Com-
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LM Methods Extra Params CommonsenseQA StrategyQA CommonsenseQA2 ARC-Challenge

Alpaca-7B

SC - 51.5 57.3 49.1 50.4
SK - 49.6 55.7 51.1 48.1
Verifier 880M 61.8 57.0 52.6 56.7
Retrieval 108M 35.0 50.4 51.9 42.5
Rainier 880M 52.5 48.0 47.6 42.1
GuideKG 880M 63.5 57.6 53.6 58.1

Vicuna-7B

SC - 62.2 60.0 54.9 62.6
SK - 60.6 58.0 55.3 58.5
Verifier 880M 68.3 58.7 58.3 62.4
Retrieval 108M 52.8 58.4 53.8 56.4
Rainier 880M 58.6 52.5 51.8 53.9
GuideKG 880M 70.8 60.4 61.8 65.4

Vicuna-13B

SC - 67.8 62.6 63.7 73.4
SK - 63.9 60.3 63.5 70.3
Verifier 880M 70.7 61.5 64.3 73.6
Retrieval 108M 57.8 59.0 62.9 65.2
Rainier 880M 65.6 52.5 55.9 64.2
GuideKG 880M 72.9 64.1 66.8 75.8

Table 1: The accuracy of GuideKG and the baselines on benchmarks, respectively using Alpaca-7B, Vicuna-7B,
and Vicuna-13B as the inference models. The term "Extra Params" refers to the size of the model parameters used
by methods, excluding those of the inference model. The second best score is underlined and bold one is the best.

monsenseQA (Talmor et al., 2019) (CSQA) and
ARC-Challenge (Geva et al., 2021) (ARC-c); and
2) true/false, i.e., CommonsenseQA2 (Talmor et al.,
2021) (CSQA2) and StrategyQA (Geva et al., 2021)
(SQA). These datasets encompass a broad range of
commonsense questions, each introducing its own
set of challenges. The primary metric for evalua-
tion is accuracy, which measures the correctness of
the answers. Appendix §B.2 provides additional
details on the used datasets.

4.2 Models

Inference model. We select Alpaca (Taori et al.,
2023) and Vicuna7 (Zheng et al., 2023) as our ex-
perimental models. During the knowledge sam-
pling phase, our generation configuration is as fol-
lows: temperature=1 and top_p=0.9. This high
temperature setting is chosen to facilitate a broader
spectrum of potential generative outcomes. In
stages involving fusion and reasoning, greedy de-
coding is utilized as it yields the most confident
responses from the model.
Know-Filter. It is derived by fine-tuning the mono-
T5. This means that Know-Filter possesses a pa-
rameter size that is only 1% to 10% of the 7B
inference model. We sampled two knowledge fil-
ter datasets from Alpaca-7B and Vicuna-7B for
training. In the training phase, we retained the

7We used Vicuna 1.5 in our work, which is an adaptation
finetuned from Llama2 (Touvron et al., 2023b).

original hyperparameter settings of the mono-T5
fine-tuning script8. λ in Eq. (1) was set to 2. Ap-
pendix §B.2 extends more details of the training
data of Know-Filter.

4.3 Baselines
We evaluated various baselines and compared them
to GuideKG. Those based on internal knowledge in-
clude: 1) Self-Knowledge (SK; Liu et al. (2022b)),
2) Self-Consistency (SC; Wang et al. (2023c)),
3) Verifier (Li et al., 2023; Khalifa et al., 2023).
Those based on external knowledge include: 1)
Retrieval Li et al. (2023); Khalifa et al. (2023), 2)
Rainier Liu et al. (2022a). Appendix §C provides
additional details on the baselines used.

5 Experimental Results

In this section, we present the performance of
GuideKG on commonsense reasoning and conduct
a comparison with baseline models. Additionally,
detailed ablation studies were carried out. Unless
specifically stated otherwise, we sampled 10 knowl-
edge sentences in each generation stage, with N
set to 2 in the fusion mechanism.

5.1 Main results
As shown in Table 1, we report the average re-
sults of three runs on GuideKG and all baselines.
GuideKG outperforms other baselines across all

8http://pygaggle.ai
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CSQA SQA CSQA2 ARC-c

GuideKG 70.8 60.4 61.8 65.4
w/o Know-Filter 63.0 58.6 55.7 61.2
w/o Guidance 69.1 59.2 59.9 62.7
w/o UWC-loss 70.0 58.8 59.3 63.0

Table 2: The ablation study of each component within
GuideKG, utilizing Vicuna-7B as the inference model.

benchmarks. In addition to small-scale LLMs, we
also conduct experiments on Vicuna-13B, the only
difference being that we do not retrain Know-Filter
but use the Know-Filter from Vicuna-7B. This is in-
tended to determine whether the Know-Filter could
retain its filtering capabilities on larger LLMs. The
results indicate that GuideKG is equally applicable
to large-scale LLMs, and even if the training data
for Know-Filter do not originate from the LLM
itself, the LLM can still benefit from GuideKG.

It can be observed that the enhancement in com-
monsense reasoning through SC is limited, aligning
with findings from previous works on CoT (Chu
et al., 2023). When faced with commonsense
questions, LLMs prefer producing correct answers
based on accurate knowledge rather than just de-
tailed steps. LLMs’ chains of thought may in-
clude factual inaccuracies or misleading informa-
tion, which could hinder fact-based commonsense
reasoning (Shaikh et al., 2023).

Additionally, retrieval-augmented generation
also faces challenges. Research (Geva et al., 2021)
has shown that relying solely on semantic match-
ing is insufficient to retrieve the correct knowledge.
This is due to the minimal overlap between com-
monsense reasoning problems and context, which
reduces the likelihood of retrieval models exploit-
ing shortcuts in problem language. Conversely,
when LLMs generate knowledge, they can infer
problem-solving strategies and provide appropriate
knowledge (Valmeekam et al., 2023).

5.2 Component ablation

Then, we conducted detailed ablation experiments
on GuideKG, with results shown in Table 2.

Initially, we removed Know-Filter and employed
random shuffling as a replacement. Compared with
the complete GuideKG, the absence of Know-Filter
resulted in a significant decline in performance
across all datasets. This result underscores the in-
stability of sampling knowledge and the importance
of knowledge filtering.

Next, we removed the guidance from the LLM
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Figure 4: The impact of variations in sampling fre-
quency on the performance of GuideKG and SC.

generation process and only filtered the sampled
knowledge using Know-Filter. Experimental re-
sults indicate that SLFG consistently improves in-
ference performance compared to directly sampling
complete knowledge.

Lastly, we compared the effect of training Know-
Filter using only the cross-entropy loss function.
The findings reveal that a utility-weighted classi-
fication loss significantly enhances reasoning per-
formance across all datasets, particularly on the
unseen SQA and ARC-c datasets.

5.3 Sampling Times

We selected Vicuna-7B as an experimental model
and tested the impact of various sampling quanti-
ties on GuideKG across CSQA and CSQA2. The
results, displayed in Figure 4, demonstrate that an
increased number of sampling paths considerably
enhances the performance of GuideKG. This sup-
ports the viewpoint that selecting the right knowl-
edge, rather than following the majority, can pre-
vent the oversight of correct reasoning paths due to
the blind selection of the majority.

6 Analysis

We conduct theoretical experiments and case stud-
ies to investigate the performance ceiling and cur-
rent performance of GuideKG.

6.1 Performance Upper Bound of GuideKG

GuideKG assumes that LLMs possess rich world
knowledge and attempts to generate effective
knowledge based on the model itself. As mentioned
in 3.1, knowing the correct answer beforehand only
requires one inference to get the probability of the
correct answer under the given knowledge. Thus,
we had an intriguing idea: selecting the knowl-
edge that maximizes the probability of the correct
answer at every stage of GuideKG, to simulate a
perfect Know-Filter, thereby ascertaining the ideal
performance of GuideKG on the dataset.
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Question: Is shrimp scampi definitely free of plastic?

Sampling

K1: Although shrimp scampi is often marketed as a sustainable, plastic-free option, there is actually a
high-risk that it contains microplastics. Utility Score: 0.74
K2: Shrimp scampi is typically made with shrimp that are farm-raised, meaning they are not exposed to
any plastic or pollutants. Utility Score: 0.33
K3: Shrimp scampi is commonly believed to be free of plastic due to its hard exoskeleton, which makes
it less vulnerable to entanglement in plastic debris. Utility Score: 0.21

GuideKG

Know-Filter outputs: K1 score: 0.57, K3 score: 0.49, K2 score: 0.47
Fusion K1 and K2: Shrimp scampi is commonly believed to be free of plastic due to its hard exoskeleton,
which makes it less vulnerable to entanglement in plastic debris. However, there is actually a high risk
that it contains microplastics. Utility Score: 0.79
Generate next sentence: Shrimp scampi is commonly believed to be free of plastic due to its hard
exoskeleton, which makes it less vulnerable to entanglement in plastic debris. However, there is actually
a high risk that it contains microplastics. Scampi are filter feeders, meaning they ingest small particles
from their environment, including plastic debris. Utility Score: 0.85 ↑
Reasoning answer: no

Self-Consistency Since K2+K3>K1, the answer is yes

Table 3: An example from SQA. During the GuideKG process, Know-Filter and fusion mechanism determine the
generation direction, while sentence-level generation further enhances the utility of the LLM.
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Figure 5: A comparison of the ideal versus actual per-
formance of GuideKG. We provide GPT-4’s (OpenAI,
2023) scores as a reference framework for performance.

The results are presented in Figure 5. Across
four commonsense reasoning tasks, all models
exhibit remarkable theoretical performance, ap-
proaching the current SOTA LLMs. This indicates
that there is significant potential for improvement
in small-scale LLMs, which is worth exploring. Ad-
ditionally, enhancing the filtering performance of
Know-Filter can notably boost LLM performance
in commonsense reasoning. This also validates
our previous hypothesis that aiding the model in
generating better knowledge can enhance its com-
monsense reasoning capabilities.

6.2 Case Study

Table 3 presents a running example of GuideKG.
Know-Filter assigns higher scores to the knowl-

edge that contributes to LLM’s accurate answering
of questions. To safeguard against filtering mis-
steps, the fusion mechanism amalgamates the top
two high-scoring knowledge fragments. As we
continue generating along the chosen direction, we
observe a significant boost in the model’s utility
in the correct answer. This indicates that the fu-
sion mechanism retains crucial information within
the knowledge and effectively ensures the LLM’s
accurate generation direction. Sentence-level gen-
eration further extends this trend. More examples
are listed in Appendix E.

6.3 Further Analysis

We have also explored the impact of the scale of
Know-Filter and the number of sentences fused on
inferential performance, and visualized the reason-
ing outcomes of GuideKG. In addition, we tried
various other evaluation models to screen knowl-
edge, and the results show that our Know-Filter has
the best performance. More details are provided in
Appendix D.

7 Conclusion

We introduce GuideKG, a cost-effective and ef-
fective framework to enhance the commonsense
reasoning performance of small-scale LLMs. Ini-
tially, we automatically collect training data and
apply a novel Utility-Weighted Classification Loss
to train a reliable Know-Filter. Subsequently, by
integrating sentence-level generation and fusion
strategies, GuideKG achieves significant improve-
ments in commonsense reasoning benchmarks and
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demonstrates its efficacy across various datasets
and models. We also showcase the impressive po-
tential for improvements in commonsense reason-
ing tasks using small-scale LLMs.

8 Limitations

Computational Resources. Although small-scale
LLMs have been selected as the inference models
and Know-Filter, the process of multiple sampling
decoding and externally guided knowledge gener-
ation still requires substantial computational over-
head. This presents a key challenge for methods
requiring multiple sampling (Yao et al., 2023; Li
et al., 2023). In the future, we will try to use opti-
mized decoding methods to overcome this issue.
Rich and High-Quality Training Data. To ex-
plore the generalization performance of the Know-
Filter, the knowledge filter dataset was constructed
solely based on CSQA and CSQA2, involving
a limited range of commonsense question types.
Therefore, as indicated in Table 1, the improve-
ment brought about by the Know-Filter for SQA
and ARC-c was relatively minor. Additionally,
through sample analysis, several factors were iden-
tified that influence the evaluation capability of the
Know-Filter. These factors can be addressed by
enhancing data quality. Consequently, developing
rich and high-quality training data is an important
direction for further enhancing the performance of
the Know-Filter.

9 Ethics Statement

The paper has proposed an externally guided gen-
erative approach designed to enhance the perfor-
mance of LLM in commonsense reasoning tasks.
Our Knowledge Filter Dataset, automatically con-
structed based on LLM outputs, has not undergone
manual refinement, potentially incorporating erro-
neous information that could adversely affect the
predictions of the Know-Filter. Besides, our ap-
proach rely on pre-trained language models, which
are trained on large-scale web data that is known
to contain biased or discriminatory content.
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to simplify comparison with correct answers, we
appended a left parenthesis "(" at the end of the
knowledge integration reasoning prompts for the
multiple-choice datasets CSQA and ARC-c. This
strategy restricts the model’s response format, pre-
venting freeform generation that complicates ex-
tracting definitive answers.

A.1 Vicuna

We list Vicuna’s prompt templates in Table 4, 5, 6.

A.2 Alpaca

We list Alpaca’s prompt templates in Table 7, 8, 9.

B Datasets Information

B.1 Knowledge Filter Dataset

We collected samples on Alpaca-7B and Vicuna-
7B and constructed two sets of Knowledge Filter
Datasets. We sampled each question 20 times, ul-
timately retaining a pair of positive and negative
samples. When sampling outcomes contained only
positive or negative labels, we discarded those ques-
tions. For 80% of the questions, we collect positive
and negative samples as the training set, and for
the remaining 20% of the questions, we retain all
sampling results, which are used as the validation
set for selecting Know-Filter checkpoints. Table
9 and table 10 present examples of the knowledge
filtering dataset.

B.2 Evaluation Datasets

Table 12 showcases the datasets leveraged in our ex-
periment. The training sets of CSQA and CSQA2
were employed to gather data for knowledge filter-
ing. For the evaluation of inferential capabilities,
we utilized the officially partitioned test sets for
CSQA2, SQA, and ARC-c, with the experimen-
tal outcomes for CSQA2 and SQA being provided
through official online testing. Since the test set for
CSQA is not public, we conducted our evaluation
on the officially designated development set.

C Baseline Specification

Here are the details for each baseline:

Self-Knowledge (SK). Liu et al. (2022b) leverage
knowledge generated by LLM to assist small-scale
models in reasoning. We employed the same LLM
to serve both as the knowledge generation model
and the inference model, treating this setup as the

vanilla baseline without GuideKG.

Self-Consistency (SC). Following the method
described by Wang et al. (2023c), we sampled
multiple chains from the model, selecting the most
frequently occurring answer through a voting
mechanism. We also utilized the default setting
with temperature=0.7 for sampling chains.

Verifier. Li et al. (2023); Khalifa et al. (2023)
re-rank the sampling results using a trained Verifier.
For fairness, we finetuned a Verifier based on
monoT5-large with the same knowledge filter
dataset. The training process for the Verifier did
not leverage utility regularization loss.

Retrieval. Lewis et al. (2020) propose using dense
vector indexing of Wikipedia as a non-parametric
memory for LLMs, thereby enhancing the accuracy
and diversity of the generated text. We used
the RAG implementation script provided by
HuggingFace9.

Rainier. Liu et al. (2022a) enable a small model to
learn to generate knowledge related to the context
in order to answer given questions. This method
starts by imitating the knowledge generated by
GPT-3, and then learns to generate its own knowl-
edge through reinforcement learning. We use the
knowledge it generates directly for reasoning, serv-
ing as a baseline for external sources of knowledge.

D Further Analysis

D.1 Visual Analysis of Operational
Performance

We visualized the operation of GuideKG in Fig-
ure 6. For questions correctly inferred, we con-
ducted an additional greedy decoding reasoning
without adding knowledge, considering it as the
baseline reasoning ability of LLM. Regarding in-
correctly inferred questions, we retraced all knowl-
edge sampled during the GuideKG process. If any
piece of knowledge increased the utility of the cor-
rect answer above 0.5, we attributed the error to
GuideKG’s processing. Among the 864 questions
correctly answered, GuideKG resolved an addi-
tional 210 questions compared to greedy decoding,
achieving an absolute improvement of 17.2%. In
65.3% of the instances where reasoning was incor-
rect, Vicuna-7B failed to provide useful knowledge

9https://huggingface.co
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Vicuna Prompt

Knowledge Generation Prompt

A chat between a curious user and an artificial intelligence assistant. The assistant gives helpful,
detailed, and polite answers to the user’s questions. USER: Provide some knowledge related to the
question and no less than 50 words. Question: A revolving door is convenient for two direction travel,
but it also serves as a security measure at a what? ASSISTANT:

Knowledge-Integrated Reasoning Prompt

A chat between a curious user and an artificial intelligence assistant. The assistant gives helpful,
detailed, and polite answers to the user’s questions. USER: Choose the correct answer to the question
based on knowledge. Knowledge: [replace_here] Question: A revolving door is convenient for two-
direction travel, but it also serves as a security measure at a what? Answer Choices: (A) bank (B)
library (C) department store (D) mall (E) New York ASSISTANT: (

Table 4: Vicuna-7B and Vicuna-13B’s knowledge generation prompt and knowledge-integrated reasoning prompt
used on CSQA and ARC-c tasks.

Vicuna Prompt

Knowledge Generation Prompt

A chat between a curious user and an artificial intelligence assistant. The assistant gives helpful,
detailed, and polite answers to the user’s questions. USER: Provide some knowledge related to the
question and no less than 50 words. Question: Are more people today related to Genghis Khan than
Julius Caesar? ASSISTANT:

Knowledge-Integrated Reasoning Prompt

A chat between a curious user and an artificial intelligence assistant. The assistant gives helpful,
detailed, and polite answers to the user’s questions. USER: Answer the question based on knowledge.
Answer ’Yes’ or ’No’. Question: Are more people today related to Genghis Khan than Julius Caesar?
Knowledge: [replace_here] ASSISTANT:

Table 5: Vicuna-7B and Vicuna-13B’s knowledge generation prompt and knowledge-integrated reasoning prompt
used on CSQA2 and SQA tasks.

Vicuna Prompt

Sentence Fusion Prompt

A chat between a curious user and an artificial intelligence assistant. The assistant gives helpful,
detailed, and polite answers to the user’s questions. USER: Rewriting the given knowledge into a new
sentence requires retaining the part of the given knowledge that is relevant to the question and correct.
[Unfused sentences] Question: Are more people today related to Genghis Khan than Julius Caesar?
ASSISTANT:

Table 6: Vicuna-7B and Vicuna-13B’s sentence fusion prompt were used on four commonsense reasoning tasks.
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Alpaca Prompt

Knowledge Generation Prompt

Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:
Provide some knowledge related to the question and no less than 50 words.

### Input:
Question:
A revolving door is convenient for two-direction travel, but it also serves as a security measure at a
what?

### Response:

Knowledge-Integrated Reasoning Prompt

Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:
Choose the correct answer to the question based on knowledge.

### Input:
Knowledge:
[replace_here]
Question:
A revolving door is convenient for two direction travel, but it also serves as a security measure at a
what?
Answer Choices:
(A) bank (B) library (C) department store (D) mall (E) new york

### Response:
(

Table 7: Alpaca-7B’s knowledge generation prompts and knowledge-integrated reasoning prompts used on CSQA
and ARC-c tasks.
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Alpaca Prompt

Knowledge Generation Prompt

Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:
Provide some knowledge related to the question, avoid answering the question directly, and no less
than 50 words.

### Input:
Question:
Are more people today related to Genghis Khan than Julius Caesar?

### Response:

Knowledge-Integrated Reasoning Prompt

Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:
Answer the question based on knowledge. Answer ’Yes’ or ’No’.
### Input:
Question:
Are more people today related to Genghis Khan than Julius Caesar?
Knowledge:
[replace_here]

### Response:

Table 8: Alpaca-7B’s knowledge generation prompt and knowledge-integrated reasoning prompt used on CSQA2
and SQA tasks.

Alpaca Prompt

Sentence Fusion Prompt

Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:
Rewriting the given knowledge into a new sentence requires retaining the part of the given knowledge
that is relevant to the question and correct. [Unfused sentences]

### Input:
Question:
A revolving door is convenient for two-direction travel, but it also serves as a security measure at a
what?

### Response:

Table 9: Alpaca-7B’s sentence fusion prompt was used on four commonsense reasoning tasks.
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Train

From Num example

CSQA 4529 {"question": "If I am suffering from boredom, and I am also hungry, what should I
do?", "pos": "If you are suffering from boredom and hunger, it’s important to take
action to address both issues. First, try to find a way to alleviate your boredom by
engaging in a new activity or hobby. This could be anything from reading a book to
taking up a new sport. Additionally, make sure to eat regular meals to satisfy your
hunger and provide your body with the nutrients it needs. It’s also important to stay
hydrated by drinking plenty of water.", "neg": "If you are suffering from boredom
and hunger, it may be a good idea to find something to do that is both enjoyable and
fulfilling.", "pos_score": 0.98, "neg_score": 0.01, "pos_pred": "(C) grocery shop",
"neg_pred": "(D) see art"}

CSQA2 3500 {"question": "Can you use your phone to call 911 after you have removed your
sim card and data plan with your provider?", "pos": "You can still call 911 on your
phone even if you have removed your SIM card and data plan with your provider.
The phone’s built-in emergency call feature is designed to work without a SIM card
or data plan, and it will automatically use a temporary phone number to connect to
the emergency services. However, it’s important to note that this feature may not
work in all countries or regions, and the availability of emergency services may be
limited in some areas. Additionally, if you have a physical SIM card inserted in your
phone, you may still be able to make calls and use data services, but you will need
to contact your provider to re-activate your service.", "neg": "You cannot use your
phone to call 911 after removing the SIM card and data plan with your provider.",
"pos_score": 0.99, "neg_score": 0.03, "pos_pred": "yes", "neg_pred": "no"}

Table 10: Information and examples in the training set of knowledge filter datasets.
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Dev

From Num example

CSQA 787 {"question": "What is part of a republic like the USA?", "knowledge": [["A republic
is a form of government in which the people have the power to elect representatives
to make decisions on their behalf.", 0.17, "(D) democracy"], ["A republic is a form
of government in which the people have the power to elect representatives to make
laws and decisions on their behalf.", 0.23, "(D) democracy"], ["A republic is a form
of government in which the people have the power to elect representatives to govern
them.", 0.23, "(D) democracy"], ["A republic is a form of government in which the
people have the power to elect representatives to govern on their behalf. The United
States of America is a republic because its citizens elect representatives to the federal
government, which is responsible for making laws and policies that affect the entire
country.", 0.58, "(A) state"], ["A republic is a form of government in which the
people have the power to elect representatives to make laws and decisions on their
behalf. The United States is a republic, and as such, it has a system of checks and
balances in place to ensure that no one branch of government has too much power.",
0.61, "(A) state"], , ["The United States is a federal republic, which means that it is
a country made up of a central government and constituent political units, such as
states or provinces.", 0.98, "(A) state"]]}

CSQA2 1102 {"question": "Most people do not have any capillary filled areas on their noses.",
"knowledge": [["The human nose is covered in small blood vessels called capillaries.
These capillaries are responsible for delivering oxygen and nutrients to the skin cells
and helping to maintain the health and appearance of the skin.", 0.13, "yes"], ["The
human nose is a complex structure made up of bone, cartilage, and soft tissue.",
0.21, "yes"], ["Capillary filled areas on the nose are small, thin lines or dots that are
commonly seen on the bridge or tip of the nose.", 0.31, "yes"], ["Capillary refill is a
test used to evaluate skin hydration. It involves pinching the skin on the back of the
hand and observing how quickly the capillaries refill. Normal capillary refill time
is less than two seconds. Dermatitis, eczema, and other skin conditions can affect
capillary refill time.", 0.43, "yes"], ["Capillary refill is a test used to evaluate skin
hydration. It involves pinching the skin on the back of the hand and observing how
quickly the capillaries refill.", 0.50, "no"], ["Capillary refill is a test used to check
for dehydration. When a person’s nose is pinched, the normal capillary filled area
appears within a few seconds.", 0.59, "no"], ["Capillary refill is a test used to assess
the health of the skin and the functioning of the capillaries. It involves pressing a
piece of cotton wool or a lint-free cloth onto the skin and then observing the time
it takes for the capillaries to refill. Most people have capillary-filled areas on their
noses, particularly on the tip and the alar regions.", 0.76, "no"]]}

Table 11: Information and examples in the development set of knowledge filter dataset.
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Dataset # Train # Dev # Test

CommonsenseQA 9741 1221 -
StrategyQA - - 490
CommonsenseQA2 9264 2541 2473
ARC-Challenge - - 1172

Table 12: The number of samples per segment within
each evaluation benchmark utilized in our experiments.

in 10 sampling attempts. For the remaining inaccu-
rately inferred questions, we believe the failure was
due to GuideKG’s inability to filter knowledge ac-
curately. Below, we detailedly analyze the reasons
for these outcomes through specific examples.

Appendix E showcases GuideKG’s operation
cases across various benchmarks.

In the correct instances, the Know-Filter accu-
rately filters the optimal knowledge and gradually
increases the model’s utility in the correct answer
through iterative generation. Table 14 presents an
example where the integration mechanism func-
tions effectively, indicating its corrective role when
the Know-Filter selects inaccurate knowledge. In
incorrect instances, we observed that as the length
of knowledge increases, the average score given
by Know-Filter gradually rises while the proba-
bility of the correct answer decreases. The bias
introduced by text length causes longer knowledge
at the same stage to dominate. Moreover, analyz-
ing the knowledge in these instances revealed that
content incorrect but highly similar to the question
sometimes scores higher than effective knowledge,
suggesting that Know-Filter’s scoring may also be
influenced by text similarity.

Besides the evaluation errors of Know-Filter, an-
other part of the reason for incorrect reasoning
stems from the model’s sampling results not in-
cluding knowledge helpful for correctly answering
the question. This may result from the model not
having a deep enough memory of certain knowl-
edge, which could be mitigated by increasing the
sampling frequency. Another possibility is that the
model’s pre-training data is not comprehensive or
contains incorrect knowledge, leading to a lack of
necessary knowledge reserves for answering ques-
tions, marking a primary reason for theoretical per-
formance limitations.

D.2 Know-Filter Size

We trained three Know-Filter models of different
parameter sizes (Small, Base, and Large) to investi-

M o d e l  W r o n g
2 3 3  ( 1 9 . 1 % )

G u i d e K G  W r o n g
1 2 4  ( 1 0 . 2 % )

G u i d e K G  R i g h t
2 1 0  ( 1 7 . 2 % )

G r e e d y  R i g h t
6 5 4  ( 5 3 . 6 % )

Figure 6: Outcome Distribution of Vicuna-7B’s Reason-
ing on CSQA via GuideKG.
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Figure 7: The performance of Know-Filters of various
scales on four commonsense reasoning benchmarks,
using Vicuna-7B as the inference model.

gate the impact of scaling the Know-Filter model
size on our approach’s effectiveness. The results
presented in Figure 7 demonstrate that enlarging
the parameter size of the Know-Filter contributes
to enhanced performance across the majority of
datasets.

D.3 The Number of Fused Sentences

The fusion mechanism implemented in this study
enhances single sentences with a higher density
of knowledge, thereby mitigating the risk of over-
looking critical information due to erroneous as-
sessments, which in turn boosts the overall per-
formance. However, it is important to recognize
the potential introduction of incorrect, misleading
noise information during the fusion process. To
quantitatively assess the impacts of varying sen-
tence quantities on this mechanism, we conducted
experiments with different sentence count settings
(1, 2, 3, 4, 5). As depicted in Figure 8, the optimum
outcome was achieved by fusing the first two sen-
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Figure 8: The impact of fusing sentence quantity on
reasoning performance, utilizing Vicuna-7B as the in-
ference model.

tences when the sampled knowledge quantity was
set to 10; beyond this sentence count, a decline in
the model’s inferential performance was observed.

D.4 Different Evaluation Models

We selected three different types of evaluation mod-
els as baselines, namely the bidirectional encoder
(Bi-Encoder), VERA (Liu et al., 2023a), and an
LLM fine-tuned with LoRA (Hu et al., 2022).

First, we employ a BERT-based bi-encoder to
compute the semantic relevance between questions
and knowledge. Here, we selected the currently
best-performing pre-trained sentence embedding
model from Sentence-Transformers (Reimers and
Gurevych, 2020) (i.e., all-mpnet-base-v2), and fine-
tuned it on the Know-Filter dataset. Then, we
generated sentence embeddings for questions and
knowledge separately, and calculated their dot prod-
uct similarity, which was passed through a sigmoid
function to serve as the relevance score. Experi-
mental results showed that this sentence embedding
model exhibited reasonable filtering performance,
but still fell short of our method (Know-Filter), re-
sulting in an average performance drop of 3.55%.

Next, we employ VERA as our evaluation model.
VERA is a general-purpose commonsense state-
ment validation model, designed to estimate the
plausibility of declarative natural language state-
ments based on commonsense knowledge. Due
to not having been fine-tuned, VERA’s evaluation
performance on CSQA is even lower than that of
the bi-encoder.

Finally, we fine-tuned Llama-7B by adding
LORA modules, enabling it to perform the binary

Params CSQA CSQA2

Bi-Encoder 110M 66.7(-4.1) 59.7(-2.1)
VERA 4700M 62.5(-8.3) 59.9(-1.9)
LLaMA-LoRA 6700M 69.2(-1.6) 60.5(-1.3)

GuideKG 880M 70.8 61.8

Table 13: Comparison results between additional evalu-
ation model and our Know-Filter, using Vicuna-7B as
the inference model.

classification task of true/false judgment. Experi-
mental results demonstrated that the LORA fine-
tuning method achieved performance close to our
Know-Filter, with an average performance drop of
2.0%.

Considering the parameter scale factor, our origi-
nal Know-Filter still maintains an advantage. Since
the base model (mono-T5) of our original Know-
Filter had previously undergone training for simi-
lar tasks, this result also indicates that rich, high-
quality training data can enhance the Know-Filter’s
performance. In our future work, further improving
the Know-Filter’s capabilities while maintaining a
low parameter count will be an important aspect.

D.5 Generalization Analysis

We have provided a cost-effective method for gen-
erating prompts that can efficiently evaluate the
effectiveness of knowledge and enhance its util-
ity. This approach is universally applicable across
multiple reasoning tasks. When expanding to other
languages (such as Chinese, Japanese, Arabic, etc.),
we can employ models that are either specifically
designed for those languages or are multilingual
in capability as the reasoning models and Know-
Filters. This adaptation does not affect the op-
erational mechanism of our method but enables
its effective execution across different languages.
When extending to specific domains (such as law, fi-
nance, healthcare, etc.), the vast general knowledge
incorporated within modern LLMs, which often
includes a substantial amount of domain-specific
knowledge, usually does not significantly affect per-
formance. However, replacing the reasoning model
and Know-Filter with models specifically trained
for certain domains (like legalBERT (Mamakas
et al., 2022) , DoctorGLM (Xiong et al., 2023) ,
etc.) could greatly benefit our method. It would
facilitate the generation of valid domain-specific
knowledge, thereby enhancing performance in spe-
cific areas.
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Figure 9: Internal evaluation metrics of knowledge fil-
ters with different sizes.

D.6 Internal Evaluation of the Know-Filter

The Know-Filter serves GuideKG, and its primary
concern is whether it can select the best knowledge.
Therefore, common document ranking metrics
such as MRR, MAP, and NDCG are not suitable for
the internal evaluation of the Know-Filter.Below,
we provide a detailed explanation of the computa-
tional process for the internal evaluation criteria of
Know-Filter.

Our evaluation method measures the predictions
of the Know-Filter from two aspects to determine
if they pass. First, if the predicted optimal knowl-
edge matches the actual optimal knowledge, the
data point passes the test. This is similar to Pre-
cision@1. Second, if the utility label of the pre-
dicted optimal knowledge is greater than 0.5, the
test passes. This is because for both iterative gen-
eration and final inference results, knowledge with
a utility label greater than 0.5 is acceptable. We
also believe this approach may help select a more
generalizable Know-Filter. It is important to note
that these two aspects have an "or" relationship; sat-
isfying either one means the test passes. In Figure
9, we present the best internal evaluation results
for training Know-Filter of different sizes on the
knowledge filtering dataset collected from Vicuna.

E Running Cases

We demonstrate representative case studies of
GuideKG across each benchmark, derived from the
operations of Vicuna-7B. We categorize these into
concurrent and non-concurrent generation phases
to comprehensively depict GuideKG’s capabili-
ties. Each category includes typical positive and
negative cases for an in-depth sample analysis.
We present a "Filter score" (assigned by Know-

Filter) and a "Label score" (the probability of LLM
producing the correct answer under knowledge
prompt) for samples from CSQA and ARC, along
with the response ("Answer") provided by LLM un-
der knowledge prompts. Due to the unavailability
of test sets for CSQA2 and SQA, we cannot offer
Label scores. To maintain brevity, the knowledge
statements in the concurrent generation phase ex-
amples are exclusively those produced in the first
stage of SLGF.

E.1 CSQA
We list examples on CSQA by GuideKG in Table
14, 15, 16, 17.

E.2 ARC-c
We list examples on ARC-c by GuideKG in Table
18, 19, 20, 21.

E.3 SQA
We list examples on SQA by GuideKG in Table 22,
23.

E.4 CSQA2
We list examples on CSQA2 by GuideKG in Table
24, 25.
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QUESTION: A revolving door is convenient for two-direction travel, but it also serves as a
security measure at a what?

Sampling knowledge Filter score Label score Answer

A revolving door is a convenient feature for allowing
two-direction travel in and out of a building, such as
a shopping mall or airport.

0.56 0.012 mall

A revolving door is a convenient feature for allowing
two-directional travel in and out of a building, but it
also serves as a security measure at entrances to some
establishments, such as banks, government buildings,
and corporate offices.

0.41 0.95 bank

A revolving door is a convenient design for two-
direction travel, but it also serves as a security mea-
sure at entrances to buildings, such as government
buildings, banks, and office buildings.

0.36 0.69 bank

A revolving door is a convenient feature for allowing
people to enter and exit a building in both directions.

0.35 0.18 mall

A revolving door allows people to travel in both direc-
tions through a narrow opening, such as a doorway.

0.17 0.22 mall

FUSION: A revolving door is convenient for two-
directional travel and also serves as a security mea-
sure at entrances to some establishments, such as
banks, government buildings, and corporate offices.

0.58 0.96 bank

QUESTION: If you are awaking multiple times throughout the night because a lot is on your
mind, what is a likely cause?

Sampling knowledge Filter score Label score Answer

Multiple awakenings throughout the night can be a
sign of various causes, including anxiety, stress, de-
pression, medication side effects, or underlying health
conditions like sleep apnea or restless leg syndrome.

0.35 0.95 depression

There are several causes for waking up multiple times
throughout the night due to a buzzing in the ear.

0.27 0.02 getting out of bed

It is common to wake up multiple times throughout
the night if a lot is on your mind.

0.26 0.001 getting out of bed

There could be several reasons why you are awaken-
ing multiple times throughout the night.

0.22 0.001 getting out of bed

It is common to wake up multiple times throughout
the night if there is a lot on your mind.

0.12 0.001 getting out of bed

FUSION: If you are awaking multiple times through-
out the night due to a buzzing in the ear, it is likely
caused by anxiety, stress, depression, medication side
effects, or underlying health conditions like sleep ap-
nea or restless leg syndrome.

0.65 0.95 depression

Table 14: Correct examples in the same generation stage on the CSQA dataset by GuideKG. Each example contains
a question, five sampled knowledges, and one fusion result. Shown from high to low according to the Filter score,
meaning the second row’s knowledge is considered the optimal knowledge by the Know-Filter.
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QUESTION: Where would you find a monkey in the wild?

Sampling knowledge Filter score Label score Answer

Monkeys are found in the wild in a variety of habi-
tats, including forests, woodlands, and grasslands.

0.62 0.28 zoo

Monkeys can be found in the wild in a variety
of habitats, including forests, jungles, and grass-
lands.

0.62 0.37 zoo

Monkeys are found in the wild in various parts
of the world, including Africa, Asia, and South
America.

0.58 0.20 zoo

Monkeys are primates that are found in vari-
ous habitats across the world, including tropical
forests, grasslands, and wetlands.

0.58 0.20 zoo

Monkeys are found in the wild in tropical and
subtropical regions around the world, including
Africa, Asia, and South America.

0.56 0.19 zoo

FUSION: You can find a monkey in the wild in a
variety of habitats, including forests, woodlands,
and grasslands.

0.65 0.44 zoo

QUESTION: What type of keyboard is made up of one or more pipe divisions?

Sampling knowledge Filter score Label score Answer

A keyboard made up of one or more pipe divisions
is called a "modular keyboard." It consists of indi-
vidual modules or sections that can be connected
to form a complete keyboard layout.

0.86 0.17 modular keyboard

A keyboard made up of one or more pipe divisions
is called a "pipe organ" or simply "organ." It is a
musical instrument that produces sound through
the use of pipes and air pressure.

0.85 0.97 organ

A keyboard that is made up of one or more pipe
divisions is called a mechanical keyboard.

0.82 0.05 mechanical keyboard

A pipe organ is a type of keyboard instrument that
is made up of one or more pipe divisions.

0.76 0.98 organ

A type of keyboard known as the "Pipe Organ" is
made up of one or more pipe divisions.

0.73 0.97 organ

FUSION: A modular keyboard is made up of
one or more pipe divisions, which are individual
modules or sections that can be connected to form
a complete keyboard layout.

0.01 0.18 modular keyboard

Table 15: Incorrect examples in the same generation stage on the CSQA dataset by GuideKG. Each example
contains a question, five sampled knowledges, and one fusion result. Shown from high to low according to the Filter
score, meaning the second row’s knowledge is considered the optimal knowledge by the Know-Filter.
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QUESTION: Where would you find a monkey in the wild?

Stage Final knowledge Filter score Label score Answer

1 You can find a monkey in the wild in a variety of
habitats, including forests, woodlands, and grass-
lands.

0.65 0.44 zoo

2 You can find a monkey in the wild in a variety of
habitats, including forests, woodlands, and grass-
lands. You can find monkeys in the wild in different
parts of the world, such as Africa, Asia, and South
America, where they are native to tropical and sub-
tropical regions. They are often found in groups,
led by a dominant male.

0.69 0.56 thailand

3 You can find a monkey in the wild in a variety of
habitats, including forests, woodlands, and grass-
lands. You can find monkeys in the wild in different
parts of the world, such as Africa, Asia, and South
America, where they are native to tropical and sub-
tropical regions. They are often found in groups,
led by a dominant male. You would find a monkey
in the wild in trees, where they can be seen swing-
ing from branch to branch and eating a variety of
foods, including fruit, leaves, and insects.

0.72 0.62 thailand

QUESTION: Obstructing justice is sometimes an excuse used for police brutality which causes
what in people?

Stage Sampling knowledge Filter score Label score Answer

1 Obstructing justice is a criminal offense that oc-
curs when someone interferes with the administra-
tion of justice or impedes an investigation. This
can include actions such as interfering with an in-
vestigation or trial, or impeding the ability of law
enforcement to perform their duties. Obstructing
justice is sometimes used as an excuse for police
brutality, which can have a variety of negative ef-
fects on people, including physical harm, emotional
trauma, and damage to their rights and freedoms.

0.64 0.34 attack

2 Obstructing justice is a criminal offense that oc-
curs when someone interferes with the administra-
tion of justice or impedes an investigation. This
can include actions such as interfering with an in-
vestigation or trial, or impeding the ability of law
enforcement to perform their duties. Obstructing
justice is sometimes used as an excuse for police
brutality, which can have a variety of negative ef-
fects on people, including physical harm, emotional
trauma, and damage to their rights and freedoms.
Police brutality is the use of excessive force by
law enforcement, and it is a serious violation of
people’s rights.

0.32 0.62 getting hurt

Table 16: Correct examples in the different generation stages on the CSQA dataset by GuideKG.1127



QUESTION: If you take the risk of buying a used car, you still hope it can what?

Stage Final knowledge Filter score Label score Answer

1 If you take the risk of buying a used car, you still
hope that it will run smoothly and reliably for you.

0.83 0.36 go fast

2 If you take the risk of buying a used car, you still
hope that it will run smoothly and reliably for
you. You may also hope that the car will be in
good condition and not have any major mechanical
issues that will require expensive repairs.

0.84 0.21 go fast

QUESTION: Who might wear dark glasses indoors?

Stage Final knowledge Filter score Label score Answer

1 Individuals who work or spend time in environ-
ments with high levels of artificial light, such as
photographers, video editors, or people who use
computer screens for extended periods, may wear
dark glasses indoors to reduce glare and protect
their eyes from the strain of bright light.

0.56 0.50 blind person

2 Individuals who work or spend time in environ-
ments with high levels of artificial light, such as
photographers, video editors, or people who use
computer screens for extended periods, may wear
dark glasses indoors to reduce glare and protect
their eyes from the strain of bright light. People
who have eye conditions like cataracts, glaucoma,
or retinal diseases, or who have certain medical
conditions such as photophobia, may wear dark
glasses indoors to filter out excessive light and
reduce eye strain.

0.68 0.18 ray charles

2 Obstructing justice is a criminal offense that oc-
curs when someone interferes with the administra-
tion of justice or impedes an investigation. This
can include actions such as interfering with an
investigation or trial, or impeding the ability of
law enforcement to perform their duties. Obstruct-
ing justice is sometimes used as an excuse for
police brutality, which can have a variety of neg-
ative effects on people, including physical harm,
emotional trauma, and damage to their rights and
freedoms. Police brutality is the use of excessive
force by law enforcement, and it is a serious viola-
tion of people’s rights.

0.32 0.62 getting hurt

Table 17: Incorrect examples in the different generation stages on the CSQA dataset by GuideKG.
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QUESTION: The end result in the process of photosynthesis is the production of sugar and
oxygen. Which step signals the beginning of photosynthesis?

Sampling knowledge Filter score Label score Answer

The beginning of photosynthesis is signaled by the
conversion of light energy into chemical energy
through the process of photolysis.

0.69 0.001
light energy is
converted to
chemical energy

The beginning of photosynthesis is signaled by the
absorption of light energy by chlorophyll, a pigment
found in plant cells.

0.68 0.99
chlorophyll in the
leaf captures light
energy

The beginning of photosynthesis is signaled by the
absorption of light energy by chlorophyll pigments
in the chloroplasts of plant cells.

0.68 0.99
chlorophyll in the
leaf captures light
energy

The beginning of photosynthesis is signaled by the
absorption of light energy by pigment molecules,
specifically chlorophyll, in the thylakoid membranes
of the chloroplasts in plant cells.

0.67 0.99
chlorophyll in the
leaf captures light
energy

The process of photosynthesis is initiated when a
plant’s chloroplasts absorb light energy from the sun.

0.65 0.99
chlorophyll in the
leaf captures light
energy

FUSION: The beginning of photosynthesis is sig-
naled by the absorption of light energy by pigment
molecules, specifically chlorophyll, in the thylakoid
membranes of the chloroplasts in plant cells.

0.63 0.99
chlorophyll in the
leaf captures light
energy

QUESTION: Petrified palm trees are found in sedimentary rock near glaciers. The presence of
the petrified palm trees most likely provides evidence for which statement?

Sampling knowledge Filter score Label score Answer

Petrified palm trees are found in sedimentary rock
near glaciers, providing evidence for the past pres-
ence of tropical or subtropical climates in the area.

0.82 0.99
the climate in the
area was once
tropical

Petrified palm trees are often found in sedimentary
rock near glaciers, which suggests that they were
once part of a tropical forest during a time when the
Earth’s climate was warmer and wetter.

0.79 0.99
the climate in the
area was once
tropical

Petrified palm trees are found in sedimentary rock
near glaciers, indicating that they were once sub-
merged in water.

0.78 0.001
there was once more
water in the area

Petrified palm trees are often found in sedimentary
rock near glaciers, and their presence is evidence of
a warmer, wetter climate in the past.

0.76 0.01
there was once more
water in the area

Petrified palm trees are fossilized remains of palm
trees that were once alive.

0.67 0.27
there was once more
water in the area

FUSION: The presence of petrified palm trees in
sedimentary rock near glaciers indicates that they
were once part of a tropical rainforest that existed in
the area millions of years ago, providing evidence for
the past presence of tropical or subtropical climates.

0.81 0.99
the climate in the
area was once
tropical

Table 18: Correct examples in the same generation stage on the ARC-c dataset by GuideKG.
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QUESTION: Which of these gases is the most abundant greenhouse gas in the lower atmosphere
of Earth?

Sampling knowledge Filter score Label score Answer

The most abundant greenhouse gas in the lower at-
mosphere of Earth is carbon dioxide (CO2). It is a
colorless and odorless gas that is naturally present
in the atmosphere.

0.79 0.001 carbon dioxide

The most abundant greenhouse gas in the lower at-
mosphere of Earth is water vapor, which accounts
for about 95% of the total greenhouse effect.

0.76 0.99 water vapor

Water vapor is the most abundant greenhouse gas in
the lower atmosphere of Earth, followed by carbon
dioxide and methane.

0.72 0.99 water vapor

The most abundant greenhouse gas in the lower at-
mosphere of Earth is water vapor.

0.71 0.99 water vapor

The most abundant greenhouse gas in the lower at-
mosphere of Earth is water vapor.

0.71 0.99 water vapor

FUSION: Carbon dioxide (CO2) is the most abun-
dant greenhouse gas in the lower atmosphere of
Earth, followed by water vapor and methane.

0.66 0.001 carbon dioxide

QUESTION: On August 21, a flash flood warning was issued for the Las Vegas area. Which
statement best describes this warning in terms of weather and climate?

Sampling knowledge Filter score Label score Answer

The flash flood warning issued for the Las Vegas
area on August 21 indicated a severe weather event
that posed a significant risk to the area.

0.35 0.04
It is a rare event in-
consistent with local
climate and weather

The flash flood warning issued for the Las Vegas area
on August 21 indicates a severe weather event, typi-
cally associated with heavy rainfall, that can result
in sudden and rapid flooding of low-lying areas.

0.30 0.17
It is a rare event in-
consistent with local
climate and weather

The flash flood warning issued for the Las Vegas
area on August 21 indicates a severe weather event
that is likely to occur due to heavy rainfall in the
region.

0.29 0.02
It is a rare event in-
consistent with local
climate and weather

A flash flood warning is a severe weather warning
issued by the National Weather Service when rainfall
is expected to cause flooding in a specific area.

0.23 0.25
It is a rare event in-
consistent with local
climate and weather

The flash flood warning for the Las Vegas area on
August 21 indicated that a severe thunderstorm with
heavy rainfall was expected to impact the region.

0.22 0.31
It is a rare event in-
consistent with local
climate and weather

FUSION: The flash flood warning issued for the Las
Vegas area on August 21 indicates a severe weather
event, typically associated with heavy rainfall, that
can result in sudden and rapid flooding of low-lying
areas.

0.29 0.17
It is a rare event in-
consistent with local
climate and weather

Table 19: Incorrect examples in the same generation stage on the ARC-c dataset by GuideKG.
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QUESTION: A scientist maps a long region in which earthquakes originate and determines this
region is a transform plate boundary. Which evidence would cause the scientist to reevaluate this
determination?

Stage Final knowledge Filter score Label score Answer

1
A transform plate boundary is a type of plate bound-
ary where two tectonic plates move past each other
along a fault, resulting in earthquakes.

0.72 0.10

The region
shows
extensive
faulting of
sediments.

2

A transform plate boundary is a type of plate bound-
ary where two tectonic plates move past each other
along a fault, resulting in earthquakes. The evi-
dence that would cause a scientist to reevaluate the
determination of a transform plate boundary in a
long region could include the presence of volcanic
activity, the absence of a seismic gap, or the exis-
tence of normal faults instead of transform faults.

0.67 0.39

The region
shows
extensive
faulting of
sediments.

3

A transform plate boundary is a type of plate bound-
ary where two tectonic plates move past each other
along a fault, resulting in earthquakes. The evi-
dence that would cause a scientist to reevaluate the
determination of a transform plate boundary in a
long region could include the presence of volcanic
activity, the absence of a seismic gap, or the exis-
tence of normal faults instead of transform faults.
These findings would suggest that the region may
be a convergent plate boundary, where two plates
are colliding, or a divergent plate boundary, where
two plates are moving apart.

0.72 0.51

Volcanism
also charac-
terizes the
region.

QUESTION: What is the primary cause of rainstorms?

Stage Sampling knowledge Filter score Label score Answer

1
The primary cause of rainstorms is the upward
movement of air in the atmosphere, which creates
convection.

0.58 0.01
Mountains
direct moist
air upward.

2

The primary cause of rainstorms is the upward
movement of air in the atmosphere, which creates
convection. This is caused by the heating of the
surface of the Earth by the sun, which causes the
air near the surface to become warmer and more
buoyant.

0.71 0.99
Earth is
heated by
the Sun.

3

The primary cause of rainstorms is the upward
movement of air in the atmosphere, which creates
convection. This is caused by the heating of the
surface of the Earth by the sun, which causes the
air near the surface to become warmer and more
buoyant. As this warmer, more buoyant air rises, it
cools and the moisture in the air condenses, form-
ing clouds and ultimately leading to rainfall.

0.72 0.96
Earth is
heated by
the Sun.

Table 20: Correct examples in the different generation stages on the ARC-c dataset by GuideKG.1131



QUESTION: Garden plants on Earth require four resources to stay alive: soil, air, water, and
sunlight. How many of these resources are necessary for life to exist on the moon or another
planet?

Stage Final knowledge Filter score Label score Answer

1
Only three of the four resources are necessary for life
to exist on the moon or another planet: soil, air, and
water.

0.58 0.03 3

2

Only three of the four resources are necessary for
life to exist on the moon or another planet: soil, air,
and water. To survive on the moon or another planet,
garden plants require soil, air, water, and sunlight,
just like on Earth.

0.59 0.34 3

3

Only three of the four resources are necessary for
life to exist on the moon or another planet: soil, air,
and water. To survive on the moon or another planet,
garden plants require soil, air, water, and sunlight,
just like on Earth. However, the absence of a thick
atmosphere and the extreme temperature fluctuations
on the moon make it difficult for plants to grow.

0.61 0.12 3

QUESTION: What can most likely be seen without the aid of a telescope on a clear night?

Stage Sampling knowledge Filter score Label score Answer

1
On a clear night, the most likely thing that can be
seen without the aid of a telescope is the naked eye.

0.68 0.97
the Milky
Way
galaxy

2

On a clear night, the most likely thing that can be seen
without the aid of a telescope is the naked eye. The
naked eye can see a wide range of objects, including
stars, planets, and meteors.

0.61 0.91
the Milky
Way
galaxy

3

On a clear night, the most likely thing that can be seen
without the aid of a telescope is the naked eye. The
naked eye can see a wide range of objects, including
stars, planets, and meteors. The brightness of the
object determines how easily it can be seen.

0.57 0.80
the Milky
Way
galaxy

4

On a clear night, the most likely thing that can be seen
without the aid of a telescope is the naked eye. The
naked eye can see a wide range of objects, including
stars, planets, and meteors. The brightness of the
object determines how easily it can be seen. For
example, the brightest stars can be seen from far
away, while the dimmer objects, like meteors, can
only be seen for a short time.

0.68 0.49 asteroids

Table 21: Incorrect examples in the different generation stages on the ARC-c dataset by GuideKG.
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QUESTION: Is a mustache related to a dictator?

Sampling knowledge Filter score Answer

A mustache is not necessarily related to a dictator. 0.47 no

A mustache is not inherently related to a dictator, as many individuals, includ-
ing heads of state, have worn mustaches for various reasons.

0.47 no

The association between a mustache and a dictator is a stereotype that has
been perpetuated in popular culture.

0.39 yes

A mustache is a facial hairstyle that is often associated with power and author-
ity, which may be why it is sometimes associated with dictators.

0.36 yes

Mustaches have been associated with dictators and authoritarian figures
throughout history.

0.35 yes

FUSION: A mustache is not inherently related to a dictator, but it can be
associated with certain historical figures who were dictators.

0.37 yes

QUESTION: Would a monocle be appropriate for a cyclops?

Sampling knowledge Filter score Answer

A monocle would not be appropriate for a cyclops, as a cyclops is a mythical
creature with only one eye in the center of its forehead, while a monocle is a
type of eyepiece that is typically worn by humans to correct vision problems
or improve visual acuity.

0.55 no

A monocle would not be appropriate for a cyclops, as the term "cyclops" refers
to a mythical creature with a single eye in the center of its forehead.

0.53 no

A monocle would not be appropriate for a cyclops, as a cyclops is a mytholog-
ical creature with a single eye in the center of its forehead, while a monocle is
a single lens spectacle that is typically worn on the bridge of the nose.

0.53 no

A monocle is an optical device that is worn on the eye to correct vision. 0.30 yes

A monocle is a single-lens spectacle that is placed on the eye to correct vision
problems or to add a touch of style.

0.27 yes

FUSION: No, a monocle would not be appropriate for a cyclops because it
is a mythical creature with only one eye in the center of its forehead, while
a monocle is a type of eyepiece that is typically worn by humans to correct
vision problems or improve visual acuity.

0.56 no

Table 22: Examples in the same generation stage on the SQA dataset by GuideKG.
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QUESTION: Did Metroid have a link with the studio of the DOA series?

Stage Final knowledge Filter score Answer

1 Metroid is a popular video game series developed by Nintendo, while
the DOA (Dead or Alive) series is developed by Team Ninja, a differ-
ent studio altogether.

0.55 no

2 Metroid is a popular action-adventure video game series developed by
Nintendo, and while it has no direct link with the studio of the DOA
series, it is developed by a different studio altogether. The DOA series,
on the other hand, is developed by EA Tiburon and has a completely
different gameplay style.

0.58 no

3 Metroid is a popular action-adventure video game series developed by
Nintendo, and while it has no direct link with the studio of the DOA
series, it is developed by a different studio altogether. The DOA series,
on the other hand, is developed by EA Tiburon and has a completely
different gameplay style. Metroid is known for its unique blend of
exploration and shooting mechanics, while the DOA series focuses
more on fast-paced combat and sports elements.

0.60 no

QUESTION: Did Ferdinand Porsche hold a triple citizenship?

Stage Sampling knowledge Filter score Answer

1 Ferdinand Porsche was an Austrian-born automotive engineer who
became a naturalized citizen of Germany in 1938.

0.52 no

2 Ferdinand Porsche was an Austrian-born automotive engineer who
became a naturalized citizen of Germany in 1938. Ferdinand Porsche
held dual citizenship with Austria and Germany, but he did not hold
triple citizenship. He was known for his design and development of
the iconic Porsche sports car and was a key figure in the automotive
industry.

0.56 no

Table 23: Examples in the different generation stage on the SQA dataset by GuideKG.
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QUESTION: The paper on which American currency is printed has essentially the same
ingredients as writing paper?

Sampling knowledge Filter score Answer

The paper used for printing American currency is called "Federal Reserve Note
Paper." It is made from a combination of cotton and linen fibers, which gives it
the strength and durability needed to withstand the handling and transportation
of currency.

0.64 no

The paper used for printing American currency is made from a combination
of cotton and linen fibers, which gives it the necessary strength and durability
to withstand frequent handling and exposure to moisture.

0.63 no

The paper used for printing American currency is made from a blend of cotton
and linen fibers, which gives it a slightly rough texture and makes it durable
enough to withstand frequent handling.

0.62 no

The paper used for printing American currency is made from wood pulp and
has a similar composition to standard writing paper.

0.36 yes

The paper used for printing American currency is primarily composed of wood
pulp, which is derived from wood chips that have been processed in a pulping
mill.

0.29 yes

FUSION: The paper used for printing American currency, also known as
banknote paper, is made from a combination of cotton and linen fibers to make
it resistant to water, tearing, and fading.

0.68 no

QUESTION: University teacher always earns more than fast food worker?

Sampling knowledge Filter score Answer

The average salary of a university teacher varies depending on factors such as
the teacher’s experience, education level, and the institution they work for.

0.63 no

The average salary of a university teacher in the United States is significantly
higher than that of a fast food worker.

0.38 yes

The income disparity between university teachers and fast food workers is due
to a variety of factors, including the education and qualifications required for
each profession, the level of skill involved in each job, and the demand for
each profession.

0.38 yes

The income disparity between university teachers and fast food workers is due
to various factors, including education, experience, job responsibilities, and
industry demands.

0.37 yes

University teachers typically have a higher level of education and expertise
compared to fast food workers, which often leads to higher pay.

0.34 yes

FUSION: University teachers earn more than fast food workers, but the
exact amount varies based on factors such as experience, education level, and
institution.

0.35 yes

Table 24: Examples in the same generation stage on the CSQA2 dataset by GuideKG.
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QUESTION: Those who hold the majority of the house and senate has the ability to pass laws
without negotiating with the minority party.

Stage Final knowledge Filter score Answer

1 In the United States, the majority party in the House of Represen-
tatives and the Senate has the power to pass legislation without the
support of the minority party, as long as they have a majority of seats
in each chamber.

0.40 yes

2 The majority party in the House of Representatives and the Senate in
the United States has the power to pass legislation without the support
of the minority party, as long as they have a majority of seats in each
chamber. This is known as "passing a bill with a simple majority."
In the House, a majority is defined as a majority of representatives
present and voting, while in the Senate, a majority is defined as a
majority of Senators present and voting.

0.42 yes

3 The majority party in the House of Representatives and the Senate in
the United States has the power to pass legislation without the support
of the minority party, as long as they have a majority of seats in each
chamber. The majority party in the House and Senate has the ability
to pass laws without negotiating with the minority party, as long as
they have the necessary votes. This is known as "passing a bill with
a majority vote." The minority party can try to block or delay the
passage of a bill using various procedural tactics, but ultimately, the
majority party can still pass a bill if they have the necessary votes.
This system is known as "majoritarianism" and is designed to ensure
that the majority of the population can have its voice heard through
the democratic process.

0.43 yes

QUESTION: Dracula is out only during the night because the day sun will kill him.

Stage Sampling knowledge Filter score Answer

1 Dracula is a fictional character in Bram Stoker’s novel "Dracula." In
the story, Dracula is a vampire who can only be out during the night
because the sun’s rays will cause him to weaken and eventually die.

0.38 yes

2 Dracula is a fictional character in Bram Stoker’s novel "Dracula."
In the story, Dracula is a vampire who can only be out during the
night because the sun’s rays will cause him to weaken and eventually
die. This is because vampires in popular culture are often depicted as
being weakened or killed by the sunlight.

0.40 yes

3 Dracula is a fictional character in Bram Stoker’s novel "Dracula."
In the story, Dracula is a vampire who can only be out during the
night because the sun’s rays will cause him to weaken and eventually
die. This is because vampires in popular culture are often depicted
as being weakened or killed by the sunlight. In reality, there is no
scientific basis for this belief, and the concept of vampires is purely
fictional.

0.69 no

Table 25: Examples in the different generation stage on the CSQA2 dataset by GuideKG.
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