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Abstract

NLU models have achieved promising results
on standard benchmarks. Despite state-of-the-
art accuracy, analysis reveals that many models
make predictions using annotation bias rather
than the properties we intend the model to learn.
Consequently, these models perform poorly on
out-of-distribution datasets. Recent advances
in bias mitigation show that annotation bias
can be alleviated through fine-tuning debias-
ing objectives. In this paper, we apply causal
mediation analysis to gauge how much each
model component mediates annotation biases.
Using the knowledge from the causal analy-
sis, we improve the model’s robustness against
annotation bias through two bias mitigation
methods: causal-grounded masking and gradi-
ent unlearning. Causal analysis reveals that bi-
ases concentrated in specific components, even
after employing other training-time debiasing
techniques. Manipulating these components by
masking out neurons’ activations or updating
specific weight blocks both demonstrably im-
prove robustness against annotation artifacts. 1

1 Introduction

Current Natural Language Understanding
(NLU) models obtain state-of-the-art accuracy
on in-distribution benchmarks. However, re-
searchers (Gururangan et al., 2018; McCoy et al.,
2019) have found that these models utilize annota-
tion bias to make predictions, negatively affecting
the models’ generalizability. Consequently, bias
analysis and mitigation are crucial topics in NLU.

One popular approach to assessing bias in NLU
models is behavioral analysis. This approach views
models as test subjects and evaluates them by col-
lecting their behavioral data in specific test cases
without considering their internal components. Re-
sults from behavioral analyses (Sanchez et al.,

*Equal Contribution.
1The code is available at https://github.com/

sitiporn/DebiasNeuro-components.

2018; Gururangan et al., 2018; McCoy et al., 2019)
reveal that NLU models rely on superficial patterns
to make predictions2. Although using such super-
ficial patterns as shortcuts can be advantageous
when used in-distribution, they can mislead models
to wrong answers when used in out-of-distribution
settings.

Based on behavioral analysis, researchers de-
velop techniques to address annotation artifacts
directly by considering an entire NLU model as
a black box. While this approach is beneficial in
terms of simplicity, results from structural analy-
sis show that learned features are localized within
specific groups of components (Giulianelli et al.,
2018). Consequently, we suggest that the study of
bias mitigation would greatly benefit from analyz-
ing an NLU model as a collection of components
to direct the mitigation effort strategically.

Causal mediation analysis (CMA) has been
applied to conduct structural analysis on NLP
tasks (Vig et al., 2020; Finlayson et al., 2021;
Mueller et al., 2022; Geiger et al., 2021; Wang
et al., 2023b; Meng et al., 2022; Stolfo et al., 2023).
CMA provides a framework to identify specific
components within a model that contribute to a be-
havior of interest. Nevertheless, CMA for NLU is
underexplored, and common counterfactual gener-
ation techniques for CMA rely on automatic text
edits for each sample. This practice is inadequate
to capture the spurious correlations we are inter-
ested in. Furthermore, most CMA works within
NLP are limited to behavioral-structural analysis
without using this valuable knowledge to enhance
the performance of the models.

To accommodate the need to interpret and miti-
gate biases, we argue that an ideal CMA framework

2Our preliminary analysis also suggests that a BERT-based
model is more confident when predicting samples correctly
identified by the bias model compared to those predicted incor-
rectly. The average Softmax outputs for ground-truth answers
are 0.84 and 0.78 for these two groups of samples.
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for NLU should have two following features:
1. The ability to specify model components re-

sponsible for mediating biases caused by an-
notation artifacts in NLU tasks.

2. The ability to apply the knowledge acquired
from CMA to mitigate bias for the existing
models without the need to train from scratch.

We formulate the impact of annotation artifacts
in the NLU problem using a causal graph, as shown
in Figure 1. With this paradigm, we model the an-
notation artifact, neuron, and classification outputs
as a control variable A, mediator Z, and response
variable Y , respectively. This allows us to generate
a biased counterfactual sample at A and observe
how Z produces an indirect effect on the classifica-
tion output Y .

Figure 1: Causal graph for an NLU task: An annotation
artifact A has an influence over the neuron Z. Z is then
used to predict Y . Therefore, We view Z as a mediator
between A and Y . We can decompose an effect of A on
Y into direct and indirect effects.

To show whether CMA can identify the model
components mediating high-bias information, we
apply CMA in the bias mitigation process to reduce
the impact of annotation bias. We experimented
with two bias mitigation methods: causal-grounded
masking and gradient unlearning. The crux of our
methods lies in solely utilizing the top components
that mediate the most effect from the annotation
artifact, which are identified by the CMA process.
The bias mitigation method serves not only as a
method for improving performance on challenge
sets but also as an evaluation tool that demonstrates
the effectiveness of the CMA process. Furthermore,
the bias mitigation methods can be applied post-
hoc to any existing models without training from
scratch or adding an additional module. In this
way, users can import our set of weights and use
the exact same code for their inference module
without requiring an additional engineering effort.

We apply the CMA to analyze the NLI models
using the standard MNLI dataset. In addition, our
bias mitigation modules show improvements on
the standard NLU spurious correlation mitigation
benchmark that includes the following tasks: NLI,
fact verification, and paraphrase detection.

CMA shows that annotation bias effects are
mainly concentrated in specific components, es-
pecially in neurons of the last few layers of the
model. Our experimental results on bias mitigation
demonstrate that modifying components identified
by the CMA process can effectively improve the
robustness against annotation artifacts.

2 Related Work

2.1 Causal Mediation Analysis

Causality studies how a response variable changes
when we apply an intervention. Causal mediation
analysis (CMA) is a tool to study the effect of me-
diators on a response variable (Pearl, 2001). In the
context of machine learning and NLP, Vig et al.
(2020) proposed a CMA framework to investigate
how each mechanism within Transformers is af-
fected by gender bias. This framework views each
model component, such as a neuron, as a media-
tor. This inspires various NLP works to apply the
CMA method to investigate how specific compo-
nents in LMs mediate an attribute that researchers
are interested.

Prominent CMA examples include grammatical
inflections in the subject-verb agreement task (Fin-
layson et al., 2021; Mueller et al., 2022), an ab-
stract causal process in natural language infer-
ence (Geiger et al., 2021), names in indirect object
identification (Wang et al., 2023b), facts in text
generation (Meng et al., 2022), and operands in
arithmetic reasoning (Stolfo et al., 2023). However,
most of these studies do not use the knowledge
gained from the causal analysis to improve the per-
formance.

Only Meng et al. (2022) utilize this analysis by
updating weights in the MLP layers, while Chin-
tam et al. (2023) apply the idea of counterfactuals
from Vig et al. (2020) without engaging in causal
analysis to learn a mask that identifies the compo-
nents of a model responsible for bias. They design
a loss function based on a comparison between fac-
tual and counterfactual samples to learn a mask for
debiasing.

For annotation artifacts on NLU tasks, Udom-
charoenchaikit et al. (2022) identify causal graph
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that reveals the relationships between annotation ar-
tifacts and the prediction outcomes for NLU tasks.
They also provide a CMA by viewing text as the
mediator. However, their CMA method views the
entire model as one component and, therefore, can-
not provide a structural analysis for NLU tasks.

2.2 Bias Mitigation Methods in NLU

A common approach to mitigating bias in NLU is
reweighting the cross-entropy losses. Instead of
treating all training samples equally, the reweight-
ing paradigm allocates different weights to sam-
ples based on how much they are affected by bi-
ases. Typically, a reweighting method involves the
following steps: training a bias model and sub-
sequently assigning weights to training examples
based on the prediction scores generated by the
bias model for the ground-truth labels (Clark et al.,
2019; Schuster et al., 2019; Karimi Mahabadi et al.,
2020; Utama et al., 2020b; Ghaddar et al., 2021).

Another common technique is model ensem-
bling. Researchers have applied Product-of-
Experts (PoE) (Hinton, 2002) for NLU debias-
ing (Clark et al., 2019; Sanh et al., 2021; Wang
et al., 2023a; Du et al., 2023). They integrate a bias
model with the main model to create an ensem-
ble, with the goal of ensuring that the main model
learns all the relevant information except for the
biases. Self-distillation frameworks have also been
proposed. They use a bias model (Utama et al.,
2020a) or an integrated gradient score (Du et al.,
2021) to produce confident scaling scores to adjust
the confidence of the model’s predictions.

Recently, a post-hoc counterfactual inference
approach has been explored. Tian et al. (2022)
and Udomcharoenchaikit et al. (2022) replace the
inference step based on the Softmax output with
the counterfactual inference output.

2.3 Discussion

Although these bias mitigation methods can obtain
reasonable results on in-distribution datasets and
improve performance on challenge sets, they can
only be used to train new models. They address
the whole model instead of specific components re-
sponsible for bias sensitivity. As a result, we cannot
apply it to the existing models without retraining
from scratch.

Recently, Meissner et al. (2022) show that we
can alter specific parameters of the model to im-
prove the robustness in NLU. Building on this in-
sight, our proposed methods can still improve on

Meissner et al. (2022) by further refining the acti-
vation outcomes or the parameters of components
that are proned to bias.

3 Proposed Method

In this section, we formulate a method to iden-
tify model components prone to bias and mitigate
bias in these components accordingly. As a struc-
tural analysis method, Causal Mediation Analy-
sis (CMA) provides an effective means to analyze
behavioral-structural relations within a pretrained
language model (PLM). In particular, this method
has been used to investigate specific information in
each PLM component (Vig et al., 2020; Finlayson
et al., 2021; Mueller et al., 2022). However, no
prior works explore how to manipulate the bias-
containing components to mitigate spurious corre-
lation in NLU tasks.

The overview of our proposed framework is
shown in Figure 2. Sec. 3.1 presents our coun-
terfactual generation method, enabling us to ex-
ploit known bias features to identify bias samples.
Sec. 3.2 describes the process that employed the
generated counterfactuals to pinpoint components
mediating biases. Sec. 3.3 presents our bias miti-
gation methods that exploit the knowledge of these
biased components to mitigate annotation biases.

3.1 Counterfactual Generation

To study how each neuron mediates annotation ar-
tifacts, we assign a counterfactual value z∗j to each
neuron in the model. A popular method to create
counterfactual samples is automatic text editing.
For instance, in gender bias research, one can sim-
ply replace the subject in the sentence to examine
the bias. This allows us to compare whether the
pronoun will be more likely to be “he” or “she”
when we change the subject of the sentence, as
shown in the following example.

(1) Prompt: An engineer said that [blank].
Counterfactual: The woman said that [blank].

However, for an NLU task, such replacement does
not generate a sample that reflects an annotation
artifact (e.g., word overlap), as shown in the fol-
lowing example.

(2) Premise: A black race car starts up in front of
a crowd of people.
Hypothesis: A man is driving down a lonely
road.
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Figure 2: The CMA Bias Mitigation Framework: (a) We start by collecting neurons’ activations based on bias
inputs, then create an aggregated representation for the whole network. (b) We create a counterfactual network by
using set-bias operation. Then, we compare the intervention outcome with the original outcome. (c) We can then
apply one of the following bias mitigation methods to neurons with the highest indirect effects: (c.1) We select the
top neurons mediating the highest effects from the annotation artifact and then mask them by multiplying with zero.
(c.2) We only update weights that are tied directly to the top neurons.

In contrast to previous research (Vig et al., 2020;
Finlayson et al., 2021), our method does not rely
on automatic text editing to create a counterfactual
scenario for NLU tasks. This allows us to cover a
wider range of NLU tasks, e.g., NLI, fact verifica-
tion, and paraphrase identification.

We propose a generalized counterfactual genera-
tion approach for annotation artifacts in NLU. Our
approach focuses on generating a counterfactual
state at the representation level instead of the tex-
tual input level. First, we create a counterfactual
state by aggregating the activation outcomes from
the samples of interest, which we select by choos-
ing samples that contain the most bias-leaning fea-
tures. For instance, in the NLI task, we select sam-
ples with high word overlap (See Sec. 4.3). Second,
we define an intervention operation, set-bias, to
influence the model to move toward the bias di-
rection. We use the neuron activation values from
the counterfactual state to replace those in the fac-
tual scenario. Using activation outcomes from the
counterfactual state, we can perform causal infer-
ence operations without creating a counterfactual
through text modification.

3.2 Causal Mediation Analysis for NLU

Let us consider the annotation process of the stan-
dard NLI dataset, MNLI. Based on a provided

premise, an annotator generates one hypothesis for
each class. Previous investigations (Gururangan
et al., 2018; McCoy et al., 2019) suggest that an-
notators use specific annotation strategies that may
introduce superficial patterns into their generated
hypotheses. These shallow patterns can indirectly
affect predictions through neurons in deep learning
models, leading to poor performance on out-of-
distribution data. These patterns introduced by the
annotator’s writing strategy are called “annotation
artifacts”.

To facilitate the discussion of our methodology,
we adopt a causal graph to denote causal relation-
ships in an NLU task. Figure 1 displays the causal
relations and the implications of annotation arti-
facts within those relations. An annotation artifact
has an influence over each neuron, and the neuron
is used to make a prediction. Therefore, we can see
the neuron Z as a mediator between the annotation
artifact A and the output Y (A→ Z → Y ).

The central idea is to use CMA to quantify how
each specific model component mediates biases
in NLU tasks. We can identify the impact of par-
ticular model components on model predictions
by assessing both direct and indirect effects of in-
terventions on the model inputs. We use natural
indirect effect (NIE) to quantify how much an in-
tervention on an annotation artifact can change an
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outcome indirectly through specific model compo-
nents (intermediate variables). We compute NIE
by setting z to a value that it would be under an
intervention, then compare it to the scenario where
this intervention is not applied.

In this research, we apply intervention through
two do-operations: (i) set-bias: replace a normal
text pair input with a counterfactual input (Sec.
3.1); (ii) null: do nothing to the input. We then
define ya as the value that y would be for an input
u under the intervention do(a = a).

To study how each neuron mediates annotation
artifacts, we apply an intervention do(zj = z∗j ) to
an individual neuron zj , where z∗j is the counter-
factual value of that neuron.

NIE = Eu

[
ynull, zset-bias (u)(u)

ynull (u)
− 1

]
(1)

NIE can be interpreted as the change in the amount
of bias when the original input u remains un-
changed while modifying the value of neuron zi
to z∗i . This work focuses only on neurons in each
transformer layer except for the embedding and
classification layers.

3.3 Bias Mitigation Methods
As discussed in the previous subsection, we can
quantify how much each model component medi-
ates biases using CMA. This allows us to apply
post-hoc bias mitigation methods to highly biased
components, which is advantageous in terms of ap-
plicability to existing models with little or no train-
ing costs. This subsection presents two post-hoc
bias mitigation alternatives: (1) causal-grounded
masking and (2) gradient unlearning. These two
methods also allow us to select the neurons with
and without the knowledge of CMA to assess the
merit of CMA in an ablation study.

3.3.1 Causal-Grounded Masking
Let us now consider how to integrate the knowl-
edge obtained from CMA to mitigate biases. In this
work, we focus only on neurons in each transform-
ers’ layer except for embeddings and classification
layers. We obtain a CMA result from the process
discussed in Section 3.2. Then, we introduce an
activation mask m assigned according to the NIE
scores. The main idea is to mask out the top neu-
rons have the highest mediated effect on the biases.

z = f(Θx), (2)

ẑ = z⊙m (3)

Let z be a generic activation outcome (neurons), x
be an arbitrary input, and Θ be a generic weight
matrix. ⊙ denotes the Hadamard product. ẑ is a
masked activation outcome.

We determine the activation mask m according
to the NIE score of each element mi.

mi =

{
0 if NIE (zi) ≥ τ

1 otherwise
(4)

where τ is a threshold equivalent to the 700-th
highest NIE score. We select 700 neurons with
the highest NIE values to mask because this pro-
vides a result on the MNLI-matched dataset within
an acceptable trade-off range (See Appendix A.5
for further explanation). Similar to Dropout (Sri-
vastava et al., 2014), we scale up the activation
outcomes of the remaining neurons by 1/p, which
is the inverse proportion of the unmasked neurons.

3.3.2 Gradient Unlearning
Similar to the masking method, we obtain a CMA
result from the process described in Section 3.2.
Then, we introduce a partition selection scheme for
selecting weight blocks to unlearn bias. For each
neuron, there is a weight block responsible for its
activation value. We select these weight blocks
according to the NIE scores of the neurons.

To explain how we choose weight blocks, we
use a fully connected layer as an example.




z1
...
zm




︸ ︷︷ ︸
z∈Rm×1

=




−θ⊤1 −
−θ⊤2 −

...
−θ⊤m−




︸ ︷︷ ︸
Θ∈Rm×d




x1
x2
...
xd




︸ ︷︷ ︸
x∈Rd×1

(5)

Given a subset of bias neurons obtained using
CMA, we update those neurons by selectively ap-
plying gradient updates. We select the neuron zj
according to its NIE, where the NIE must be greater
or equal to the top-700th neuron with the highest
NIE. If the selected neuron is zj , the neuron zj in
Eq. 5 is calculated by zj = θ⊤j x. Then, only the
selected weight block θj will be updated.

We reverse the direction of gradient ∇j of θj
on the selected text samples in our training set.
Note that we only update the immediate weight
blocks that are directly responsible for the target
activation outcomes while keeping other weight
blocks frozen.
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We adopt the First-order Gradient Optimization
step by Yu et al. (2023) to approximate the bias gra-
dient used to unlearn annotation biases. We only
further train the model on a small number of se-
lected samples called the “advantaged samples”Yu
et al. (2023), which are expected to be more pre-
ferred by a bias model. To determine the type of
samples, we relabel samples of sentences based on
inferences from two models, considering samples
with correct prediction by the bias model and incor-
rect prediction by the main model to be the “advan-
taged samples”. We use only advantaged samples
to train the main model, moving parameters in the
direction that increases the loss on the advantaged
samples. We select and sort the top-k neurons with
the highest NIEs {zr1, zr2, zr3, . . . , zrk}, where
r1, r2, . . . , rk represent the ordering.

θri ← θri + α1{i ≤ k}∇ri
a1 (6)

where a1 refers to the advantaged sample, and α
refers to the learning rate. We set k to 700.

4 Experimental Setup

4.1 NLU tasks

We conduct experiments on three NLU tasks that
are commonly used for bias mitigation evaluation:
natural language inference (NLI), fact verification,
and paraphrase identification (See Appendix A.1
for descriptions of the datasets).

4.2 Main and Bias Models

For the main model, we study the bert-base-
uncased model (Devlin et al., 2019). The model
performs effectively in the three NLU tasks; how-
ever, it still relies on surface-level cues (Gururan-
gan et al., 2018; McCoy et al., 2019). Hence, re-
cent studies on NLU debiasing often benchmark
their methods using the BERT base model. For
bias models, we use hand-crafted features based on
known biases to train logistic regression models for
NLI and paraphrase identification tasks. For fact
verification, we train the bert-base-uncased model
using only claims as inputs. Further implementa-
tion details are provided in Appendix. A.4.

4.3 CMA Implementation details

Counterfactual Generation. As NLU tasks in-
herently involve classification, we exclusively fo-
cus on the activations of the transformer model at
the [CLS] token position. For each task, we gen-
erate a counterfactual embedding to represent an

annotation bias with respect to its training dataset.
We sample the same number of examples from
each class to ensure that the counterfactual repre-
sentation does not skew toward a particular class
because of the number of filtered samples. We
sample exclusively from a validation dataset.

• NLI: We retain samples with word overlap
above the 95th percentile to create an aggre-
gated representation (115 samples in total).

• Fact Verification: We retain samples that do
not contain any negation in their claims, and
have two or more bi-grams that are in the list
of top-50 bi-grams with the highest local mu-
tual information (LMI) for the support class
(69 samples in total).

• Paraphrase Identification: Zhang et al.
(2019) observe that out of ~1000 sentence
pairs with the same BoW, only 20% of them
are not paraphrases. Identical BoW is a sub-
case of word overlap, which also aligns with
the fact that the positions of the two text pairs
are exchangeable without changing the an-
swer. We retain samples with the top per-
centile of word overlap to create an aggregated
representation (64 samples in total).

4.4 Gradient Unlearning Implementation

We use a specific bias model for each task to find ad-
vantage examples. For each task, we select samples
within the class that the bias model performs best
on the in-distribution training set. In the selected
class, we filter these samples again by selecting
samples where the main model predicts incorrectly,
but the bias model can predict correctly.

4.5 Competitive Methods

We reimplement two popular approaches for NLU
debiasing: reweighting and product-of-experts. We
also show that using our CMA bias mitigation
framework on top of these methods can signifi-
cantly improve the results on the challenge sets.

Reweighting. We follow the strong baseline pro-
vided by Clark et al. (2019) and scale the loss by
1 − Fby which scales down the loss based on the
probability assigned to the ground truth label by
the bias model (Fb).

Product-of-Experts. We reimplement Clark et al.
(2019)’s PoE approach. We train the main model
(Fm) by forming an ensemble with a bias model.
The PoE method integrates these two models by
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Figure 3: The natural indirect effects of top 5% neurons on the MNLI, FEVER, and QQP datasets. Final layers have
the largest effects across the three datasets. Note that we do not include the embedding and classification layers.

computing the element-wise product of their pre-
diction outcomes in logarithmic space.

p̂ = softmax (log (Fm) + log (Fb)) (7)

Next, we compute the cross-entropy loss by com-
paring p̂ with the ground truth. We update only the
main model’s weights and use only the main model
for making predictions at inference time.

Debiasing Masks. We reimplement Meissner
et al. (2022)’s Debiasing Masks. We train the
masks to prune the original weights of a fine-tuned
model with focal loss following Clark et al. (2019)
and use a bias model to adjust this loss, which is
equivalent to reweighting. Meissner et al. (2022)
combine a debiasing loss, a biased model, and a
score-based pruning technique similar to Zhao et al.
(2020) and Sanh et al. (2020) with the addition
of weight-freezing. It learns masks used to prune
bias-inducing parameters.

5 Experimental Results

In this section, we show the results of causal medi-
ation analysis (CMA) on NLU tasks (Section 5.1).
To verify that the CMA can pinpoint neurons that
mediate annotation biases, we also provide bias
mitigation results based on manipulating neurons
identified by the CMA as having high bias (Sec-
tion 5.2). Moreover, we conduct ablation studies
on the bias mitigation step to show that selecting
neurons and “advantaged samples” based on the
knowledge of annotation artifacts is an important
factor in improving the robustness (Section 5.3). In
addition, we examine the effectiveness of mitigat-
ing the model-level effect of annotation artifacts on
the prediction outcome (Section 5.4).

5.1 Causal Effects of Annotation Bias

Natural Indirect Effect (NIE) measures the effect
that intervention A (annotation artifact) has on Y
through neurons Z. Figure 3 shows the average
NIE of the top 5% neurons in each layer for all
datasets, excluding the embedding and classifica-
tion layers. The CMA results suggest that the top
5% of neurons in the last few layers have the high-
est effect, especially layers 10 and 11.

We also compare NIEs of the baseline method
with reweighting, PoE, and debiasing masks meth-
ods. NIEs of these methods also have a similar pat-
tern to the baseline’s NIEs. As expected, when we
consider the area under the curve of each method in
Figure 3 as an accumulated effect, we can conclude
that neurons in the baseline model exhibit the high-
est NIE values. For FEVER, all debiasing methods
only yield small improvements on the challenge
sets. This also means that all models still contain
a similar level of bias. Nevertheless, this analysis
suggests that model components still mediate anno-
tation biases despite using the debiased fine-tuning
methods.

Figure 4 shows NIEs as we greedily select more
neurons using the top-k algorithm to intervene. We
provide results on both individual layers and full
model interventions. As the size of intervened neu-
rons gets larger, the NIE will saturate at around
10,000 neurons. We also contrast the results be-
tween layers with the highest NIE (layer 11) and
the second highest NIE (layer 10). The results show
that intervening on the layer with the highest NIE
can also have a much larger impact.
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Method MNLI (acc) FEVER (acc) QQP (MaF1)
dev-mm HANS test Symm v1 Symm v2 test PAWS

Baseline 82.62 59.35 85.14 54.81 61.52 90.80 31.93
+ Masking 80.87 64.05* 83.07 53.64 60.51 88.23 39.08*
+ Gradient Unlearning 81.68 62.35* 84.43 54.03 60.42 89.68 37.71*
Reweighting 81.91 62.04 85.36 55.45 62.11 90.13 42.08
+ Masking 79.95 65.87* 84.08 54.78 61.99 87.94 51.05*
+ Gradient Unlearning 80.69 65.12* 84.71 55.23 61.34 88.71 48.79*
PoE 82.08 63.45 84.97 54.92 61.54 90.36 37.43
+ Masking 80.71 68.12* 84.48 55.84 62.33 87.22 49.94*
+ Gradient Unlearning 81.00 66.31* 84.26 54.59 60.87 89.06 45.97*
Debiasing Masks 83.71 66.79 84.72 55.01 61.74 91.22 43.04
+ Masking 81.09 69.78* 83.30 55.20 61.63 89.73 44.25
+ Gradient Unlearning 82.23 70.05* 84.11 55.03 61.52 88.14 54.42*

Table 1: Results from the main experiment evaluated on both in-distribution and out-of-distribution (grey columns)
test sets across three NLU tasks. We compare the efficacy of our bias mitigation approach against the conventional
fine-tuning methods. The average scores from five runs with different random seeds are presented, and * indicates a
statistically significant improvement achieved by our bias mitigation method compared to a fine-tuning method. We
use the Almost Stochastic Dominance test (Dror et al., 2019) with the significant level of 0.05.

Figure 4: The natural indirect effects of the baseline
model (BERT-base-uncased) as we select more neurons
from all layers or individual layers to intervene using the
top-k approach. Note that layer 11 is the final layer. The
dash line denotes NIE when we intervene all neurons.

5.2 Results of Bias Mitigation based on CMA
To show the effectiveness of the CMA process in
identifying bias-mediating neurons, we experiment
with two post-hoc bias mitigation methods to assess
improvement on challenge sets.

Table 1 shows that when we apply bias mitiga-
tion methods based on the neurons obtained from
the CMA process, we can significantly improve the
performances on the challenge sets compared to
the baseline on MNLI and QQP. Furthermore, both
bias mitigation methods can can be used on models
trained using competitive methods for more im-
provement. This suggests we can modify their be-
havior by identifying the biased neurons to reduce
the sensitivity against known spurious correlation
features.

The robustness improvements for NLI and para-
phrase identification tasks are more substantial
than the fact verification task. When we apply
the causal-grounded masking method, small im-
provements can only be observed on both FEVER
Symmetric challenge sets for the PoE model and
on the Fever Symmetric Version 1 for the debiasing
masks method. Nevertheless, the parity of accuracy
between classes is also smaller when a bias miti-
gation method is applied (See Appendix A.7). We
conjecture that this is because the samples for the
counterfactual representation generation are easier
to identify in MNLI and QQP datasets.

5.3 Impact of CMA and Advantaged Samples
on Bias Mitigation

In this section, we explore the impact of incorpo-
rating knowledge from CMA for bias mitigation
methods. As shown in Table 2, we can improve the
performance by applying knowledge from CMA
to select neurons for both masking and gradient
unlearning processes. If random neurons are used
(w/o CMA), the HANS dataset results drop from
64.05 to 59.27 for causal-grounded masking, and
from 62.35 to 59.86 for gradient unlearning. This
suggests that neurons selected by the CMA process
are components that mediate more bias, which can
be rectified through a bias mitigation process.

For the gradient unlearning process, the result
shows that using samples other than advantaged
samples can be detrimental to the performance.
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The performance on the HANS dataset drops from
62.35 to 59.34 when advantaged samples are se-
lected randomly. This highlights the importance of
identifying biased samples.

Method
MNLI Results
dev-mm HANS

Masking 80.87 64.05
- wo/ CMA 82.65 59.27
Unlearning 81.68 62.35
- wo/ CMA 82.40 59.86
- wo/ adv. samples 82.46 59.34

Table 2: The ablation results of using CMA to select
neurons to mitigate bias. We show the results of ap-
plying the two bias mitigation methods on the baseline
model. Then, we show the results of applying the two
methods without the CMA knowledge or without the
advantaged samples (for gradient unlearning).

5.4 Model-level Bias Effect Analysis Through
CMA

In contrast to the causal graph in Figure 1, we
follow Udomcharoenchaikit et al. (2022) and apply
CMA to measure the effect of annotation artifact
that flows through the whole model by viewing
the input and model as the mediator instead of the
set of neurons. We then conduct the bias analysis
to find the average total indirect effect (ATIE) of
the annotation bias in the HANS dataset. Table 3
shows the ATIE and accuracy for each class and
for each heuristic. Both causal-based debiasing
methods reduces the ATIE for all cases.

Class Lexical Overlap Subsequence Constituent
ATIE ACC ATIE ACC ATIE ACC

Baseline E 0.2755 95.01 0.3080 99.67 0.3146 99.65
N 0.0639 42.64 0.2525 7.60 0.2458 11.50
Overall 0.1697 68.83 0.2802 53.63 0.2802 55.58

+ Masking E 0.1701 85.53 0.2264 94.98 0.2339 95.72
N -0.0157 59.56 0.1515 18.76 0.1538 29.72
Overall 0.0772 72.54 0.1890 56.87 0.1938 62.72

+ Gradient E 0.2586 92.56 0.3015 99.21 0.3068 98.98
Unlearning N 0.0214 51.61 0.2290 11.67 0.2146 20.05

Overall 0.1400 72.09 0.2652 55.44 0.2607 59.52

Table 3: ATIE and accuracy of each syntactic heuristic
in the HANS dataset. E denotes the entailment class,
and N denotes the non-entailment class.

6 Conclusion

Our investigation presents a novel approach to
NLU bias mitigation research through Causal Me-
diation Analysis (CMA). In contrast to existing

works that treat models as black boxes and primar-
ily concentrate on loss engineering, CMA performs
component-wise analysis to pinpoint the neurons
susceptible to bias.

By employing CMA, we have found that annota-
tion bias effects are primarily concentrated within
neurons located in the final layers of the model.
Through this newfound knowledge, we develop a
strategy to direct our mitigation efforts to specific
neurons and apply the two bias mitigation meth-
ods accordingly. Experimental results show that
we can reduce the impact of annotation artifacts
through two bias mitigation methods. Results from
the ablation study confirm that CMA is effective
in identifying neurons that need to be rectified. By
addressing the sensitivity of model modules to an-
notation bias, we pave the way for enhancing the
robustness of NLU models against spurious corre-
lations in an interpretable manner.

Limitations

In this study, we utilize CMA to explore the me-
diation mechanisms for annotation artifacts within
NLU models. One of the steps that has a large im-
pact on the CMA framework is the counterfactual
generation step. However, this step is still chal-
lenging for NLU tasks. Despite its ease of use
and generality, the proposed aggregated counterfac-
tual generation does not consider the uniqueness of
each sample.

The need to identify known bias features to se-
lect bias samples is also a limitation of this work. It
does not allow us to select samples with unknown
biases. Training a deep learning model with limited
samples to create a bias model is also a promising
direction (Utama et al., 2020b).

One of the potential risks of this work is that
by reversing the gradient direction of the gradient
unlearning method, one can also amplify the biases.
This can be concerning when dealing with societal
or political biases.
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A Appendix

A.1 Datasets

• Natural Language Inference: We use the
MNLI 1.0 dataset (Williams et al., 2018) to

train, validate (dev-matched), and test (dev-
mismatched) our method. To measure the ro-
bustness, we use HANS (McCoy et al., 2019)
as a challenge set. HANS is used to study
lexical overlap bias, where models are likely
to predict samples with high word overlap as
entailments.

• Fact Verification: We use the FEVER
dataset (Thorne et al., 2018). We randomly
split 5,000 samples from the original training
data for the validation set. We use FEVER
Symmetric (Schuster et al., 2019) as a chal-
lenge set. We use the same split as Udom-
charoenchaikit et al. (2022). FEVER Symmet-
ric is used to examine claim-only bias, where
models predict solely based on claims without
looking at evidence.

• Paraphrase Identification: We use QQP3

as a benchmark. Since there is no stan-
dard train/test split, we follow Udomcharoen-
chaikit et al. (2022) and split the original
dataset into validation and testing data where
each of them contains 5,000 pair of sentences.
We use PAWS (Zhang et al., 2019) as a chal-
lenge set. PAWS is used to examine lexical
overlap bias.

A.2 Data Statistics
The data statistics for the datasets employed in
our experiments are presented in Table 4. There
is an imbalance in the ratio of non-paraphrase to
paraphrase pairs within the QQP in-distribution test
set and the PAWS challenge set. Consequently, we
employ Macro F1 to communicate the scores for
the paraphrase identification task. Moreover, we
follow Udomcharoenchaikit et al. (2022) and use
the same data splits for all tasks. All the datasets
are in English.

A.3 Computing Resources
We train all 110M parameters bert-base-uncased
models on the NVIDIA DGX-1 with 8 Volta V100
GPUs. We train each model on one GPU at a time.
It requires us approximately up to 3 hours to train
one model. CMA analysis can take up to 12 hours
for each model. The gradient unlearning process
is approximately 1-hour long. For each fine-tuning
method, we train using five different random seeds.
Hence, we approximate that replicating our results
could take at least 720 GPU hours.

3https://quoradata.quora.com/
First-Quora-Dataset-Release-Question-Pairs
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MNLI
train 392,702
dev-m (validation) 10,000
dev-mm (in-distribution test) 10,000
HANS (challenge set) 30,000

FEVER
train 242,911
validation 5,000
dev (in-distribution test) 16,664
symmetric v1 (challenge set) 717
symmetric v2 (challenge set) 712

QQP
train 394,287
validation 5,000
dev (in-distribution test) 5,000
PAWS (challenge set) 677

Table 4: Number of samples in each dataset used in our
experiments

A.4 Model Implementation details
Main Model. We mainly study the bert-base-
uncased model (Devlin et al., 2019). The model
performs effectively in the three NLU tasks; how-
ever, it still relies on surface-level cues (Gururan-
gan et al., 2018; McCoy et al., 2019).

We take the contextualized embedding found at
the [CLS] position in the last layer of the BERT
model and input it into a feed-forward layer with
Softmax activation, following a similar approach
as seen in previous studie (Clark et al., 2019), we
train the model for three epochs using AdamW
optimizer (Loshchilov and Hutter, 2019) with the
weight decay of 0.1. We use the learning rate
of 5e-5 to train on the MNLI training set. For
FEVER and QQP training sets, we follow Utama
et al. (2020a,b) and use the learning rate of 2e-5.

We implement the slanted triangular learning
rate schedule, allocating 0.06 fraction of the steps
for learning rate increase. The batch size is set at
32, and we incorporate automatic mixed-precision
training in our training process. We mainly use Py-
Torch (Paszke et al., 2019) and HuggingFace (Wolf
et al., 2020).

Bias Model. For NLI and paraphrase identifica-
tion tasks, we follow Clark et al. (2019) and use a
simple logistic regression model with the follow-
ing bias features: (1) whether the hypothesis is a
sub-sequence of the premise, (2) whether all words
in the hypothesis are in the premise, (3) the lexi-
cal overlap fraction, (4) the average minimum co-
sine distance between fastText word vectors (Joulin
et al., 2017) of each premise word and each hypoth-
esis word, and (5) the maximum of those cosine

distances. For each sample in the paraphrase identi-
fication task, we replace the premise and hypothesis
with the first and second sentences of the sample,
respectively. For the fact verification task, we train
the baseline model using only claim sentences. For
logistic regression models’ implementation, we use
scikit-learn (Pedregosa et al., 2011).

A.5 Recommendation on number of neurons
to manipulate for bias mitigation

Since debiasing methods aim to reduce the effect
of shortcuts, it is common for debiasing meth-
ods to have a trade-off between in-distribution
(when shortcuts are advantageous) and out-of-
distribution (when shortcuts are disadvantageous)
settings (Utama et al., 2020a). Furthermore, it can
also be hard to adjust hyperparameters that directly
impact the debiasing strength. Because the avail-
able validation set often has a similar distribution
to the training set. We propose that instead of op-
timizing the performance of a validation set, we
should define an acceptable drop for a validation
performance.

For this study, we set an acceptable validation
performance to be over 80. This is approximately
less than two points short of the validation per-
formance of the baseline model (81.81 on dev-
matched). We select the number of top neurons
that can pass these criteria for both masking and
gradient unlearning methods. In addition, for the
gradient unlearning method, we also use these crite-
ria to select an amplification scale for the learning
rate.

As shown in Table 5, we use the top 700 neurons
and the amplification scale of 5 for all tasks. In
order to test its sensitivity and generalizability, we
use the same number of top neurons for all tasks.
However, for further customization for each task,
one can use the same criteria to adjust the desirable
trade-off.

The gradient unlearning method uses different
advantages sample sizes depending on the out-
comes of the main and the bias models, which
are sensitive to the learning rate we choose. We
interpolate the learning rate αo based on the hy-
perparameters reported by Yu et al. (2023) and our
advantaged sample size.

αo =
Niαic

No
(8)

Ni and αi denote the number of training steps
and the learning rate used in Yu et al. (2023). No
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MNLI (acc)
Methods

LR scale
(c) # of neurons

dev-matched dev-mm HANS
- 100 81.40 82.04 61.39
- 500 80.64 81.31 63.28
- 600 80.47 81.17 63.55
- 700 80.21 80.87 64.05
- 800 79.74 80.54 64.86
- 900 79.51 80.34 64.97
- 1,000 79.16 80.06 65.42
- 1,500 75.62 76.56 65.54
- 2,500 68.34 69.39 59.55
- 5,000 53.69 54.63 53.90

Masking

- 10,000 42.74 43.08 50.72
1/5/10 100 81.78/81.62/81.4 82.59/82.49/82.30 59.50/60.05/60.76
1/5/10 500 81.66/81.09/ 80.06 82.53/81.97/80.99 59.84/61.55/63.98
1/5/10 600 81.65/80.88/79.74 82.52/81.80/80.64 59.91/62.00/64.49
1/5/10 700 81.64/80.69/79.32 82.48/81.68/80.21 59.98/62.35/65.11
1/5/10 800 81.63/81.63/79.22 82.48/81.48/79.96 60.03/62.39/ 65.14
1/5/10 900 81.61/80.43/78.51 82.45/ 81.35/79.35 60.08/62.86/65.75
1/5/10 1,000 81.58/80.27/ 78.07 82.42/81.19/78.89 60.14/ 63.11/66.08

Gradient
Unlearning

1/5/10 1,500 81.43/79.31/ 74.44 82.29/80.22/75.32 60.45/ 64.44/66.61
1/5/10 2,500 81.1/ 76.93/ 62.12 82.04/ 77.46/ 62.79 60.99/66.03/59.28
1/5/10 5,000 80.45/65.20/42.55 81.31/65.45/ 42.81 62.08/ 60.70/ 53.12
1/5/10 10,000 79.2/ 50.45/32.59 80/50.33/32.75 63.38/57.47/50.00

Table 5: Results of the bias mitigation methods on different hyperparameter settings. The bold text indicates the
setting that we chose for our experiment which met the criteria (above 80 on dev-matched). The grey columns
represent the scores on the validation set. From layer 0 to layer 11, there are 82,944 neurons in total.
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and αo denote the number of training steps and the
learning rate used in our study. Since we are not
training the whole model, we compensate for this
by multiplying the learning rate with c. Addition-
ally, we hyper-tune only the learning rate scaler c.,
ensuring an 80% accuracy on the MNLI validation
set of a baseline model and then applying this to
all models.

We also show the results of various hyperpa-
rameter configurations on the MNLI test set (dev-
mismatched) and the HANS challenge set in Table
5. The number of selected neurons can be as low
as 100, and we still yield an improvement on the
challenge set. The trade-off is also smaller when
the number of neurons is tiny, but the robustness
improvement is also small. When the number of
neurons is large (from 2,500 onwards), the masking
method fails to gain any improvement and also fails
to maintain the in-distribution scores. The gradi-
ent unlearning method also fails when the number
of neurons and the learning rate amplification are
extreme.

A.6 Counterfactual Analysis
In this section, we analyze the indirect effects for
each models with two different aggregated counter-
factuals:

1. A high-overlap counterfactual is the aver-
age of activations from biased inputs with
high-lexical overlap (equal or above the 95th-
percentile).

2. A low-overlap counterfactual is the aver-
age of activations from biased inputs with
low-lexical overlap (equal or below the 5th-
percentile).

Figure 5 shows that the high-overlap counterfac-
tuals of the three models have greater indirect ef-
fects on top neurons, compared to the low-overlap
counterfactuals. It also shows that neurons from
the top layers are more sensitive to the change in
counterfactuals.

A.7 Parity of Accuracy
In this section, we examine the parity of accuracy
between classes in NLU tasks as shown in Table 6.
By focusing on the distribution of accuracy across
various classes, we aim to highlight any disparities
that may exist and investigate how our bias miti-
gation strategies affect them. For NLI, we show
a parity between entailment and non-entailment

(a)

(b)

(c)

Figure 5: The natural indirect effects of top 5% neurons
on MNLI dataset of (5a) the baseline model, (5b) the
reweighting model, and (5c) the PoE model.

11562



MNLI (diff acc) FEVER (diff acc) QQP (diff F1)
Method

dev-mm HANS test Symm v1 Symm v2 test PAWS
Baseline 1.33 77.53 15.10 30.26 20.56 4.66 24.37
+ Masking 9.01 56.07 10.91 26.70 15.96 7.19 19.67
+ Gradient Unlearning 6.89 69.14 11.77 24.42 14.33 6.04 18.15
Reweighting 2.66 70.29 14.82 29.68 20.62 5.31 13.81
+ Masking 10.64 54.94 12.46 27.52 18.93 7.48 22.50
+ Gradient Unlearning 9.76 60.52 10.71 22.32 13.03 6.87 11.37
PoE 2.25 67.03 14.94 30.58 21.52 5.11 14.51
+ Masking 7.07 47.43 13.51 29.75 20.96 8.25 20.33
+ Gradient Unlearning 7.11 57.40 11.02 23.79 13.54 6.63 7.00
Debiasing Masks 2.15 61.36 14.18 30.85 19.89 4.65 4.68
+ Masking 12.26 42.80 8.86 24.51 13.48 5.69 17.69
+ Gradient Unlearning 10.10 49.86 9.68 21.73 11.12 7.75 27.08

Table 6: The parity of accuracy between classes in NLU tasks. Lower parity may suggest smaller inclination towards
a specific class.

classes in the HANS challenge set. Note that for
dev-mm which has three classes, we show an av-
erage parity between entailment vs contradiction
and entailment vs neutral. For fact verification, we
show parity between support and refute classes. For
paraphrase identification, we show parity between
paraphrase and non-paraphrase classes

For challenge sets, the bias mitigation methods
can reduce the parity of accuracy between classes
for almost all cases. Except for the results of the
masking method in the PAWS challenge set, we ob-
serve the rise in the parity. However, this is due to
the fact that the masking method sharply increases
the F1 score of the non-paraphrase class, but it does
not improve the F1 score for the paraphrase class.
We also observe a similar phenomenon when we
apply gradient unlearning on top of the Debiasing
Masks method.

For the in-distribution test sets, the bias miti-
gation methods increase the parity for NLI and
paraphrase identification tasks. However, this gap
increases in a much smaller scale than what we
observe in the challenge sets.
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