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Abstract

The biomedical field relies on cost and time in-
tensive systematic reviews of papers to enable
practitioners to keep up to date with research.
Impressive recent advances in large language
models (LLMs) have made the task of automat-
ing at least part of the systematic review pro-
cess feasible, but progress is slow. This pa-
per identifies some factors that may have been
holding research back, and proposes a new, en-
hanced dataset and prompting-based method
for automatic synthesis generation, the most
challenging step for automation. We test dif-
ferent models and types of information from
and about biomedical studies for their useful-
ness in obtaining high-quality results. We find
that, surprisingly, inclusion of paper abstracts
can worsens results. Instead, study summary
information, and system instructions informed
by domain knowledge, are key to producing
high-quality syntheses.

1 Introduction

Medical practitioners need to keep up to date with
the latest medical research, but the ever increasing
volume of studies makes it difficult to separate sig-
nal from noise. The goal of systematic reviews is to
synthesise all relevant evidence for a clinical query
(Higgins et al., 2023) and provide clear, up-to-date
answers based on high-quality research. System-
atic reviews are considered the most reliable form
of evidence in the biomedical field. Consequently,
they have a huge influence on the medical decisions
made by doctors, health authorities and individuals.

Producing systematic reviews is a slow and
costly process. A study in 2019 estimated that the
average cost of producing a biomedical systematic
review was $141,194.80 (Michelson and Reuter,
2019). The high cost is due to reviewers having to
sift through hundreds or thousands of potentially
relevant studies to find the high quality studies that
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are included in their final analysis which must then
undergo rigorous statistical analysis before a final
conclusion is reached. Unsurprisingly, there is a
lot of interest in automating different steps in the
process, and recent advancements in LLMs offer a
promising avenue to do just this.

Prior work in this area has tended to take an end-
to-end approach to the task and to use limited infor-
mation about reviews and included studies in the
input which does not reflect a deep enough under-
standing of the systematic review process. Below
we start by setting out this process and the infor-
mation collected in repositories like the Cochrane
Library (Section 2), followed by an overview of
previous work where we identify important details
not included in prior work that may be useful in
solving the task (Section 3). We use these insights
to create a new, richer dataset for the biomedical
synthesis task (Section 4), and a new prompting-
based approach to generating biomedical scientific
syntheses (Section 5). We show the promise of this
new approach via evaluation with diverse metrics
and discuss key observations (Section 8). We make
our dataset and code available on GitHub.1

2 Background

The Cochrane Library is one of the most highly
respected institutions for creating systematic medi-
cal reviews, which it collects as the Cochrane Re-
views, a public repository of systematic reviews.
The following are identified2 as the key steps in
creating a Cochrane Review: (1) identification of
relevant studies; (2) selection of studies for inclu-
sion / evaluation of their strengths and limitations;
(3) systematic collection of data; and (4) appropri-
ate synthesis of data.

Our focus in the work presented here is on the
1https://github.com/JOD-code/

Beyond-Abstracts-Biomedical-Synthesis-Generation
2https://www.cochranelibrary.com/about/

about-cochrane-reviews
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fourth step where experts review the data to form
the final conclusion of the systematic review. Con-
clusions are typically provided in both quantitative
and qualitative forms. Our focus is on automating
the qualitative analysis of systematic reviews. We
leave the automation of PICO (Population, Inter-
vention, Comparator and Outcome) extraction and
quantitative analysis (see 4.6) to future work. Fig-
ure 1 provides an overview of the entire process,
with the portion enclosed within the dashed box
indicating the part that our approach focuses on
automating.

2.1 Papers and studies

An important distinction in the context of system-
atic reviews is between papers and studies. Medi-
cal studies can produce a large amount of data with
results often reported in multiple papers. A sin-
gle study may itself have been reported in a single
paper, or across several papers. When selecting
relevant studies, many studies will be reviewed but
ultimately excluded from the final synthesis of evi-
dence for various reasons. The remaining studies
that are included in the final synthesis are referred
to as the included studies. Systematic review au-
thors may include references to other papers that
are not part of the basis of the final synthesis but
are referred to in the analysis for other reasons (e.g.
as background).

2.2 PICO information

The key elements of biomedical intervention stud-
ies are their Population, Interventions, Compara-
tors and Outcomes, together known as PICO el-
ements (Higgins et al., 2023). The Population
element contains information about study partici-
pants, including their number, demographics and
risk factors. Interventions describes the treatments
under investigation. Comparison refers to the treat-
ment alternative tested (e.g. placebo, other drugs).
Outcomes summarises the impact of interventions
on the population as compared to the comparison
group.

The Cochrane Library distinguishes three types
of PICO: (1) Included Study PICO which charac-
terises an individual included study; (2) Systematic
Review PICO which is a combined PICO for all
studies included in the systematic review; and (3)
Comparison PICO which is created as part of the
quantitative analysis during scientific synthesis.3

3https://www.cochranelibrary.com/about-pico

Figure 1: Steps in manual or automated systematic re-
view synthesis.

One systematic review may contain multiple
Comparison PICOs, each grouping different sub-
sets of the data from Included Study PICOs to an-
swer specific questions. Comparison PICOs are
displayed as forest plots (see Figure 8). More de-
tails about the different types of PICO is provided
in Appendix A.

3 Related Work

Synthesis from abstracts. Wallace et al. (2021)
provide abstracts of individual studies to a BART
model tasked with generating conclusions which
are evaluated against the authors’ conclusions (Sec-
tion 4.2) from corresponding systematic reviews.
Otmakhova et al. (2022) also address scientific syn-
thesis from the abstracts of included studies, but
augment their input data with manually annotated
additional information. Shaib et al. (2023) assess
the ability of GPT-3 to summarise and synthesise
biomedical evidence, finding that it can provide
high-quality summaries of a single paper, but not
high-quality synthesis of multiple studies.

The above works all miss important information
from their datasets. Wallace et al. (2021) and Shaib
et al. (2023) appear to have downloaded included
studies listed in systematic reviews from PubMed.
When there is no PubMed link for an included
study, that study is simply left out of the dataset
entirely. This matters because the average system-
atic review in the Cochrane Library (on which both
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datasets are based) is based on 5.5 included studies
(Useem et al., 2015), whittled down from a much
larger set of possible studies which are excluded
if they are not of high enough quality. Because
the remaining studies are all significant and highly
relevant, omission of even a single included study
is likely to have a serious impact on the synthesis
stage. This limitation is not explicitly discussed,
but potentially affects the findings, in these papers.

Shaib et al. (2023) collect abstracts of papers
rather than studies. Because, as discussed above,
studies are often reported in multiple papers, this
results in some studies being represented in the
input to synthesis multiple times, creating the il-
lusion that multiple different studies have reached
the same conclusions. This would certainly con-
fuse a person trying to weigh the importance of
the evidence and likely has the same effect on an
LLM. This issue is not mentioned in the paper, but
may in part explain the reported low performance
of GPT-3 on this task.

Synthesis from PICOs. Lehman et al. (2019)
created the Evidence Inference dataset to support
synthesis generation from PICOs, but use the Sys-
tematic Review PICO itself rather than the Included
Studies PICOs. DeYoung et al. (2020) and Labrak
et al. (2023) add to this dataset, but include not
only Included Reviews but also other referenced
papers that did not feed into a systematic review, an
over-inclusion previously criticised by Otmakhova
et al. (2022). Wallace et al. (2021) automatically
extract PICO information in papers. They only eval-
uate the downstream task of synthesis generation,
and do not use gold standard PICOs to evaluate
the quality of their PICO extraction. Otmakhova
et al. (2022) use sentence-level PICOs rather than
document-level which is not how human systematic
reviewers understand PICOs.

4 A New Enriched Dataset for Systematic
Review Synthesis

In this section we describe our new dataset and
how it differs from datasets used in previous work.
Table 1 sets out key statistics of our dataset that are
discussed in more detail below.

The dataset consists of 45 systematic reviews
each represented by the following fields: (1) sys-
tematic review title; (2) target text; (3) included
study data structure; and (4) Comparison PICO
data structure.

Each included study data structure is composed

Inc. Tot. Cov.
Target summaries 45 45 100%
Inc. study ref 394 394 100%
Inc. study title 394 394 100%
Inc. study abstract 320 394 81%
Inc. study PICO 394 394 100%
Comparator PICO 829 829 100%

Table 1: Summary of our dataset. ‘Inc.’ column lists
how many of each row are actually included in our
dataset. The ‘Tot.’ column lists the total that would
have been available to the human systematic reviewers
when carrying out the synthesis. The ‘Cov.’ column
lists the percentage of the total that is included in our
dataset. ‘Inc. study abstract’ refers to the number of
included studies that have at least one relevant paper
abstract included.

of the following fields: (1) included study refer-
ence; (2) included study title; (3) included study
abstracts; (4) included study PICOs; and (5) in-
cluded study risk of bias. In the following, we
outline how we selected the 45 reviews, and de-
scribe the above fields in more detail.

4.1 Selection of Systematic Reviews
Initially, we selected the same 50 systematic re-
views from the Cochrane Library used by Shaib
et al. (2023) to enable direct comparison with their
results. Note that we did not use Shaib et al.
(2023)’s dataset itself, as it includes only LLM-
generated summaries of the original abstracts,
which may not faithfully capture the key informa-
tion contained in them.

On closer examination, we found that three sys-
tematic reviews in Shaib et al.’s (2023) dataset fo-
cused on prognosis or diagnosis (systematic review
types that do not have PICO data). We excluded
these, as our research focuses on intervention sys-
tematic reviews. We also removed two duplicate
reviews leaving us with a final dataset of 45 system-
atic reviews, encompassing 394 included studies.

We do not include Systematic Review PICOs,
because they are not relevant to our task.

4.2 Target text
Each systematic review contains an abstract sum-
marising its findings. Within these abstracts, there
is an Authors’ Conclusions section that encapsu-
lates the ultimate conclusions derived from the sys-
tematic review process. Following Wallace et al.
(2021), Shaib et al. (2023) and Otmakhova et al.
(2022), we include the Authors’ Conclusions in our
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dataset as the target output text. Texts generated
by the models we test are evaluated by comparing
them with these target texts. In this paper we com-
pare the generated texts to the target texts with the
metrics set out in Section 6. An example of a target
text is given in Appendix C.

4.3 Included Study Reference
Included study reference is a unique identifier given
to each included study by Cochrane Library. An ex-
ample of a study reference is “Dorris 2017”. The
same study reference is used in the Comparison
PICO. The inclusion of the study reference should
allow an LLM performing the synthesis to draw
connections between the references to studies in
the Comparison PICO and the included study infor-
mation.

4.4 Included Study Abstracts
Each systematic review contains a list of included
studies, and for each of these, a list of papers based
on it. Previous approaches included information at
the paper, rather than the study, level, resulting in
the inclusion in datasets of multiple papers based
on the same individual study. This may bias mod-
els by giving too much weight to a single piece of
research merely because the authors published mul-
tiple papers based on it. We reviewed a sample of
different paper abstracts related to the same study
and found that they were very repetitive. For this
reason we choose only one abstract / title pair from
the papers to represent the included study, from
the Cochrane Library itself where available, oth-
erwise from PubMed and then the linked journal.
If multiple abstracts were available, we chose the
first.

As noted in Section 3, datasets from prior work
contain significant gaps in included studies. We
went to significant effort to improve over this, but
full coverage was not possible. For certain pa-
pers, no data (other than the citation details of the
title, authors etc.), not even abstracts, were avail-
able online. Usually they were not available be-
cause they were behind paywalls. Nevertheless, we
substantially increase the coverage of underlying
studies. Where Shaib et al. (2023) contained 239
summarised abstracts related to our 45 systematic
reviews, our dataset includes 320 full abstracts. In
addition, we properly distinguish papers and stud-
ies, including one abstract per study. Where Shaib
et al. (2023) includes 239 relevant abstracts, they
only cover 200 of the 394 relevant studies. Ulti-

mately, our abstracts cover 81% of the 394 under-
lying studies whereas Shaib et al.’s (2023) dataset
covers 50% of the underlying studies.

4.5 Included Study PICOs / Risk of Bias

Each systematic review contains one PICO for each
included study. An example PICO is included in
Figure 9. In addition to the main elements of the
Included Study PICO, each Included Study also
contains a Risk of Bias element which we also
include in our dataset. An example Risk of Bias
element is included in Appendix D. Our dataset has
100% coverage of Included Study PICOs ensuring
that information about all 394 studies included in
the systematic reviews in our dataset is represented.

4.6 Comparison PICOs

Each systematic review typically includes a series
of forest plots, which are invaluable tools for syn-
thesising data. These plots provide a concise and
visual summary of the results, enabling readers to
quickly assess the consistency of findings across
studies, the overall effect size, and the precision
of the estimates (see Figure 8 in Appendix I for
typical layout and features of a forest plot).

The information in forest plots is referred to
as Comparison PICOs (Section 2). Much of it
is stored in Scalable Vector Graphics (SVG) for-
mat. While it appeared to us that the SVG format is
quite easily readable by LLMs, if we had included
the SVG data in its totality in our prompt it would
have increased our input token count substantially.
Instead, we use Claude 3 Haiku (Section 5.2) to
extract the key information from the SVGs as a
preprocessing step and include both its output and
the original SVG data in our dataset.4 Forest plots
also include a risk of bias section specific to each
included study. We extract this information and
include it in the comparison PICO section. See Ap-
pendix I for more details on preprocessing forest
plot SVG files. See Appendix E for an example of
a reconstructed comparison PICO.

The number of Comparison PICOs provided
for each systematic review can vary substantially.
Three systematic reviews in our dataset did not con-
tain any Comparison PICO, because there were no
direct comparisons between the relevant included
studies. One study in contrast contained 80 Com-
parison PICOs. The average number of Compar-

4Note that Claude 3 Haiku, Claude 3 Sonnet and Claude
3.5 Sonnet were accessed through the Anthropic API at:
https://api.anthropic.com/v1/messages
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ison PICOs in a systematic review in our dataset
was 18.4 and the median was 14.

5 Biomedical Synthesis Generation via
LLM Prompting

The complete biomedical synthesis generation task
takes as input (a) a research question, and (b) a
repository of papers, and produces as output a text
representing the answer to the question based on
the scientific consensus as evidenced by the papers
in the repository.

In the work presented here, we address part of
the complete task. Rather than starting from the raw
papers, we avail of the meta-information available
in the Cochrane Library, to test what performance
can be achieved when such information is available
in high-quality form (here human produced).

Our basic approach is to put (a) the research
question, and (b) information representing each
included study we wish to use as evidence to an
LLM in a prompt, and interpret the LLM response
as the answer to the question. More specifically,
for each systematic review in our dataset, we use
its title (e.g. Care delivery and self-management
strategies for children with epilepsy) as the ques-
tion, and the key information from all Included
Studies as the evidence set (as illustrated in Fig-
ure 2 and described in Section 5.1). To evaluate
the quality of the answer (synthesis) generated by
the model, we compare it to the human-authored
synthesis (the Author Conclusion section) from the
systematic review.

Our aim is to improve over previous approaches
by including more complete, more detailed and
higher quality information about each included
study (as set out in Section 4), along with de-
tailed instructions based on textbook guidelines
about how to conduct a systematic review, in the
prompt to the LLM. Below we describe prompt
composition (Section 5.1), and the LLMs we test
(Section 5.2).

5.1 Prompt construction
Figure 2 is a flow diagram illustrating how we con-
struct our prompts to the LLM. The boxes shaded
in blue indicate prompt components that we tested
in our selective ablation study for their impact (Sec-
tion 7). A complete prompt has the following struc-
ture:

Base prompt (Part 1) + Included Study Informa-
tion + Comparison PICO Information + Base
Prompt (Part 2) + Guidelines + Examples

We outline each of the above prompt components
below.

Base prompt (Part 1): Part 1 of our Base Prompt
is as follows: “You are a systematic reviewer tasked
with synthesizing information from multiple clini-
cal studies. Below is the data you need to review.
The title of the systematic review is: {Systematic
Review Title}".

Included Study Information: The Included
Study Information is made up of four components
which are concatenated together: Included Study
Reference, Included Study Title, Included Study
Abstract and Included Study PICO (which includes
Risk of Bias as described in Section 4.5).

Comparison PICO Information: As described
in Section 4.6, Comparison PICOs are a key tool
for synthesizing research findings. We therefore
include them as a separate component after the in-
cluded study information is provided. An example
Comparison PICO in included in Figure 8.

Base Prompt (Part 2): Part 2 of our Base Prompt
reads as follows: “What does the above evidence
conclude about {Systematic Review Title}?"

Guidelines: The guidelines component consists
of summary excerpts from Cochrane Library’s sys-
tematic review guidelines (Higgins et al., 2023)
and instructs the model on the structure and depth
of analysis expected. See Appendix F for the full
prompt.

Examples: We then incorporate three gold output
examples into the prompts to provide clear indica-
tion of the desired summary style and content. Note
that these examples were selected from systematic
reviews that are not included in our dataset, but
like the systematic reviews in our dataset involved
the study of interventions (as opposed to diagnosis
or prognosis). Candidate examples were split into
three categories based on their outcomes: (1) there
was no definitive benefit to the intervention; (2)
there is not enough evidence to reach a conclusion;
(3) there is a benefit to the intervention. One exam-
ple from each category was then randomly picked
in an attempt to not bias the LLM to favor one type
of conclusion over another. These three examples
were used throughout all of our experiments. As
we do not provide the corresponding inputs, we
consider our approach to be zero-shot rather than
few-shot.
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Figure 2: Flow diagram illustrating the composition of our final input prompt for a single biomedical scientific
synthesis generation. The coloured boxes represent components that are removed in some of our experiments.

5.2 Models

We use Claude 3 Haiku, Claude 3 Sonnet and
Claude 3.5 Sonnet from Anthropic5 (which we re-
fer to as Haiku, Sonnet and Sonnet 3.5 respectively)
to conduct experiments. These models have a con-
text window size of 200k tokens and are notable
for their strong recall over long context lengths.
Claude 3 models are trained on a mix of public
internet data6, non-public third-party data, labeled
data, and internal data generated by Anthropic.
They employ training techniques such as pretrain-
ing on large diverse data for next word prediction,
as well as reinforcement learning with human feed-
back that encourage helpful, harmless, and honest
responses. Additionally, they use Constitutional AI
(Bai et al., 2022) to align Claude with human val-
ues during reinforcement learning, explicitly spec-
ifying rules and principles based on sources like
the UN Declaration of Human Rights. We access
these models through the Anthropic API. For a cost
breakdown see Appendix K. On a variety of bench-
marks Sonnet 3.5 is the strongest model, Sonnet is
the second strongest and Haiku is the least strong.

6 Evaluation Methods

As outlined in Section 4.2, we use the Authors’
Conclusions from the abstract of the target sys-
tematic review as our reference text to assess the
performance of our system. The aim is to quantify
the agreement between conclusions drawn in our

5https://www.anthropic.com/news/
claude-3-family

6Training data contained information up to August 2023
for Haiku and Sonnet. Training data contained information up
to April 2024 for Sonnet 3.5.

generated biomedical syntheses with those in this
reference text. Below we describe metrics we used
to evaluate the agreement between the two texts.

LLM Judge. We use LLM-as-Judge as our pri-
mary approach to evaluation, as metrics based on
it have been shown to have the highest correlation
with human judgements in multiple studies (Wang
et al., 2023; Sottana et al., 2023; Zheng et al., 2024).
We use the most recent version of GPT (GPT-4o)7

as our LLM-as-Judge.
More specifically, the judge LLM is provided

with the reference text and the generated text, and
is instructed to determine whether the generated
text agrees or disagrees with the conclusions in the
reference text. It is instructed to set out its reason-
ing first, and then give a score as a number between
1 and 4, with the following meaning: 1 (Strongly
Disagree), 2 (Disagree), 3 (Agree), 4 (Strongly
Agree). This scoring is similar to the scale used
in Shaib et al. (2023). We report both the aver-
age LLM Judge Score and Agreement Percentage
which is the percentage of generated syntheses that
are scored Agree and Strongly Agree (Table 2).

We tuned the prompt for our LLM-as-Judge met-
ric to make sure it would give the appropriate re-
sponse for a set of four synthetic examples that we
designed to match the four different scores above.
We iterated on the prompt design until the scores
assigned by the LLM matched what we expected
to see for each of our synthetic inputs. The tem-
perature for the LLM-as-Judge calls was set to 0,
intended to ensure reproducibility. However, in our
experiments we noted that rerunning with the same

7We accessed GPT-4o through the OpenAI API at: https:
//api.openai.com/v1/models
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prompt and temperature 0 does not always produce
the same response. Therefore, we run each call
three times for each generated summary and as-
sign the majority score. If the model assigned three
different scores, we instead assign a zero score indi-
cating lack of agreement. This happened four times
in 45 systematic reviews over the 15 experiments
listed in Table 2. When this occurred, we reran the
entire experiment. A single rerun was enough in
each case to eliminate zero scores.

The final prompt was as follows: “You are to
judge the quality of the output of an automati-
cally generated ‘Author’s Conclusion’ section for
a biomedical systematic review. The user will pro-
vide the gold standard reference text and the gener-
ated text. You will use the submit_analysis tool to
provide your analysis. Reference Summary: {refer-
ence} Generated Summary: {generated}"

The model is required to submit its response in
a structured JSON format using the function call-
ing feature of the OpenAI API.8 The model must
submit the reasoning for its answer first and then a
score between 1-4 as described above. The descrip-
tion of the function given to the model is: "Accepts
analysis of generated text against reference text."
The description of the reasoning parameter is "The
reasoning of the reviewer about whether the gener-
ated text agrees or disagrees with the conclusions
in the reference text." The description of the score
parameter is "Give the result as a number 1-4 mean-
ing: 1: Strongly disagree, 2: Disagree, 3: Agree,
4: Strongly Agree." We require the model to fill out
the reasoning parameter first to avail of the benefits
of chain-of-thought reasoning (Wei et al., 2022)
and also to aid in analysis of the model’s ultimate
decisions.

Other Automatic Metrics. Following estab-
lished practice, we also employ a range of string-
similarity metrics to assess the quality of our gen-
erated texts, specifically: BLEU (Papineni et al.,
2002), ROUGE-1, ROUGE-2, ROUGE-L (Lin,
2004), and ChrF score (Popović, 2015).

7 Experimental Results

Overall Results. Table 2 sets out the main re-
sults of our experiments, in terms of informa-
tion included in the prompt (first five columns),
the model used (sixth column) and the evaluation

8https://platform.openai.com/docs/guides/
function-calling

scores achieved (last 7 columns). Rows are ordered
in descending order of Agreement Percentage.

Our ‘kitchen sink’ experiment which includes
all of the components of our input described in Sec-
tion 5.1 (abstracts, Included Study PICO, Compari-
son PICO, base prompt, guidelines and examples)
achieved a 51% LLM Agreement Percentage with
the Haiku model (row 3), 47% with Sonnet (row 5),
and 44% with Sonnet 3.5 (row 7). However, in
all cases, better results in terms of this metric are
achieved when leaving out abstracts, as illustrated
further in Figure 3. With Haiku and Sonnet 3.5,
leaving out the abstract produced the overall best
result of 53% Agreement Percentage (row 1, 2); for
Sonnet it was 49% (row 4).

Initially, we hypothesised that this could be due
to the fact that our dataset only has 81% coverage
of abstracts. We wanted to test whether the same
effect would happen if there was 100% coverage
of abstracts. We proceeded to conduct two more
experiments to further research this surprising re-
sult. Note that these experiments are not listed in
Table 2 as the dataset used is different and therefore
the results are not directly comparable. Of our 45
systematic reviews, 21 contain 100% coverage of
abstracts. We again employed our ‘kitchen sink’
approach to this new filtered dataset. Again, we
find that including abstracts still had a small neg-
ative effect on performance. Using Haiku as our
model, we achieved an Agreement Percentage of
42.85% with an average LLM Judge Score of 2.523.
This compares to an increased agreement score of
47.61% and an LLM Judge Score of 2.571 when
abstracts were excluded.

Regarding the strength of the model, in all cases,
there is only a slight difference in performance be-
tween models. This is despite the fact the Claude
3.5 Sonnet is generally considered to be a far
stronger model (Section8).

Impact of PICO Components. We further as-
sessed the impact on Agreement Percentage of
including different types of PICO elements. We
tested four configurations: (1) both Included Study
PICO and Comparison PICO (row 3 in Table 2); (2)
Included Study PICO only (row 7); (3) Comparison
PICO only (row 9); and (4) neither PICO (row 10).
In all of these experiments, Claude 3 Haiku was the
model, abstracts were included, and our otherwise
full prompt was used (base prompt + guidelines +
examples).

The results show that the combination of both In-
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Info included in prompt N-gram Metrics LLM Metrics
Abs PICO Prompt

Model BLEU R-1 R-2 R-L chrF LLM Sc. Agr. Per.
Inc. Comp. Guide. Exam.

1 ✓ ✓ ✓ ✓ Sonnet 3.5 0.358 0.288 0.078 0.247 0.478 2.689 53.33
2 ✓ ✓ ✓ ✓ Haiku 0.358 0.291 0.080 0.253 0.481 2.644 53.33
3 ✓ ✓ ✓ ✓ ✓ Haiku 0.353 0.288 0.083 0.255 0.486 2.555 51.11
4 ✓ ✓ ✓ ✓ Sonnet 0.349 0.272 0.062 0.239 0.467 2.622 48.89
5 ✓ ✓ ✓ ✓ ✓ Sonnet 0.344 0.265 0.060 0.231 0.466 2.533 46.67
6 ✓ ✓ ✓ ✓ ✓ Sonnet 3.5 0.347 0.282 0.076 0.249 0.478 2.511 44.44
7 ✓ ✓ ✓ ✓ Haiku 0.344 0.267 0.064 0.232 0.466 2.444 44.44
8 ✓ ✓ ✓ ✓ Haiku 0.383 0.285 0.078 0.250 0.475 2.422 42.22
9 ✓ ✓ ✓ ✓ Haiku 0.341 0.281 0.071 0.246 0.474 2.288 35.56
10 ✓ ✓ ✓ Haiku 0.343 0.265 0.063 0.229 0.463 2.022 31.11
11 ✓ ✓ ✓ ✓ Haiku 0.259 0.254 0.067 0.236 0.445 2.356 28.89
12 ✓ ✓ ✓ Haiku 0.360 0.270 0.063 0.233 0.460 2.067 28.89
13 ✓ ✓ Haiku 0.243 0.253 0.063 0.230 0.430 2.356 28.89
14 ✓ ✓ Haiku 0.278 0.240 0.055 0.219 0.444 1.756 11.11
15 ✓ Haiku 0.270 0.232 0.056 0.210 0.437 1.778 8.89

Table 2: Comparison of experiments using different models (Claude 3 Haiku or Claude 3 Sonnet) and different
combinations of inputs. Abs refers to full length abstracts of Included Studies described in Section 4.4. The PICO
column indicates whether PICO information was provided to the model. It is broken down into two sub-columns:
Included Study PICO (Inc) and Comparison PICO (Comp). All experiments include the base prompt described in
Section 5.1. The prompt column indicates which additional elements of our prompt were included and is broken
down into sub-columns: ‘guidelines’ (Guide) and ‘examples’ (Exam). Additional metrics: BLEU, ROUGE-1,
ROUGE-2, ROUGE-L, chrF, LLM Judge Score, and Agreement Percentage are also included. See Section J for a
more detailed description of some of these automatic metrics.

Figure 3: Comparison of Agreement Percentages with
and without Abstracts for Haiku and Sonnet Models.
The removal of abstracts resulted in higher Agreement
Percentage for both models.

cluded Study PICO and Comparison PICO yielded
the highest Agreement Percentage of 51% (row 3).
When only the Included Study PICO was used, the
Agreement Percentage dropped to 44% (row 7).
The use of only the Comparison PICO resulted in
an Agreement Percentage of 36% (row 9), and the
absence of any PICO elements led to the lowest
score of 31% (row 10). In combination, these re-

sults indicate that the Included Study PICO may
be a more crucial part of the puzzle than the Com-
parison PICO, but it could also be due to the high
variability in the number of Comparison PICOs for
different systematic reviews.

In terms of inclusion of guidelines and examples,
Table 2 shows results for (1) both (row 10), (2) just
guidelines (row 13), (3) just examples (row 14),
and (4) neither (row 15), in all cases with abstract
and without PICO information. The corresponding
Agreement Percentages are illustrated in Figure 4.
We also tested this when PICO information was
included (row 3, 8, 11, 12) where the same ordering
of results was found: inclusion of both guidelines
and examples performs the best; guidelines only is
the next highest performer; examples only is the
second lowest performer and; and neither is the
lowest performer.

Comparison with Shaib et al. (2023). We ob-
served notable improvements when using our high-
quality dataset compared to the dataset used by

365



Figure 4: Impact of inclusion of guidelines and/or exam-
ples in prompt on Agreement Percentage. Note that no
Included Study PICO or Comparison PICO information
was included in these experiments.

Figure 5: Impact of using Shaib et al. (2023)’s dataset
vs. ours on Agreement Percentages. Bars are coloured
according to the dataset used: Shaib et al. (2023) dataset
vs. our dataset. The minimal prompt and full prompt
configurations are compared.

Shaib et al. (2023), as illustrated in Figure 5.
The dataset in Shaib et al. (2023) contains sum-

maries of abstracts from the same 45 Systematic
Reviews as contained in our datasets. These sum-
maries were automatically generated using an LLM.
As noted above, the Shaib et al. (2023) dataset has
much lower coverage of Included Study abstracts
than our own dataset.

Using our base prompt only, along with the ab-
stract summaries from Shaib et al.’s (2023) dataset,
the system reaches a 7% agreement percentage.
When we substitute the full abstracts from our
dataset this rises to 9%. However, when we applied
our full prompt (base prompt + guidelines + exam-
ples), the improvement was much more substantial,
with the Agreement Percentage jumping from 13%
to 31%. This demonstrates the combined effect of
a high-quality dataset and a comprehensive prompt
in enhancing the synthesis process.

Correlations between metrics. We found that
there was little correlation between the Agreement
percentage scores produced by the LLM, and the

other automatic metrics that we used. For the full
correlation matrix, see Appendix J.

8 Discussion

Model Strength. Interestingly, Haiku outper-
formed Sonnet despite the Sonnet model being
superior across multiple benchmarks. Sonnet 3.5,
generally the strongest of the three models, had a
more mixed result; it matched the Agreement Per-
centage of the other highest scoring model (Haiku)
when abstracts were included but performed worse
than both other models when abstracts were not
included. This result suggests that model strength
may not be the primary bottleneck for this task.
The difference in performance between these mod-
els was not statistically significant (as measured
by a chi-squared test on the binary Agreement Per-
centages, see Appendix L) but they do indicate that,
with the right approach, strong performance can be
achieved with more cost efficient models.

Dataset Quality. Our results show that our im-
proved prompting strategy has a small impact when
applied to prior datasets with much lower cover-
age of abstracts from Included Studies. However,
when applied to our more comprehensive dataset,
the same prompts are more effective. With our
best prompt and the abstracts from our dataset, the
Agreement Percentage is 31%, compared to 13%
with the Shaib et al. (2023) dataset.

9 Conclusion

In the study reported in this paper, we leveraged
LLMs to generate biomedical scientific syntheses
by incorporating diverse types of crucial informa-
tion from included studies as input. We evaluated
our approach using a carefully constructed dataset
that addresses limitations of existing datasets. Our
results show that we can improve over previous
approaches and guide models to produce higher-
quality output by providing them with included
study PICO information, as well as crafting struc-
tured prompts incorporating instructions informed
by domain knowledge gleaned from textbooks. It
seems likely that further performance improvement
can be achieved by further developing the prompt
design. However, an important focus for future
research will need to be the confident automatic
extraction of relevant information from studies and
papers for incorporation into such prompts.
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10 Limitations

Prompting Strategy. The largest improvement
in our experiments came from using a better
prompting strategy (see rows 10, 13, 14 and 15 of
Table 2). This improvement was achieved without
conducting any rigorous evaluation of prompting
strategies. Our intuition was that providing a sum-
mary of certain parts of the Cochrane Library Hand-
book would increase performance. This did lead to
a statistically significant improvement (Section L).
This suggests that there is likely more low-hanging
fruit in this area. A more systematic approach may
lead to even greater increases in performance. Ex-
amples of advanced prompting strategies include
chain of thought (Wei et al., 2022), tree of thought
(Yao et al., 2024), graph of thought (Besta et al.,
2023), prompt evolution (Fernando et al., 2023)
and automated prompt optimisation (Yang et al.,
2023). These avenues are left for future investiga-
tion.

Automatic Metrics. Our findings indicate that
basic n-gram-based metrics are inadequate for as-
sessing LLM-generated summaries (Wallace et al.,
2021). They fail to capture the intended message
and content of the summaries. In this study, we
leverage the LLM-as-Judge approach to approx-
imate human judgments. A detailed analysis of
the basic automatic evaluation metrics and their
correlation with the LLM-as-Judge model can be
found in Appendix J. Future research directions
include validating the reliability of our LLM-as-
Judge model through expert evaluations from do-
main specialists.

LLM-as-Judge. Further work needs to be done
on standardising the approach to using LLM-
as-Judge for evaluating automatically generated
biomedical synthesis text. Our LLM-as-Judge was
designed to be highly stringent. For example, when
we put Shaib et al.’s (2023) outputs through our
LLM-as-Judge evaluator, the results showed a strik-
ing 0% agreement with the reference conclusions.
These are the outputs that Shaib et al. (2023) gen-
erated using their dataset of summarised abstracts
and using GPT-3 as the LLM for synthesis.

This stands in stark contrast to the nearly 50%
agreement given by human annotators reported by
Shaib et al. (2023). These human annotators had
medical training and were recruited on Upwork. A
review of a sample of the differences indicates that
our LLM-as-Judge evaluator is applying a much

higher standard than the human evaluators. See
Appendix H for examples of the score given to
generated summaries in comparison to human an-
notators from Shaib et al. (2023) study. For the
reasons set out in this paper (Section 6) we believe
that we have calibrated the LLM-as-Judge to the
appropriate level of strictness given the importance
of accuracy in this task. However, future work
should look to reach a consensus on how exactly
the strictness of these systems should be calibrated
to ensure that results are comparable across studies.

Abstracts vs. PICO. Including abstracts in the
input data, to our surprise, decreased the scoring
of our synthesised outputs when all of our other
inputs were included (see rows 1-6 of Table 2). We
hypothesise two reasons why this could be the case.
First, abstracts tend to be more verbose and less fo-
cused than PICO elements, which cut straight to the
essential information. Second, including abstracts
increases the context length, which is known to
degrade the performance of LLMs (Beltagy et al.,
2020, Tay et al., 2022, Brown et al., 2020). Due
to the only minor decrease in performance, we
suggest future work should focus on obtaining a
dataset with 100% coverage of these abstracts and
retesting this theory to prove it with statistical sig-
nificance (Section L).

Gold PICO information. In this study, we con-
centrate on generating systematic syntheses based
on gold-standard PICO information extracted by
human experts from the Cochrane Library. While
this approach provides high-quality input, a more
pragmatic setup would involve using automated
systems to extract PICO information. We con-
sider this avenue a promising direction for future
research.
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A Types of PICO

As an example, consider a systematic review eval-
uating the effectiveness of ivermectin and perme-
thrin for treating scabies. This example is based on
Rosumeck et al. (2018), focusing on only the first
two included studies mentioned therein. One in-
cluded study examines four different interventions:
ivermectin, permethrin, benzyl benzoate, and sul-
fur ointment. The second included study evaluates
ivermectin as a treatment.

The Included Study PICO for these two studies
will differ. The first study lists four interventions,
while the second study lists only one.

The Systematic Review PICO is defined at the
beginning of the systematic review process and
determines its scope. In this case, the systematic
review only considers ivermectin and permethrin as
interventions, so only these two interventions are
included as Interventions in the Systematic Review
PICO. The systematic review ignores the results
related to benzyl benzoate and sulfur ointment from
the first study because they fall outside of its scope.

The systematic review may contain a Compari-
son PICO comparing the results of ivermectin as an
intervention. The Comparison PICO would include
the results related to ivermectin from both studies.
Thus, the Interventions component of the Com-
parison PICO is only comparing one intervention:
ivermectin.

This example illustrates how the different types
of PICO relate to each other, focusing on the Inter-
ventions element. The same principles apply to the
other elements of PICO as well. Systematic Review
PICOs set the scope for the review. Included stud-
ies may contain information outside this scope or
information that is only a subset of the Systematic
Review PICO. This difference is reflected between
the Included Study PICO and the Systematic Re-
view PICO. Comparison PICOs focus on specific
sub-questions and will include only the subset of
PICO information from included studies relevant
to the question.

B Agreement Scores of Strongest
Performing Setups

Figure 6 and Figure 7 show the level of agreement
between the different setups.

C Target Text Example

The following is an example of one of the target
texts in our dataset:

Group CBTp appears to be no better or
worse than standard care or other psy-
chosocial interventions for people with
schizophrenia in terms of leaving the
study early, service use and general qual-
ity of life. Group CBTp seems to be more
effective than standard care or other psy-
chosocial interventions on overall men-
tal state and global functioning scores.
These results may not be widely appli-
cable as each study had a low sample
size. Therefore, no firm conclusions con-
cerning the efficacy of group CBTp for
people with schizophrenia can currently
be made. More high-quality research,
reporting useable and relevant data is
needed.

D Risk of Bias example

• Random sequence generation (selection bias):
Low risk

• Allocation concealment (selection bias): Low
risk

• Blinding of participants and personnel (per-
formance bias): All outcomes High risk

• Blinding of outcome assessment (detection
bias): All outcomes Low risk

• Incomplete outcome data (attrition bias): All
outcomes Low risk

• Selective reporting (reporting bias): Low risk

• Other bias: Low risk

E Reconstructed Comparison PICO

Comparison 1: Seizure frequency and severity,
Outcome 1: Number of seizures at 12 months

• Meta-analysis:

• Study or Subgroup
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Figure 6: Heatmap showing pairwise agreement between experiments based on LLM Judge Scores which rank
between 1 and 4. Darker colors indicate higher agreement between experiments.

• Tieffenberg 2000

• Experimental: Mean: 0.34, SD: 0.98, Total:
103

• Control: Mean: 1.11, SD: 2.77, Total: 64

• Mean Difference: IV, Fixed, 95

Risk of Bias:

• A: ?

• B: ?

• C: -

• D: ?

• E: -

• F: +

• G: ?

F Guidelines prompt

The guidelines prompt is as follows: "The following
is a summary of the instructions given to Cochrane
Reviewers for drafting the Authors’ Conclusions
section of a systematic review: Implications for
Practice: Cochrane Reviews provide valuable in-
formation for practice but do not make direct rec-
ommendations due to the need for additional evi-
dence and judgments. Authors should discuss the
certainty of evidence, benefits versus harms, and
patient values/preferences without making specific
recommendations. If authors discuss possible ac-
tions, they should consider all factors influencing
decisions, including patient-important outcomes,
costs, and resource availability. Implications for
Research: This section highlights the need for fur-
ther research and specifies desirable research char-
acteristics. Authors should use the PICO frame-
work (Population, Intervention, Comparison, Out-
comes) to detail areas needing more investigation.
The GRADE framework helps in understanding
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Figure 7: Binary heatmap representing the agreement between experiments. Each cell shows whether pairs of
experiments agreed or disagreed based on binary classification (agree: scores 3 or 4, disagree: scores 1 or 2). Darker
colors indicate higher agreement between experiments.

how further research could improve evidence cer-
tainty. Implications by GRADE Domains:

Risk of Bias: Call for better-designed studies.
Inconsistency: Need for studies in relevant sub-
groups to understand differences. Indirectness:
Studies that better fit the PICO question. Impreci-
sion: More studies with larger participant numbers.
Publication Bias: Investigate unpublished data and
conduct large studies. Large Effects and Dose Ef-
fects: No direct research implications but large
effects likely reflect the true impact. Opposing Bias
and Confounding: Studies controlling for residual
biases and confounders.

You are to draft the summary of the Author’s
Conclusions that is to go in the abstract. It should
be no more than 200 words."

G Examples prompt

The following is our Examples prompt: “Below
are some example outputs to give you an indication
of style, length and what information is to be in-

cluded: Title: Antiviral medications for preventing
cytomegalovirus disease in solid organ transplant
recipients Author’s conclusions: Prophylaxis with
antiviral medications reduces CMV disease and
CMV-associated death, compared with placebo or
no treatment, in solid organ transplant recipients.
These data support the continued routine use of an-
tiviral prophylaxis in CMV-positive recipients and
CMV-negative recipients of CMV-positive organ
transplants.

Title: Magnesium sulphate for women at risk
of preterm birth for neuroprotection of the fe-
tus Author’s conclusions: The currently available
evidence indicates that magnesium sulphate for
women at risk of preterm birth for neuroprotec-
tion of the fetus, compared with placebo, reduces
cerebral palsy, and death or cerebral palsy, in chil-
dren up to two years’ corrected age, and probably
reduces severe intraventricular haemorrhage for
infants. Magnesium sulphate may result in little to
no difference in outcomes in children at school age.
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While magnesium sulphate may result in little to
no difference in severe maternal outcomes (death,
cardiac arrest, respiratory arrest), it probably in-
creases maternal adverse effects severe enough to
stop treatment. Further research is needed on the
longer-term benefits and harms for children, into
adolescence and adulthood. Additional studies to
determine variation in effects by characteristics of
women treated and magnesium sulphate regimens
used, along with the generalisability of findings
to low- and middle-income countries, should be
considered.

Title: Early pharmacological interventions
for prevention of post-traumatic stress disorder
(PTSD) in individuals experiencing acute traumatic
stress symptoms Author’s conclusions: This review
provides uncertain evidence regarding the use of
escitalopram, hydrocortisone, intranasal oxytocin
and temazepam for people with acute stress symp-
toms. It is therefore unclear whether these pharma-
cological interventions exert a positive or negative
effect in this population. It is important to note
that acute traumatic stress symptoms are often lim-
ited in time, and that the lack of data prevents the
careful assessment of expected benefits against side
effects that is therefore required. To yield stronger
conclusions regarding both positive and negative
outcomes, larger sample sizes are required. A com-
mon operational framework of criteria for inclu-
sion and baseline assessment might help in better
understanding who, if anyone, benefits from an in-
tervention. As symptom severity alone does not
provide the full picture of the impact of exposure to
trauma, assessment of quality of life and functional
impairment would provide a more comprehensive
picture of the effects of the interventions. The as-
sessment and reporting of side effects may facilitate
a more comprehensive understanding of tolerabil-
ity."

H Example of GPT Annotator vs Shaib
Annotator

LLM Judge Score: Strongly disagree
Shaib Annotator Score: Agree
LLM Judge Reasoning: The generated summary
is overly positive and does not reflect the variabil-
ity and methodological issues highlighted in the
reference summary. The reference summary em-
phasizes the lack of sufficient evidence and the
need for further research, while the generated sum-
mary suggests a more definitive positive impact of

the interventions without acknowledging the limi-
tations.
Generated Summary:
The evidence suggests that tailored interventions
and educational programs can have a positive im-
pact on the care delivery and self-management of
children with epilepsy. These interventions can
improve knowledge and understanding of the con-
dition, reduce anxiety, improve decision-making
skills, and improve adherence to treatments. Ad-
ditionally, child-centered, family-focused interven-
tions can reduce crises and visits to physicians,
decrease fears of death, reduce disruption of family
life and patient-physician relationships, and reduce
school absenteeism.
Target Summary:
Whilst each of the programmes evaluated in this re-
view showed some benefit to children with epilepsy,
their impact was extremely variable. No pro-
gramme showed benefits across the full range of
outcomes, and all studies had methodological prob-
lems. There is currently insufficient evidence in
favour of any single programme. Further evidence
from randomised controlled trials using validated
measures and considering clinical meaningfulness
as well as statistical significance of results is re-
quired.

LLM Judge Score: Disagree
Shaib Annotator Score: Agree
LLM Judge Reasoning:
The generated summary partially captures the
essence of the reference summary but introduces
several inaccuracies and omissions. The reference
summary emphasizes the reduction in antibiotic
prescriptions due to C-reactive protein point-of-
care tests without affecting recovery rates, and it
highlights the need for further research in specific
populations and on other biomarkers. The gener-
ated summary, however, introduces elements not
mentioned in the reference, such as enhanced com-
munication skills and Internet-based training, and it
incorrectly states that rapid tests for C-reactive pro-
tein did not reduce antibiotic prescriptions. These
discrepancies lead to a lower score.
Generated Summary:
The evidence suggests that using C-reactive protein
point-of-care testing and training in enhanced com-
munication skills can reduce antibiotic prescrib-
ing for lower respiratory tract infections in general
practices without compromising patient recovery
and satisfaction with care. Additionally, Internet-
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based training in C-reactive-protein point-of-care
testing, communication skills, or a combination
of the two can substantially reduce antibiotic pre-
scribing for lower RTIs. However, point-of-care
procalcitonin and lung ultrasonography were not
found to further reduce antibiotic prescription, and
the use of a rapid test for C-reactive protein did not
reduce prescription of antibiotics.
Target Summary:
The use of C-reactive protein point-of-care tests as
an adjunct to standard care likely reduces the num-
ber of participants given an antibiotic prescription
in primary care patients who present with symp-
toms of acute respiratory infection. The use of
C-reactive protein point-of-care tests likely does
not affect recovery rates. It is unlikely that further
research will substantially change our conclusion
regarding the reduction in number of participants
given an antibiotic prescription, although the size
of the estimated effect may change. The use of
C-reactive protein point-of-care tests may not in-
crease mortality within 28 days follow-up, but there
were very few events. Studies that recorded deaths
and hospital admissions were performed in children
from low- and middle-income countries and older
adults with comorbidities. Future studies should
focus on children, immunocompromised individu-
als, and people aged 80 years and above with co-
morbidities. More studies evaluating procalcitonin
and potential new biomarkers as point-of-care tests
used in primary care to guide antibiotic prescription
are needed. Furthermore, studies are needed to val-
idate C-reactive protein decision algorithms, with
a specific focus on potential age group differences.

On average the LLM judge scored the outputs
one score lower than the Human annotators from
(Shaib et al., 2023).

I SVG Forest Plot Reconstuction

Obtaining the comparison PICO proved to be quite
a challenge. In Cochrane Library, for our dataset,
there could be up to 88 comparison PICOs for one
systematic review. These were in the form of forest
plots. These forest plot are saved as images on a
surface level, but when accessing the html code we
find that the images can be accessed to obtain their
svg data. Note that for a few of the forest plots they
are actually saved as images but it is a very small
subset. The svg data means that we were able to
scrape the forest plots quite easily but due to the
wide variety of formats and layouts, reconstructing

these using code alone would have been extremely
challenging. We found that when giving this svg
data to an LLM, it was able to read and reconstruct
it with ease. This means that if we wanted to we
could have incorporated the entire SVG data into
the prompt of our synthesiser, however due to their
massive length, this would have increased cost,
computation time and would have exceeded the
token limits of almost every model available. We
employed the novel approach of using LLMs to
reconstruct the SVG data for us. This way we could
accommodate the wide variety of formats while
being able to reduce token length to streamline
the integration of the comparison PICOs in our
main experiments. We used Claude Haiku for the
reconstruction after testing a variety of different
LLMs on individual SVGs. Haiku provided the
lowest cost for the largest token limit of the models
tested. Temperature was set to 0.

Prompt used

Extract the key information from the for-
est plot above. List the information in
each row of the forest plot separately
(this may require repeating the headings
row(s)). Note that "Weight" is an inde-
pendent heading (where included). In-
clude the risk of bias information for
each row (if included). Include the risk
of bias legend (if included). Only include
the risk of bias legend once. Do not pro-
vide a summary or analysis just provide
the key information. Begin with "Meta
analysis:"

This prompt was improved upon iteratively by re-
constructing one forest plot at a time and address-
ing any issues with formatting or content that arose.
Here is an example of the forest plot and the SVG
reconstruction and the forest plot it refers to in
Figure 8.

Meta analysis:
Study or Subgroup,Group CBTp
Events,Group CBTp Total,Control
Events,Control Total,Weight,Risk Ratio
M-H, Random, 95% CI
Barrowclough 2006,2,57,1,56,1.2%,1.96
[0.18 , 21.06]
Bechdolf 2004,9,40,8,48,8.4%,1.35
[0.57 , 3.17]
Chadwick 2016,6,54,9,54,6.8%,0.67
[0.25 , 1.74]

373



Deng 2014,18,59,18,59,18.2%,1.00
[0.58 , 1.72]
Granholm 2007,5,37,6,39,5.3%,0.88
[0.29 , 2.63]
Granholm 2013,14,41,6,38,8.6%,2.16
[0.93 , 5.05]
Granholm 2014,37,73,30,76,32.9%,1.28
[0.90 , 1.84]
Li 2013a,12,60,5,60,6.6%,2.40 [0.90 ,
6.39]
Mortan Sevi 2020,2,12,7,14,3.5%,0.33
[0.08 , 1.31]
Penn 2009,5,32,1,33,1.5%,5.16 [0.64 ,
41.74]
Shi 2015,4,60,2,60,2.4%,2.00 [0.38 ,
10.51]
Tao 2015,1,60,3,60,1.3%,0.33 [0.04 ,
3.11]
Wykes 2005,4,43,3,42,3.2%,1.30 [0.31 ,
5.47]
Total (95%
CI),119,628,99,639,100.0%,1.22
[0.94 , 1.59]
Total events,119,99
Risk of Bias
A,?,+,+,+,+,+,+
B,+,?,+,+,+,+,+
C,-,-,-,-,-,-,+
D,+,+,+,?,+,+,+
E,+,+,+,+,+,+,+
F,+,+,+,+,+,+,+
G,+,+,+,+,+,+,+

Risk of bias legend
(A) Random sequence generation
(selection bias)
(B) Allocation concealment (selection
bias)
(C) Blinding of participants and person-
nel (performance bias)
(D) Blinding of outcome assessment
(detection bias)
(E) Incomplete outcome data (attrition
bias)
(F) Selective reporting (reporting bias)
(G) Other bias

See Figure 8 for how this Comparison PICO
looks in SVG format.

J Automatic Evaluation Metrics

BLEU We used the sentence-level BLEU
score, which is a metric for evaluating a
generated sentence to a reference sentence.
BLEU measures the precision of n-grams in
the generated text compared to the reference
text, accounting for brevity and exact matches.
Specifically, we use the sentence_bleu func-
tion from the nltk.translate.bleu_score module,
which calculates BLEU scores at the sentence
level. The sentence_bleu function from the
nltk.translate.bleu_score module, when used as sen-
tence_bleu([target], summary), by default calcu-
lates the cumulative BLEU-4 score. This means
it considers n-grams from 1 to 4, giving you the
combined score for 1-gram, 2-gram, 3-gram, and 4-
gram matches between the target and the summary.

ROUGE For ROUGE, we used the py-rouge li-
brary, which provides various ROUGE metrics,
including ROUGE-1, ROUGE-2, and ROUGE-L.
These metrics are defined as follows:

ROUGE-1: Measures the overlap of unigrams
(single words) between the generated summary and
the reference summary. ROUGE-2: Measures the
overlap of bigrams (two consecutive words) be-
tween the generated summary and the reference
summary. ROUGE-L: Measures the longest com-
mon subsequence (LCS) between the generated
summary and the reference summary. This met-
ric captures the sequence similarity, taking into
account the order of words.

chrF The character F-score (chrF) is another
evaluation metric we used, which is calcu-
lated using the sentence_chrf function from the
nltk.translate.chrf_score module. ChrF measures
the precision and recall of character n-grams (typi-
cally 6-grams) rather than word n-grams, making
it particularly effective for capturing both lexical
and grammatical correctness in the generated sum-
maries. It is useful for assessing the readability
and coherence of the text at the character level, pro-
viding a complementary perspective to word-level
metrics like BLEU and ROUGE.

Table 3 shows the correlation between all metrics
used.

K Cost Breakdown

We spent $11 on the Anthropic API accessing the
Claude 3 Haiku and Claude 3 Sonnet models. This
was used for converting SVG to human readable
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Figure 8: Example of Comparison PICO Forest Plot.

BLEU chrF R-1 R-2 R-L LLM Score

BLEU 1.000 0.368 0.486 0.256 0.413 -0.138
chrF 0.368 1.000 0.490 0.561 0.492 0.212
R-1 0.486 0.490 1.000 0.706 0.927 0.001
R-2 0.256 0.561 0.706 1.000 0.723 0.096
R-L 0.413 0.492 0.927 0.723 1.000 0.040
LLM Score -0.138 0.212 0.001 0.096 0.040 1.000

Table 3: Correlation Matrix of Metrics. Formed by concatenating results from all experiments

text and performing the biomedical synthesis gen-
eration in our experiments.

Using GPT-4o as a judge cost $5.60.

L Statistical Tests

We implemented chi-squared tests to determine the
significance level of changes in agreement percent-
ages. The improvements we made to methodology
by integrating PICO elements, enhancing prompt-
ing with guidelines and examples, and including
our improved dataset all have high levels of statisti-
cal significance. However, the observed differences
in performance when changing models and includ-
ing or excluding abstracts cannot be said with any
degree of certainty that an improvement was indeed
made.

Methodology Comparison Comparing Abs
Only, Full Prompt, Our Dataset, Haiku with NoAbs,
PICO, ComPICO, Full Prompt, Haiku:

• Chi2: 3.75

• p-value: 0.0528

• Confidence Interval: 94.72%

Prompt Comparison Comparing Abs, PICO,
ComPICO, Full Prompt, Haiku with Abs, PICO,
ComPICO, Minimal Prompt, Haiku:

• Chi2: 2.99

• p-value: 0.0837

• Confidence Interval: 91.63%
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Figure 9: Example of Included Study PICO.

Dataset Comparison Comparing Abs Only, Full
Prompt, Our Dataset, Haiku with Abs Only, Full
Prompt, Shaib Dataset, Haiku:

• Chi2: 3.40

• p-value: 0.0651

• Confidence Interval: 93.49%

Model Comparison Comparing NoAbs, PICO,
ComPICO, Full Prompt, Sonnet with NoAbs,
PICO, ComPICO, Full Prompt, Haiku:

• Chi2: 0.0

• p-value: 1.0

• Confidence Interval: 0.0%

Abstract Inclusion Comparison Comparing
Abs, PICO, ComPICO, Full Prompt, Haiku with
NoAbs, PICO, ComPICO, Full Prompt, Haiku:

• Chi2: 0.0

• p-value: 1.0

• Confidence Interval: 0.0%

Total Comparison Comparing Abs Only, Min-
imal Prompt, Shaib Dataset, Haiku with NoAbs,
PICO, ComPICO, Full Prompt, Haiku:

• Chi2: 19.53
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• p-value: 9.93e-06

• Confidence Interval: 99.999%

Comparison Chi2 p-value Confidence Interval (%)
Methodology Comparison 3.75 0.0528 94.72
Prompt Comparison 2.99 0.0837 91.63
Dataset Comparison 3.40 0.0651 93.49
Model Comparison 0.0 1.0 0.0
Abstract Inclusion Comparison 0.0 1.0 0.0
Total Comparison 19.53 9.93e-06 99.999

Table 4: Statistical Significance Results of Various Com-
parisons
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