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Abstract

Large Language Models (LLMs) have demon-
strated impressive zero-shot performance on a
wide range of NLP tasks, demonstrating the
ability to reason and apply common sense. A
relevant application is to use them for creat-
ing high-quality synthetic datasets for down-
stream tasks. In this work, we probe whether
GPT-4 can be used to augment existing ex-
tractive reading comprehension datasets. Au-
tomating data annotation processes has the po-
tential to save large amounts of time, money,
and effort that goes into manually labeling
datasets. In this paper, we evaluate the per-
formance of GPT-4 as a replacement for human
annotators for low-resource reading compre-
hension tasks, by comparing performance af-
ter fine-tuning, and the cost associated with
annotation. This work serves to be the first
analysis of LLMs as synthetic data augmenters
for QA systems, highlighting the unique op-
portunities and challenges. Additionally, we
release augmented versions of low-resource
datasets, that will allow the research commu-
nity to create further benchmarks for evalua-
tion of generated datasets. Github available at
https://github.com/vsamuel2003/qa-gpt4

1 Introduction

Machine reading comprehension (MRC) is a chal-
lenging NLP task where systems are designed to
answer questions based on a given context. This
task has significant practical value, as it answers
user queries in diverse settings, from clinical con-
texts (Krithara et al., 2023; Pampari et al., 2018;
Pappas et al., 2020), to customer support (Castelli
et al., 2020) and policy interpretation (Ahmad
et al., 2020). BERT-based models (Glass et al.,
2020) have achieved state-of-the-art performance
when trained with extensive data from datasets like
SQuAD (Rajpurkar et al., 2018) and Natural Ques-
tions (Kwiatkowski et al., 2019). However, their
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effectiveness diminishes in low-resource domains
with limited data points (Schmidt et al., 2022).
This limitation becomes particularly pronounced in
newly emerging fields such as COVID-19 (Möller
et al., 2020), where substantial annotated instances
are often lacking.

Data augmentation has been instrumental in
enhancing performance across numerous low-
resource NLP tasks (Feng et al., 2021; Wang et al.,
2022; Liu et al., 2021). Yet, much of the work
on data augmentation for QA (Alberti et al., 2019;
Shakeri et al., 2020; Bartolo et al., 2021; Dhin-
gra et al., 2018; Yang et al., 2017), hinges on the
availability of unlabeled paragraphs from common
sources, such as Wikipedia, to produce new context-
question-answer instances. This approach poses a
challenge for specialized and mission-critical do-
mains where such unlabeled contexts are scarcely
available. Bridging this gap, Large Language
Models (LLMs) exhibit a capability to generate
texts that closely resemble human-authored content
(Brown et al., 2020; Clark et al., 2021). This po-
tential of LLMs can be harnessed to generate both
novel contexts and their corresponding question-
answer pairs.

Addressing this gap, we introduce a GPT-4 (Ope-
nAI, 2023) based data augmentation technique tai-
lored for low-resource machine reading comprehen-
sion, specifically focusing on the extractive setting.
In extractive QA, the system is provided with a con-
text passage and a question, and the system must
determine if the question is answerable using an
extractive span from the passage. Our approach
begins by generating supplementary contexts, ques-
tions, and answers to augment training sets. To
achieve this, we use in-context learning with pas-
sages, questions, and answers from the training set,
ensuring minimal domain shift between the syn-
thetically generated data and the original datasets.

Subsequently, we adopt cycle-consistent filter-
ing to isolate high-quality training instances. Em-
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pirical evaluations conducted on three pertinent
real-world low-resource datasets CovidQA (Möller
et al., 2020), PolicyQA (Ahmad et al., 2020),
and TechQA (Castelli et al., 2020) reveal that our
methodology improves the performance of BERT-
based MRC on CovidQA by 23% and on PolicyQA
by 5% in terms of exact match. Notably, our ap-
proach attains state-of-the-art results on CovidQA.

2 Related Work

Language models have played a key role in the cre-
ation of synthetic datasets for various NLP tasks.
Models such as GPT-2 (Radford et al., 2019) and
CTRL (Keskar et al., 2019) have been applied to
areas including general language understanding
(Meng et al., 2022; He et al., 2022), classification
(Kumar et al., 2020; Anaby-Tavor et al., 2019), dia-
logue tasks (Mohapatra et al., 2021), commonsense
reasoning (Yang et al., 2020), and relation extrac-
tion (Papanikolaou and Pierleoni, 2020), among
others. Recently, LLMs have significantly im-
proved the quality and scope of synthetic dataset
generation. They have been instrumental in aug-
menting datasets for tasks such as NLI and sen-
timent analysis (Dixit et al., 2022), classification
(Yoo et al., 2021), and even creating datasets for
personalized dialogue generation (Lee et al., 2022),
hate speech detection (Hartvigsen et al., 2022), and
textual similarity (Schick and Schütze, 2021) to
name a few.

Most prior work in synthetic data generation for
QA (Riabi et al., 2021; Chakravarti et al., 2020; Du
and Cardie, 2018; Alberti et al., 2019) has concen-
trated on generating questions from Wikipedia pas-
sages to produce supplementary training examples.
More recently, Kalpakchi and Boye introduced the
use of GPT-3 for creating extra training data for
Swedish multiple-choice questions. Our approach
is the first to utilize in-context learning with LLMs
for synthesizing contexts, questions, and answers
for low-resource MRC.

3 Setup

3.1 Low Resource Datasets

We utilize three reading comprehension datasets
in our work: CovidQA, PolicyQA, and TechQA.
These datasets cover diverse domains while having
relatively small training sizes, making them well-
suited for evaluating synthetic data augmentation
techniques.

The CovidQA dataset (Möller et al., 2020) fo-
cuses on question answering related to the COVID-
19 pandemic. It contains 2,019 question-answer
pairs on topics such as virus transmission, public
health interventions, and social impacts.

PolicyQA (Ahmad et al., 2020) contains 12,102
question-answer pairs about United States immi-
gration and travel policies. The questions require
reasoning about specific policy documents to deter-
mine the answer.

TechQA (Castelli et al., 2020) provides 1,808
examples related to technical support issues on
computer networking, software, and hardware. The
goal is to develop QA systems that can resolve
technical problems automatically.

In summary, these three datasets cover the do-
mains of healthcare, public policy, and technology,
while having relatively small training set sizes be-
tween 1-10k examples. This makes them suitable
testbeds for studying the effects of augmenting the
training data through synthetic example generation.

4 Synthetic Data Generation

We generate synthetic examples for each dataset us-
ing the in-context learning capabilities of the GPT-
4 model. As part of our contribution, we release
all synthetically augmented datasets to promote
reproducibility and further research into refining
the use of bootstrapping datasets with synthetically
generated data. Dataset statistics are included in
the Results section of this paper. Furthermore, ex-
amples of original data instances and synthetically
generated data instances are included in the Ap-
pendix. The data generation process consists of
two stages:

4.1 Context Generation

In the first stage, we provide GPT-4 with either 1 ex-
ample (one-shot) or 2 examples (two-shot) of con-
texts from the original training set of each dataset.
These few-shot examples prime GPT-4 on the style
and topics present in the contexts. Providing just
one or two examples allows GPT-4 to adapt from
demonstrations due to the robust few-shot learning
capabilities of LLMs (Reif et al., 2022; Frohberg
and Binder, 2022; Wei et al., 2022). We then gen-
erate new synthetic paragraph-length contexts by
providing a prompt and allowing GPT-4 to com-
plete the paragraph based on the few-shot priming.
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Figure 1: Overview of our methodology using PolicyQA as an example with 2-shot prompts.

4.2 QA Generation

The second stage generates synthetic question-
answer pairs conditioned on the synthetic contexts.
We again prime GPT-4 with either 1 example (one-
shot) or 2 examples (two-shot) of QA pairs from
the original dataset. The few-shot priming allows
GPT-4 to learn the QA pattern quickly. We then
provide the synthetic context from the first stage
along with a prompt for GPT-4 to generate a rele-
vant question-and-answer pair mimicking the style
of the examples.

This two-stage process allows us to leverage the
few-shot learning and text generation capabilities
of GPT-4 to produce synthetic datasets that mimic
the style and semantics of the original data. We
generate varying amounts of synthetic data, from
1x to 10x the size of the original training sets, to
study the impact on downstream task performance.

4.2.1 Round Trip Filtration
To further improve the quality of the synthetic QA
pairs, we implement a round-trip filtration tech-
nique. After generating a synthetic question and
answer using GPT-4, we provide the question back
to the model without the answer. We allow GPT-4
to attempt to answer the question again based on
the context. If the model’s newly generated answer
matches the original synthetic answer, we retain
this QA pair, as it indicates a high-quality question
with a consistent answer. If the answers do not

match, we discard the synthetic QA pair under the
assumption that the question is flawed in some way.

This round-trip filtration process provides a
mechanism for GPT-4 to self-filter its own gen-
erated content. By only keeping QA pairs that
exhibit consistency when answered twice, we ob-
tain higher-quality synthetic data for downstream
training. The filtration process improves precision
at the potential expense of some recall.

4.3 Prompt Selection

We derived our final prompts for both the Context
generation and the QA generation keeping certain
design choices in mind. From preliminary exper-
iments, it was noted that in the zero-shot setting,
the GPT-4 model would generate contexts and QA
pairs that were not from a similar distribution as
the dataset to be augmented. This eventually led
to downstream performance loss in the fine-tuning
stage. To prevent this, n-shot prompting was used
for in-context learning where n = 1 and n = 2
were experimented with. For the context generation
phase, this meant prompting with n randomly se-
lected contexts from the original datasets to gener-
ate the synthetic context, and for the QA generation
this meant prompting the model with n randomly
selected (context, question, answer) triplets from
the original dataset along with the synthetically
generated context.
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CovidQA

Setup Exact Match F1 Score
Original Trainset 25.81 50.91
Baseline 19.71 44.18
One Shot 30.82 57.87
Two Shot 31.18 55.64
One Shot (CC) 31.90 58.66
Two Shot (CC) 30.82 53.40

PolicyQA

Setup Exact Match F1 Score
Original Trainset 30.56 58.15
Baseline 30.08 57.65
One Shot 32.18 59.61
Two Shot 30.97 59.12
One Shot (CC) 30.76 58.71
Two Shot (CC) 30.47 58.46

TechQA
Setup Exact Match F1 Score

Original Trainset 11.11 39.45
Baseline 44.44 59.92
One Shot 22.22 36.91
Two Shot 11.11 36.50
One Shot (CC) 22.22 41.76
Two Shot (CC) 22.22 44.73

Table 1: Experimental results for MRC across various
datasets and settings.

4.4 Experiments

We train an extractive reading comprehension
model using RoBERTa-Base with a learning rate
of 3e − 5, batch size of 16, for 5 epochs. The
model is implemented with Hugging Face and runs
on an Nvidia V100 GPU, measuring F1 and Ex-
act Match scores. For the baseline, we use a T5-
based question generation model trained on the
SQuAD dataset, which generates question-answer
pairs from a paragraph.

5 Results

Table 1 presents results across three datasets. For
the CovidQA dataset, we saw steady improvements
in question-answering performance by augmenting
the training set with synthetic data generated by
GPT-4. The original training set achieved baseline
exact match (EM) and F1 scores. Adding one-shot
synthetic examples improved both metrics, with
further gains observed using two-shot synthetic
data. The highest EM and F1 scores were obtained
with one-shot synthetic data combined with round-
trip filtration, significantly surpassing the original
training set.

For PolicyQA, the largest dataset with over
12,000 examples, the best performance was
achieved by augmenting with one-shot synthetic
data without filtration, improving EM by 1.6 points
and F1 by 1.5 points over the baseline. This
approach outperformed both two-shot and cycle-
filtered variations.

In the smallest dataset, TechQA, with only 1,808
examples, synthetic data augmentation did not
lead to clear improvements. The baseline model
achieved the highest EM score, with two-shot cycle
filtered, one-shot filtered, and one-shot unfiltered
configurations performing similarly. For F1, two-
shot cycle filtered data obtained the second-highest
score after the baseline.

Overall, synthetic data augmentation improved
performance in CovidQA and PolicyQA, with
the best results from one-shot generation com-
bined with round trip filtration for CovidQA, and
unfiltered one-shot generation for PolicyQA. In
TechQA, the small data size and high domain di-
versity limited the effectiveness of synthetic aug-
mentation

Dataset statistics for the three datasets used are
shown in Table 2 located in the appendix.

6 Opportunities and Challenges

Our experiments demonstrate the significant poten-
tial of leveraging LLMs like GPT-4 for synthetic
data generation. In domains like CovidQA and Pol-
icyQA, augmenting with LLM-generated synthetic
examples consistently improved performance over
the baseline, showcasing the few-shot generaliza-
tion abilities of modern LLMs. One-shot synthetic
data augmentation yielded the best results, surpass-
ing other configurations. LLMs can significantly
expand limited training sets for various NLP tasks,
enhancing performance without the expense of hu-
man labeling.

However, challenges remain, particularly in low-
data regimes like TechQA, where LLM-augmented
models performed no better than the baseline. This
highlights the difficulty LLMs face in synthesiz-
ing useful examples from scarce data. Improv-
ing LLMs’ few-shot learning, integrating exter-
nal knowledge, and developing advanced filtering
techniques are critical for maximizing the benefits
of synthetic data generation. While LLMs hold
promise for addressing limited training data, sub-
stantial challenges must be overcome to fully real-
ize their potential in diverse NLP tasks.
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A Dataset Statistics

Dataset Original One Shot Two Shot One Shot CC Two Shot CC Baseline

TechQA 388 775 775 775 775 768
PolicyQA 17056 68130 60306 63704 63704 51267
CovidQA 1461 6699 6716 6316 6316 8069

Table 2: Statistics for the dataset sizes of fine-tuning
data for each experimental setting. The original cate-
gory describes the original training data for each dataset
before synthetic augmentation. One Shot CC and Two
Shot CC show the round trip filtration applied on the
One Shot and Two Shot augmented datasets.
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B Qualitative Examples

Qualitative Examples from CovidQA

Original

Question: Why might we underestimate the spread of COVID19?

Answer: limited information available regarding incubation time, transmissibility, and virus origin

Context: ...
Abstract: 2019 Novel Coronavirus (2019-nCoV) is an emerging infectious disease closely related to MERS-CoV and
SARS-CoV that was first reported in Wuhan City, Hubei Province, China in December 2019. As of January 2020, cases
of 2019-nCoV are continuing to be reported in other Eastern Asian...
2 These numbers are likely underestimates due to the limited information available regarding incubation time,
transmissibility, and virus origin. The What was the research question? Investigators adapted the "Identify, Isolate,
Inform" (3I) Tool for use in suspected cases of 2019-nCoV....

One shot

Question: What is a significant concern in many parts of the Middle East regarding the consumption of meat
and milk from Domestic Camels?

Answer: the potential for the transmission of MERS-CoV, a virus found in DC.

Context: The consumption of meat and milk from Domestic Camels (DC) is common in many parts of the
Middle East, which has led to a significant concern regarding the potential for the transmission of MERS-CoV, a virus
found in DC. However, the occurrence of MERS-CoV infection in the general public is reportedly much lower than
expected given the widespread consumption of DC products....

Two shot

Question: What have research studies around 2016 and 2017 discovered about Ebola and Zika virus?

Answer: instances of genetic recombination within these virus strains.

Context: Several research studies in 2016 and 2017, involving the study of Ebola virus variants from West
Africa and a variant of Zika virus from Brazil, have discovered instances of genetic recombination within these virus
strains...

One shot CC

Question: What modern tools enable the collection of data in real-time for identifying disease outbreaks?

Answers: Modern digital tools

Context: Modern digital tools now enable the collection of data in real-time, significantly fast compared to
traditional epidemiological methods that could take months to pinpoint the kind of outbreak [52]....

Two shot CC

Question: What have recent studies on Zika virus focused on?

Answers: exploring variants of the Zika virus have raised concerns about genetic recombination in viral dis-
tributions.

Context: Recent studies conducted in 2018 exploring variants of the Zika virus have raised concerns about
genetic recombination in viral distributions. With human and mosquito genomes sharing over 99% identity, gene
exchange can occur under certain biological conditions and co-infections, potentially leading to the emergence of
unknown diseases [175] [185]....
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Qualitative Examples from PolicyQA

Original

Question: Does the company collect any data that is personally identifiable?

Answer: personally identifiable

Context: Privacy Policy Posted: Tuesday, September 18, 2012 12:29 pm Updated: Thursday, May 21, 2015
3:22 pm. Our commitment to you The Frederick News-Post and its owner, Randall Family, LLC (collectively, "The
News-Post"), recognize the importance of protecting the privacy of personally identifiable information collected about
you, our customers. This customer privacy policy is intended to outline our legitimate business interests in collecting
and using information and your reasonable expectations of privacy.

One shot

Question: What is Animoto’s stance on privacy?

Answer: At Animoto, we prioritize your right to maintain control over your personal data.

Context: At Animoto, we prioritize your right to maintain control over your personal data. Our Privacy Pol-
icy, which is detailed below, outlines the steps taken by Animoto to ensure your privacy is safeguarded while you use
the Animoto platform. We do like to remind you that the Animoto platform allows users who are 13 years or older
to upload personal content (such as photos or information about themselves or others for whom they have obtained
authority or consent to share such data) that could potentially be viewed and commented on by the public in forums or
through private communication.

Two shot

Question: What does SnapDoodle offer to Registered Users?

Answer: SnapDoodle offers the capability for Registered Users and Subscribers to establish individual per-
sonal portfolios

Context: SnapDoodle offers the capability for Registered Users and Subscribers to establish individual per-
sonal portfolios either directly through SnapDoodle or via alternative sign-in facilities (e.g., Google Sign-In). In an
effort to enhance user engagement, we ask for and show certain personal details to others in order to enable our users to
recognize each other. Registered Users and Subscribers have the option to modify their portfolio information at any
moment and can govern the way the service engages with them.

One shot CC

Question: What is the primary concern of Animagic?

Answers: your privacy

Context: At Animagic, your privacy is our primary concern. We acknowledge the importance of protecting
your personal information and respect your rights to maintain control over its usage. The Privacy Policy outlined below
is designed by Animagic to ensure your privacy is safeguarded while you navigate through Animagic Sites. It’s worth
noting that Animagic Sites and Services permit users aged 13 or above to upload personal content such as photos and
information about themselves and others (provided they have requisite authority or approval). This content can be
accessible for public scrutiny and discussion, as well as for private communication.

Two shot CC

Question: How can registered members and users create profiles on Slack?

Answers: either directly through Slack or through third-party log-in services

Context: Slack provides an option for its registered members and users to create personalized profiles either
directly through Slack or through third-party log-in services like Google Connect. Aiming to enhance user interaction,
we collect and display certain personal data to facilitate user identification among each other. Registered members or
users have the flexibility to modify their profile details at any given time and have full control over their communication
preferences with the service.
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Qualitative Examples from TechQA

Original

Question: I am working on datacap 8.1 version. I have 2 pages in a batch. Page 1 with status as 1, Page 2
with status as 20. Both are of same page type. In verification step (dotedit) I want to hide the page which is with status
20. I have given status 20 in ignored page status in web administrator for verify. But still when I navigate through pages
in dotedit batch view the respective panel is loading. I am able to submit the batch even if I have one page in a batch
with 20 as status.there any way to hide the page (we have multiple same type of pages in a batch) from dotedit based on
the page status?

Answer: The DeleteChildType from the Validations library can be used by running it from the parent of the
object to be deleted and specifying the specific child. example, to remove blank pages from a batch: 1. Create a special
page type attached at the batch level called something like DeleteMe. 2. Use an action like BlankPagesIDBySize
to identify the blank page: * BlankPagesIDBySize (1000,DeleteMe)3. Create a rule with the action DeleteChild-
Type(DeleteMe) and attach it at the batch level to have it remove all pages with page type DeleteMe.building a custom
action, the DeleteChild API method is invoked from the parent object.

Context: dco document hierarchy node delete remove hide blank page TECHNOTE (FAQ)How do I delete a
document hierarchy node, such as a blank page, so that it no longer processes rules or appears in a batchview listing? is
sometimes desired to remove pages or documents from a batch, as they are no longer needed or to simplify processing
for a Verify operator.DeleteChildType from the Validations library can be used by running it from the parent of the object
to be deleted and specifying the specific child. example, to remove blank pages from a batch: 1. Create a special page
type attached at the batch level called something like DeleteMe. 2. Use an action like BlankPagesIDBySize to identify
the blank page: * BlankPagesIDBySize (1000,DeleteMe)3. Create a rule with the action DeleteChildType(DeleteMe)
and attach it at the batch level to have it remove all pages with page type DeleteMe.building a custom action, the
DeleteChild API method is invoked from the parent object. * *

One shot

Question: the ITCAM MQ Monitoring agent, we have a situation that generates alerts when a 2085 event (object
unknown) occurs. We have recently seen alerts for the queue SYSTEM.MQXR.COMMAND.QUEUEfound
following technote:Object Name [2085], SYSTEM.MQXR.COMMAND.QUEUE://www-
01.ibm.com/support/docview.wss?uid=swg21681687technote does not mention Tivoli monitoring product,
and only mentions monitoring products such as Nastel and InfraRed360.Tivoli monitoring agent for WebSphere MQ
use the SYSTEM.MQXR.COMMAND.QUEUE? We are try to find out which application is causing the 2085 event.

Answer: Use the runmqsc display connection command to find the process id (PID) and application name.
the above example of the queue Q1, this is the complete command to invoke under runmqsc: conn(*) where(objname eq
Q1) all

Context: Identify application program connected queue TECHNOTE (TROUBLESHOOTING)(ABSTRACT)Your
WebSphere MQ queue manager will not stop if there are applications that still have a queue opened. Your goal is
to allow a graceful stop of the queue manager, also called controlled (or quiesced) shutdown...the runmqsc display
connection command to find the process id (PID) and application name. the above example of the queue Q1, this is the
complete command to invoke under runmqsc: conn(*) where(objname eq Q1) alloutput:8276: Display ...

Two shot

Question: Can I apply a TIP 2.2 fix pack directly to a TIP 2.1 installation?

Answer: In order to apply TIP 2.2 fix packs, the target TIP installation must already be at TIPCore 2.2.0 or
newer. TIP 2.1 installations must be upgraded to TIP 2.2 using the TIP 2.2.0.1 feature pack.

Context: TIPL2; TIPL2INST; tivoli Integrated portal; feature pack TECHNOTE (FAQ)Can Tivoli Integrated
Portal 2.2 fix packs be applied directly to a TIP 2.1 installation?order to apply TIP 2.2 fix packs, the target TIP
installation must already be at TIPCore 2.2.0 or newer. TIP 2.1 installations must be upgraded to TIP 2.2 using the TIP
2.2.0.1 feature pack. The TIP 2.2.0.1 feature pack can be acquired from IBM Fix Central....
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C Prompts

Prompts

Context Generation
"Generate a context that is similar in topic and domain distribution to the following contexts: {context1}, {context2}"

QA Generation
"Generate 1 question-answer pair. The answer must be only made up of substrings from the context and do not generate
any new text for the answer. {n-shot context, question, answer triplets} Context:"
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