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Abstract

More than 85% of the languages spoken in
Canada are deemed as vulnerable (Lewis,
2009). Efforts for language revitalization and
maintenance are essential to maintain both the
Indigenous knowledge and cultural diversity
in the country. In this context, it is relevant
to develop computational tools that may aid
language communities and linguists involved
in the process of language documentation and
revitalization. One challenge of the documen-
tation process is the existence of more than one
language in spoken language materials. We pro-
pose a pipeline to handle multilingual spoken
data using both custom-trained and commercial
speech-to-text services. The main advantage
of our approach is its user-friendly format as
a recognizer for the audiovisual annotation ap-
plication ELAN (Brugman and Russel, 2004),
which facilitates its use in both community and
university-based language work.

1 Introduction

Canada is the home of a wide language diversity,
with almost 200 languages comprised in 11 Indige-
nous language families and isolates (Lewis, 2009).
Many of these languages are spoken by First Na-
tions, Inuit, and Métis peoples and are deemed
as “fundamental to the identities, cultures, spiri-
tuality, relationships to the land, world views and
self-determination of Indigenous peoples” (Branch,
2020). However, this linguistic diversity is endan-
gered. More than 85% of the languages spoken in
Canada are deemed as vulnerable (Lewis, 2009).
Efforts for language revitalization and maintenance
are essential to maintain Indigenous knowledge
and cultural diversity in the country. In this con-
text, it is relevant to develop computational tools
that may aid language communities and linguists
involved in the process of language documentation
and revitalization.

One challenge of the documentation process is
the existence of more than one language in the data.

In many language documentation and revitaliza-
tion initiatives, audiovisual recordings frequently
include interactions that involve multiple varieties
of languages. In projects focused on grammatical
or lexical description, for instance, it is not uncom-
mon for consultation sessions to feature bilingual
(or, in some cases, multilingual) elicitation, inter-
pretation, and/or translation involving both local
languages and one or more languages of wider com-
munication (e.g., lingue franche). In other cases,
documentation of linguistic knowledge and prac-
tices may also feature multiple languages as a con-
sequence of patterns of multilingualism that are
part of the fabric of the local language ecology.
Bilingual or multilingual documentation such as
this poses additional challenges for annotation ef-
forts that aim to make such resources more ac-
cessible for use in advocacy, revitalization, and
research, beyond what has already commonly been
reported as part of the broader “transcription bottle-
neck” (Reiman, 2010; Boerger, 2011) that current
speech technologies applied in documentary lin-
guistic contexts have generally sought to address
(cf. Thieberger, 2016; Adams et al., 2018, inter
alia).

We propose a solution for handling spoken
multilingual data involving well-documented and
under-resourced languages. We develop a modular
speech-to-text pipeline to handle spoken multilin-
gual data in English and Tsuut’ina (ISO 639-3: srs,
Glottocode: sars1236), a Na-Dene language spo-
ken by members of the Tsuut’ina Nation (Treaty 7,
southern Alberta, Canada). Our approach makes
use of existing speech-to-text services to provide
automatic transcriptions of English utterances in
tandem with a fine-tuned XLS-R model (Babu
et al., 2022) to provide automatic transcriptions
of Tsuut’ina utterances. These models are inte-
grated into ELAN (Brugman and Russel, 2004),
an open-source desktop application for audiovisual
annotation widely used in language documentation



and revitalization, to provide a user-friendly inter-
face that may be employed by language workers
without requiring extensive knowledge of computer
science.

2 Literature Review

Extensive use of multilingual practices has been
documented for speakers of minority languages
belonging to a variety of language families and ge-
ographical areas. Research on under-researched
languages has explored these code-mixing and
code-switching practices in languages spoken in
South America belonging to the Matacoan family
(Campbell and Grondona, 2010) and the Eastern
Tukanoan family (Silva, 2020); in Austronesian
languages spoken in Vanuatu (Lindstrom, 2007); in
Tibeto-Burman language spoken in Eastern Nepal
(Stoll et al., 2015), as well as in Inuit languages
in Canada (Allen et al., 2009). These multilin-
gual practices do not conform to a homogeneous
group of practices, but are realized differently for
each language community and are shaped by lan-
guage ideologies and cultural practices (Pakendorf
et al., 2021). The documentation of these multi-
lingual practices offers valuable insights into the
linguistic practices and language ideologies of the
communities, as well as into the status and vital-
ity of languages by documenting possible cases of
language-shifting. Therefore, it is relevant to de-
velop computational tools to address multilingual
practices present in the documentation.

A variety of approaches have been proposed for
automatic speech recognition (ASR) of multilin-
gual utterances in spoken data. Lin et al. (2009)
defined a universal phone set across alphabets to
improve their ASR model performance in multi-
lingual contexts. In recent years, efforts have in-
creased in developing quality multilingual mod-
els for ASR. Yadav and Sitaram (2022)’s survey
of state-of-the-art models indicates that in certain
models, multilingual pre-trained models outper-
form models pre-trained with monolingual data.
Their survey highlights the relevance of the fea-
tures selected in the models’ general performance,
as well as the choice of training languages. Al-
though cross-lingual transfer methods generally
perform better across languages of the same family,
recent methods have achieved accurate results in
languages that do not belong to the same language
family as those in the training data, which indicates
that the features selected may have more impact on

the performance of the models than the choice of
training languages.

One problem with several of the existing ap-
proaches for multilingual speech recognition is
that they are not implemented in a user-friendly
interface and require users with specialized knowl-
edge in computer science. Recent efforts have
started implementing state-of-the-art systems in
user-friendly interfaces to promote wider access to
these resources by non-specialized users and lan-
guage communities. Foley et al. (2018) propose
Elpis, a user-friendly pipeline that allows language
documentation workers and language communities
to develop their own speech recognition models.
Other work has focused on incorporating resources
into existing language documentation tools in the
form of plugins. Adams et al. (2021) integrate a
speech recognition toolkit, ESPNet, into Elpis to
provide user-friendly access to readily available
speech recognition technologies. Cox (2019) in-
tegrates an automatic phoneme transcription tool,
Persephone (Adams et al., 2018), into ELAN, with
Partanen et al. (2020) applying this extension to
automatic phoneme recognition for Samoyedic lan-
guages. Our approach continues with these efforts
of implementing speech recognition systems in
user-friendly interfaces by integrating existing com-
mercial and open-source models as extensions to
ELAN.

3 Integrating speech technology into
ELAN

This paper introduces the implementation of dif-
ferent models for speech detection and automatic
speech recognition as extensions to ELAN. ELAN
is widely adopted in language work involving au-
dio and video recordings, serving as the current de
facto standard for audiovisual annotation in docu-
mentary linguistics (Carreau et al., 2018). Its popu-
larity among users involved in language documen-
tation and revitalization, in particular, motivates the
creation of tools that contribute to speed the task
of language annotation, such as those presented in
the current paper. By integrating existing models
into the software, our proposal aims to make state-
of-the-art speech recognition systems more widely
available to language communities.

Since ELAN is open-source software, it is pos-
sible to incorporate new features by editing and
recompiling the Java source code for the applica-
tion itself. This has been the approach taken to date



with import and export options within ELAN, for
instance, with each supported format implemented
as hard-coded Java classes that provide both the
application logic and necessary user interface com-
ponents. While this method of integration offers
ready access to data structures internal to ELAN
that may be helpful for conversion between file for-
mats, it requires a degree of familiarity with both
the ELAN code base and with Java software devel-
opment practices, and may not always be amenable
to integrating features from third-party packages
that have not been developed in Java.

As an alternative to this approach, the AVAT-
ecH project (Tschöpel et al., 2011) developed an
API within ELAN that aimed to facilitate the inte-
gration of free-standing audio and video analysis
components as extensions, or ‘recognizers’. Within
this framework, recognizers could be developed ei-
ther in Java, thereby having the ability to access
data structures internal to ELAN and implement
custom user interface components; or as an exter-
nal, executable application developed in any pro-
gramming language, interacting with ELAN via
an XML-based protocol and exposing any user-
defined input and output parameters via the ELAN
user interface through a static, CMDI-based meta-
data definitions. Both ‘native’ (i.e., Java-based)
and ‘local‘ (non-Java-based) recognizers allow for
external services to interact with ELAN without
requiring changes to the ELAN source code itself.
Importantly, from the perspective of ELAN users
who may not have a background in language tech-
nology or software development, recognizers such
as these provide a straightforward means of apply-
ing speech and language technologies to textual
annotations and audiovisual materials represented
in their ELAN documents from directly within the
ELAN user interface, without having to learn how
to use another application or service and import its
results into ELAN.

The current paper presents a set of ELAN recog-
nizers publicly available that automatizes parts of
the annotation process for multilingual data. These
recognizers can be used as stand-alone services
or in combination with each other to generate lin-
guistic outputs as ELAN tiers. The collection of
multilingual audio data in Tsuut’ina and English
provides a case study of how these recognizers
are used in real linguistic documentation work and
how they handle multilingual data in the context of
elicitation sessions.

3.1 Voxseg-ELAN and SileroVAD-ELAN

As Hjortnæs et al. (2020, 36) note, applying speech
recognition and other commonly targeted forms of
language technology to new audiovisual recordings
in language documentation also requires segmenta-
tion (and, for recordings involving more than one
recorded participant, often speaker diarization, as
well). Fundamental annotation tasks such as these
are often still accomplished manually in language
documentation, and contribute to the challenge of
working with such materials.

As an initial step towards addressing this aspect
of the annotation bottleneck beyond the silence vs.
non-silence audio event detection provided by the
Silence Recognizer bundled with ELAN1, we have
sought to integrate two current, DNN-based voice
activity detection (VAD) models into ELAN, which
distinguish speech from non-speech segments in
unannotated audio recordings. This includes both
the Voxseg voice activity detection (VAD) pack-
age (Wilkinson and Niesler, 2021), which provides
a full VAD pipeline and pre-trained VAD model
implemented in Python; and Silero-VAD (Silero
Team, 2021), a model for voice activity detection
pre-trained on extensive multilingual corpora.

Voxseg-ELAN2 (Cox, 2022) and SileroVAD-
ELAN3 are local ELAN recognizers that allow
users to apply VAD to a selected audio recording
in the current ELAN transcript, returning a tier con-
taining annotations representing any sections of
speech detected by the underlying model. Figure
1 shows the Voxseg-ELAN recognizer user inter-
face in ELAN, exposing both parameters to the
VAD model itself (e.g., the speech vs. non-speech
threshold value, which determines the sensitivity
of VAD to possible speech events) and post-hoc
adjustments made by the recognizer (e.g., fixed ad-
justments applied to the start and end times of all
annotations returned by the model).

Both VAD models succeed in differentiating
background noise from voice activity in most cases.
However, it has been observed that sibilants placed
at the beginning of words are not generally de-
tected by the model. Therefore, the recognizer
allows users to manually specify milliseconds of
audio that should be added to the start and end of

1https://www.mpi.nl/corpus/html/elan/
ch05s04s03.html

2https://github.com/coxchristopher/
voxseg-elan

3https://github.com/l12maro/
SileroVAD-Elan
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Figure 1: Parameters for Voxseg-ELAN

the outputted segments, and/or to apply silence vs.
non-silence detection at the start and end of out-
putted segments to capture sibilants that may have
been missed by the VAD model. This allows users
to customize the output of the model according to
the needs of their annotations. When applied to
Tsuut’ina audio recordings in recent, community-
based documentation, both VAD models generally
produce acceptable results, although we note that
some phonemes not found in the languages rep-
resented in these models’ training data (e.g., ejec-
tive stops and affricates) are often not included in
the output segments when appearing in utterance-
initial position. It may be possible to address this
through fine-tuning with Tsuut’ina training data,
although this remains to be investigated in future
work.

3.2 XLS-R-ELAN

XLS-R-ELAN4 (Cox, 2023) presents a local recog-
nizer that allows users to apply a fine-tuned XLS-R
automatic speech recognition model (Babu et al.,
2022) to an audio recording that has been seg-
mented in ELAN. Input segments are taken from a
user-specified tier, and may thus be manually cre-
ated annotations or the output of one of the voice
activity detection recognizers mentioned above. In-
ternally, the recognizer converts the input segments
into individual audio clips, applies the fine-tuned
XLS-R to each one, and returns a new tier contain-
ing the recognized text.5 In the case of Tsuut’ina,

4https://github.com/coxchristopher/
xls-r-elan

5Optionally, XLS-R-ELAN is also able to apply a CTC-
based word beam search (Scheidl et al., 2018) to decode the
predictions of the XLS-R model, drawing on a user-provided
text corpus to derive a dictionary and language model that may
help refine the XLS-R model’s results. While not necessary for

using XLS-R-ELAN to apply a XLS-R model that
has been fine-tuned on a small audio corpus (14,144
tokens, 8,717 audio clips; 3h52m26s audio total)
to segments produced automatically by one of the
above VAD recognizers is generally sufficient to
create usable first-pass transcriptions of Tsuut’ina
speech (CER < 0.2), significantly reducing the over-
all workload required to annotate new recordings
in ELAN.

3.3 Eng-ELAN
Eng-ELAN6 comprises different state-of-the-art
Speech-to-text models for the automatic transcrip-
tion of English. Three models are made easily avail-
able through this recognizer: two commercial (pro-
vided by Amazon Web Services and Google Cloud)
and one open-source model (Whisper AI). The rec-
ognizer incorporates different features, which allow
the selection of an existing tier to annotate only cer-
tain audio segments or to provide annotations at the
utterance or word level. Although the case study
focuses on the transcription of English, all of the
models provided have been trained with extensive
multilingual data and provide support for several
languages.

We integrate three existing speech-to-text mod-
els for the automatic transcription of well-
resourced languages in multilingual corpora as
an ELAN recognizer. These models include two
commercial models (AWS, Google Cloud), and
one open-source model (Whisper AI). Commercial
models are chosen for their ready availability and
support of quality transcription services for several
languages (31 supported languages in AWS, 80 for
Google Cloud). However, they provide barriers to
user-friendly applications, since they require users
to previously create an account and connect their
profiles to their desktops using command-line in-
structions. Moreover, they are not free of cost and
charge per transcribed audio second, which may
affect the cost of documentation projects which
include large quantities of audio data.

On the other hand, Whisper AI is an open-source
model that provides quality transcriptions free of
cost and does not require the usage of command-
line instructions prior to its use. One disadvantage
of this model over the commercial one is that it only

basic uses of XLS-R-ELAN, this feature proved useful in cases
where written text was already available for a given audio
recording (e.g., when the recording represented a reading of
an existing written resource), improving the accuracy of the
XLS-R model’s results.

6https://github.com/l12maro/Eng-ELAN
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provides utterance-level transcriptions. Therefore,
word-level annotations are currently unavailable
using this model.

The possibility of specifying an existing ELAN
tier as input facilitates the implementation of this
recognizer along with the voice activity detection
models previously described. In the event that a
tier is provided as input, the existing segments are
used for utterance-level annotation, and a transcrip-
tion is provided only for segments with no existing
annotations. Research suggests that the segmenta-
tion of multilingual audio in monolingual segments
improves the performance of ASR models (Ram-
abhadran et al., 2003). Therefore, when a tier is
provided as input, the original audio is split based
on the existing spans within the tier.

4 Further improvements

The incorporation of state-of-the-art models into
user-friendly interfaces includes numerous chal-
lenges. One of them is how to provide a user-
friendly installation of the recognizers for their
use by language documentation workers. The cur-
rent installation process requires users to manu-
ally retrieve the recognizers from their respective
GitHub repositories and perform a manual instal-
lation within the corresponding ELAN folder in
the user’s system. Moreover, additional libraries
need to be installed by the user. In order to improve
the accessibility of these resources, other options
should be explored that do not place the responsibil-
ity of installing additional recognizers and libraries
on the user side.

Similarly, the implementation of existing models
presents new challenges for user-friendly interfaces.
Commercial models such as Amazon Web Services
or Google Cloud require a prior synchronization of
the user accounts with the computer used for the
annotations using the command line, which may
not be accessible to users not familiar with this type
of technology. Moreover, in order to use existing
models that require fine-tuning, such as XLS-R for
Tsuut’ina, prior knowledge of data management is
needed. While other efforts in the area of language
documentation technology have succeeded in eas-
ing the training process (cf. Foley et al., 2018),
some of the recognizers presented in this article
still need to overcome these difficulties.

In order to provide a service that can automat-
ically handle multilingual data, a future improve-
ment of this project is to train a language diarization

model that may automatically classify the linguistic
utterances according to the language spoken. This
automatic classification could then be used to feed
the segments to a transcription model tailored to
the specific language.

In the implementation of models as ELAN rec-
ognizers, it is necessary to acknowledge the lim-
itations of the software in terms of what can be
automatized. While ELAN allows the creation of
hierarchical tier structures and the modification of
existing tiers, this must be done manually. Due to
limitations in the current XML schema for tiers, hi-
erarchical relations between tier structures cannot
be automatically generated by recognizers. Sim-
ilarly, while some of the current recognizers pre-
sented in this work allow the selection of a specific
tier as input, it is not possible to return modifica-
tions within the specified tiers. Instead, a new tier is
returned, which preserves the existing annotations.
It is then still necessary that the user manually ma-
nipulates the tiers to reflect the desired hierarchical
relations or modifications.

Another potential improvement of the present
work would be to ’daisy-chain’ recognizers, that is,
for the output of one to be fed directly in as the in-
put to the next. To our knowledge, this has not been
done in ELAN before, but it could be potentially
implemented with the creation of a Java-based rec-
ognizer in ELAN that connects the different recog-
nizers linearly. Implementing this would automa-
tize the language documentation process from the
detection of voice activity to the transcription of
linguistic data.

Moreover, language documentation projects gen-
erally comprise sets of recordings. However, rec-
ognizers in ELAN currently focus on individual
recordings. Exploring options for batch process-
ing outside of the software could extend the use
of the recognizers to sets of transcripts and record-
ings, which would therefore speed the process of
language documentation.

5 Conclusions

This paper has explored how existing speech tech-
nologies can be integrated into one of the most
widely used annotation tools in language documen-
tation. The aim of this contribution is to widen
access to speech technologies by providing user-
friendly interfaces to existing models. This would
facilitate the contribution to tasks in language docu-
mentation by community members, language work-



ers, and linguists alike.
Moreover, the recognizers shared in this paper

provide a framework for the integration of models
into ELAN. This framework can be easily adapted
to other models and uses in ELAN, as illustrated by
Partanen et al. (2020). With this contribution, we
hope to encourage other initiatives for the imple-
mentation of speech technologies in user-friendly
interfaces.
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