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Introduction

Welcome to the 4th Workshop on Narrative Understanding!
This is the 4th iteration of the workshop, which brings together an interdisciplinary group of researchers
from AI, ML, NLP, Computer Vision and other related fields, as well as scholars from the humanities to
discuss methods to improve automatic narrative understanding capabilities.
We are happy to present 8 papers on this topic (along with 7 non-archival papers to be presented only at
the workshop). These papers take on the complex challenges presented by diverse texts in areas of film,
dialogue and literature as they look to improve methods for event extraction, gender and representation
bias, controllable generation, quality assessment, and other tasks related to the workshop theme. We
would like to thank everyone who submitted their work to this workshop and the program committee for
their helpful feedback.
We would also like to thank our invited speakers for their participation in this workshop: Maria Antoniak,
Yejin Choi, Dan Goldwasser, and Andrew Piper.

Faeze, Elizabeth, Khyathi, Nader, Mohit, and Snigdha
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Keynote Talk: The Abduction of Sherlock Holmes
Yejin Choi

University of Washington, AI2

Abstract: Understanding narrative requires abductive reasoning about the best explanations to partial
observations, which in turn, requires commonsense knowledge about how the world works. In this talk,
I will discuss recent advances on abductive reasoning and commonsense knowledge induction.

Bio: Yejin Choi is Brett Helsel professor at the Paul G. Allen School of Computer Science & Enginee-
ring at the University of Washington and also a senior research manager at AI2 overseeing the project
Mosaic. Her research investigates a wide variety problems across NLP and AI including commonsense
knowledge and reasoning, neural language (de-)generation, language grounding with vision and expe-
rience, and AI for social good. She is a co-recipient of the ACL Test of Time award in 2021, the CVPR
Longuet-Higgins Prize (test of time award) in 2021, a NeurIPS Outstanding Paper Award in 2021, the
AAAI Outstanding Paper Award in 2020, the Borg Early Career Award (BECA) in 2018, the inaugural
Alexa Prize Challenge in 2017, IEEE AI’s 10 to Watch in 2016, and the ICCV Marr Prize (best paper
award) in 2013. She received her Ph.D. in Computer Science at Cornell University and BS in Computer
Science and Engineering at Seoul National University in Korea.
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Keynote Talk: Towards Interactive Neuro-Symbolic
Narrative Analysis on Social Media

Dan Goldwasser
Purdue University

Abstract: Social media is the new town square, where influential ideas are raised and debated. Un-
derstanding the narratives in these public debates is an important yet highly challenging task, requiring
models that can deal with narratives built collaboratively by multiple users, each contributing short and
often noisy texts. For example, a statement such as “we demand the supreme court make the right deci-
sion” can only be understood as part of a broader discussion. In this talk, I will discuss some recent and
on-going work that exploits the rich social context available on social media platforms to help narrative
analysis and suggest an interactive framework for several different narrative analysis tasks, capturing the
main themes of the narratives and attitudes towards entities mentioned in them.

Bio: Dan Goldwasser is an Associate Professor at the Department of Computer Science at Purdue Uni-
versity. He is broadly interested in connecting natural language with real world scenarios and using them
to guide natural language understanding. His current interests focus on grounding political discourse
to support understanding real-world scenarios, using neuro-symbolic representations. Dan Completed
his PhD in Computer Science at the University of Illinois at Urbana-Champaign and was a postdoctoral
researcher at the University of Maryland. He has received research support from the NSF, including a
recent CAREER award, DARPA and Google.
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Keynote Talk: The Shape of Stories: A Research Program
Andrew Piper

McGill University

Abstract: How we tell stories is a core aspect of any story’s meaning. Whether it is a tale of epiphany
(St. Augustine Confessions), decline (Gibbon’s Decline and Fall of the Roman Empire), or salvation
(The New Testament), human stories assume shapes that transcend the meaning of the individual events
contained within them. Recent work in computational narrative understanding (or computational nar-
ratology) has developed a variety of approaches to measure the shape of stories, what we could more
technically call “narrative form;” In this talk, I will showcase prominent recent examples – and chal-
lenges – for the computational modeling of narrative form. The goal of the talk is to outline a coherent
theoretical and methodological framework for future work that aims at understanding the functions and
effects of story shape in a variety of different social contexts.

Bio: Andrew Piper is Professor and William Dawson Scholar in the Department of Languages, Literatu-
res and Cultures at McGill University in Canada. He is the editor of the Journal of Cultural Analytics and
directs .txtlab, a laboratory for cultural analytics at McGill. He is the author of Enumerations: Data and
Literary Study (Chicago 2018) and most recently, Can We Be Wrong? The Problem of Textual Evidence
in a Time of Data (Cambridge 2020).
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Keynote Talk: Storytelling in Online Communities
Maria Antoniak

Cornell University

Abstract: Where and why do people share stories online? How and why should we be interested in
computationally modeling these stories? In this talk, we’ll explore the different locations and motiva-
tions underlying the sharing of stories in online communities, as well as different approaches to com-
putationally measuring and representing these stories. We’ll contrast these data sources with other story
datasets in natural language processing, discussing both the benefits and challenges of working with data
drawn from internet forums, groups, and networks.

Bio: Maria Antoniak is a PhD candidate in Information Science at Cornell University and incoming
Young Investigator at the Allen Institute for AI. Her research focuses on unsupervised natural language
processing methods and applications to computational social science and cultural analytics. She has a
master’s degree in computational linguistics from the University of Washington, and she has completed
research internships at Microsoft, Facebook, Twitter, and Pacific Northwest National Laboratory.
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Uncovering Surprising Event Boundaries in Narratives

Zhilin Wang, Anna Jafarpour, Maarten Sap
University of Washington

{zhilinw, annaja}@uw.edu, msap@cs.washington.edu

Abstract

When reading stories, people can naturally
identify sentences in which a new event starts,
i.e., event boundaries, using their knowledge
of how events typically unfold, but a compu-
tational model to detect event boundaries is
not yet available. We characterize and detect
sentences with expected or surprising event
boundaries in an annotated corpus of short
diary-like stories, using a model that combines
commonsense knowledge and narrative flow
features with a RoBERTa classifier. Our re-
sults show that, while commonsense and nar-
rative features can help improve performance
overall, detecting event boundaries that are
more subjective remains challenging for our
model. We also find that sentences marking
surprising event boundaries are less likely to
be causally related to the preceding sentence,
but are more likely to express emotional re-
actions of story characters, compared to sen-
tences with no event boundary.

1 Introduction

When people read stories, they can easily detect
the start of new events through changes in cir-
cumstances or in narrative development, i.e., event
boundaries (Zacks et al., 2007; Bruni et al., 2014;
Foster and Keane, 2015; Jafarpour et al., 2019b).
These event boundaries can be expected or surpris-
ing. For example, in the story in Figure 1 based
on crowdsourced annotation, “getting along with a
dog who does not generally like new people" marks
a surprising new event, while “their playing fetch
together for a long time" is an expected new event.

We aim to study whether machines can detect
these surprising or expected event boundaries, us-
ing commonsense knowledge and narrative flow
features. Characterizing features that are infor-
mative in detecting event boundaries can help de-
termine how humans apply expectations on event
relationships (Schank and Abelson, 1977; Kurby
and Zacks, 2009; Radvansky et al., 2014; Ünal

Figure 1: Example story with sentences that contain
either a surprising event boundary, no event boundary
or an expected event boundary respectively. The anno-
tations of reader perception are from the Hippocorpus
dataset (Sap et al., 2022).

et al., 2019; Zacks, 2020). Furthermore, detection
of sentences with event boundaries can also be use-
ful when generating engaging stories with a good
amount of surprises. (Yao et al., 2019; Rashkin
et al., 2020; Ghazarian et al., 2021).

To differentiate sentences with surprising event
boundaries, expected event boundaries, and no
event boundaries, we train a classifier using 3925
story sentences with human annotation of event
boundaries from diary-like stories about people’s
everyday lives (Sap et al., 2022). We extract var-
ious commonsense and narrative features on re-
lationships between sentences of a story, which
can predict the type of event boundaries. Com-
monsense features include the likelihood that ad-
jacent sentences are linked by commonsense rela-
tions from the knowledge graphs Atomic (Sap et al.,
2019a) and Glucose (Mostafazadeh et al., 2020).
Narrative features include Realis (Sims et al., 2019)
that identifies the number of event-related words in
a sentence, Sequentiality (Radford et al., 2019; Sap
et al., 2022) based on the probability of generating
a sentence with varying context and SimGen (Ros-
set, 2020), which measures the similarity between
a sentence and the sentence that is most likely to
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be generated given the previous sentence. We then
combine the prediction based on these features with
the prediction from a RoBERTa classifier (Liu et al.,
2019), to form overall predictions.

We evaluate the performance of the classification
model by measuring F1 of the predictions and com-
pare various configurations of the model to a base-
line RoBERTa model. We find that integrating nar-
rative and commonsense features with RoBERTa
leads to a significant improvement (+2.2% F1) over
a simple RoBERTa classifier. There are also in-
dividual differences on the subjective judgment
of which sentences contain a surprising or an ex-
pected event boundary, that is reflected in the detec-
tion model’s performance. The performance of our
model increases with increasing agreement across
the human annotators. Additionally, by interpreting
the trained parameters of our model, we find that
the absence of causal links between sentences is a
strong predictor of surprising event boundaries.

To further analyze how surprising event bound-
aries relate to deviation from commonsense un-
derstanding, we compare the performance of the
classification model on the related task of ROC
Story Cloze Test (Mostafazadeh et al., 2016). This
task concerns whether the ending sentence of a
story follows/violates commonsense based on ear-
lier sentences, which can be linked to whether
sentences are expected or surprising. Our model
performs significantly higher on the ROC Story
Cloze Test (87.9% F1 vs 78.0% F1 on our task),
showing that surprising event boundaries go be-
yond merely violating commonsense and therefore
can be seen as more challenging to detect. Together,
our results suggests that while detecting surprising
event boundaries remains a challenging task for
machines, a promising direction lies in utilizing
commonsense knowledge and narrative features to
augment language models.

2 Event Boundary Detection Task

Events have been widely studied in Natural Lan-
guage Processing. They have often been repre-
sented in highly structured formats with word-
specific triggers and arguments (Walker et al., 2006;
Li et al., 2013; Chen et al., 2017; Sims et al., 2019;
Mostafazadeh et al., 2020; Ahmad et al., 2021)
or as Subject-Verb-Object-style (SVO) tuples ex-
tracted from syntactic parses (Chambers and Ju-
rafsky, 2008; Martin et al., 2018; Rashkin et al.,
2018; Sap et al., 2019a). In narratives, events

are represented as a continuous flow with multiple
boundaries marking new events (Zacks et al., 2007;
Graesser et al., 1981; Kurby and Zacks, 2008; Za-
cks, 2020); however, we lack a model to detect the
boundary events that mark the meaningful segmen-
tation of a continuous story into discrete events.

In this work, we study stories from a cognitive
angle to detect event boundaries. Such event bound-
aries relate to our narrative schema understanding
(Schank and Abelson, 1977; Chambers and Juraf-
sky, 2008; Ryan, 2010), commonsense knowledge
(Sap et al., 2019a; Mostafazadeh et al., 2020) and
world knowledge (Nematzadeh et al., 2018; Bisk
et al., 2020). Existing work has studied on salient
(i.e. important/most report-able ) event boundaries
within a story (Ouyang and McKeown, 2015; Otake
et al., 2020; Wilmot and Keller, 2021). However,
missing from literature is how salient event bound-
ary can either be surprising or expected based on
the knowledge of how a flow of events should un-
fold. For example, events can be surprising when
they deviate from commonsense in terms of what
people would predict (e.g., if someone won some-
thing, they should not be sad; Sap et al., 2019a).
Surprising events can also be low likelihood events
(Foster and Keane, 2015) such as seeing someone
wear shorts outside in winter, or due to a rapid
shift in emotional valence between events (Wilson
and Gilbert, 2008) such as seeing a protagonist
being defeated. Importantly, there are individual
differences in how humans segment narratives into
events (Jafarpour et al., 2019a).

We tackle event boundary detection as a three-
way classification task that involves distinguishing
surprising but plausible event boundaries in story
sentences from expected event boundaries and no
event boundaries. To mirror how humans read sto-
ries, we predict the event boundary label for a sen-
tence using all of its preceding sentences in the
story, as well as the general story topic as context.
Surprising event boundaries are novel events that
are unexpected given their context, such as a dog
getting along with someone despite not typically
liking new people. Expected event boundaries are
novel events that are not surprising, such as a per-
son playing a new game with a dog for a long time
given that they like each other. In contrast, sen-
tences with no event boundary typically continue
or elaborate on the preceding event, such as a per-
son liking a dog given that they get along with the
dog (Figure 1).
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Majority label #Samples (%) % majority
agreement (std)

No event 2255 (57.5) 68.1 (13.9)
Expected 650 (16.6) 58.8 (10.6)
Surprising 509 (13.0) 61.7 (11.9)
Tied 511 (13.0) 41.1 (5.7)

Total 3925 (100) 62.2 (15.2)

Table 1: Descriptive Statistics for Event-annotated sen-
tences. Majority label refers to the most common an-
notation of a sample from 8 independent annotators. If
there is a tie between 2 labels, it is categorized as tied.
Majority agreement is the proportion of sample annota-
tions for the majority label.

3 Event-annotated Data

We use the English-based Event-annotated sen-
tences from stories in the Hippocorpus dataset
to study event boundaries. This dataset contains
240 diary-like crowdsourced stories about every-
day life experiences, each containing an average
of 16.4 sentences and are annotated at the sentence
level (Sap et al., 2022). Stories were inspected for
the absence of offensive or person-identifying con-
tent. For the annotation, eight crowdworkers were
shown a story sentence by sentence and were asked
to mark whether each sentence contained a new
surprising or expected event boundary, or no event
boundary at all, based on their subjective judgment
(Sap et al., 2022). Summarized in Table 1, based on
the majoritarian vote, most sentences (57.5%) con-
tain no event boundaries while 16.6% and 13.0%
of sentences contains expected and surprising event
boundaries, respectively.

Due to the inherent subjectivity of the task, ag-
gregating labels into a majority label yields low
agreement (e.g., 61.7% for surprising event bound-
aries; Table 1). Therefore, at training time, we use
the proportion of annotations for each event bound-
ary type as the label instead of the majority vote,
because such distributional information is a better
reflection of the inherent disagreement among hu-
man judgements (Pavlick and Kwiatkowski, 2019).
At test time, we use the majority vote as a gold
label, since measuring performance on distribution
modelling is less intuitive to interpret, and sub-
sequently break down performance by agreement
level to take disagreements into account.

4 Event Boundary Detection Model

We first describe informative commonsense and
narrative features that we extract for the event
boundary detection model. Then, we describe how
we integrate these features with a RoBERTa classi-
fier in our model before detailing our experimental
setup. Figure 2 depicts an overview of our model.

4.1 Features

We select a collection of commonsense features
(Atomic and Glucose relations) and narrative flow
features (Realis, Sequentiality and SimGen). A
model is trained separately from our main model
for Atomic relations, Glucose relations and Re-
alis while models for Sequentiality and SimGen
are used without further training. Features of
story sentences are extracted as input into the main
model. Because language modelling alone might
not be sufficient to learn such features (Gordon
and Van Durme, 2013; Sap et al., 2019a), we pro-
vide the extracted features to the model instead
of relying on the language models to learn them
implicitly.

Atomic relations are event relations from a so-
cial commonsense knowledge graph containing nu-
merous events that can be related to one another
(Sap et al., 2019a). The event relations in this graph
consists of:

Emotional Reaction,
The Effect of an event,
Want to do after the event,
What Needs to be done before an event,
The Intention to do a certain event,
What Attributes an event expresses.

When an event affects the subject, the feature name
is preceded by an x, while if it affects others, it
has an o. o only applies to React, Effect and Want.
For example, an xWant of a sentence PersonX
pays PersonY a compliment is that PersonX will
want to chat with PersonY, and an oWant is that
PersonY will compliment PersonX back. We use
Atomic relations because surprising event bound-
aries can involve breaches of commonsense under-
standing (Bosselut et al., 2019; Sap et al., 2019a;
Mostafazadeh et al., 2020; Gabriel et al., 2021).
Furthermore, some Atomic relations (xReact and
oReact) concern emotional affect and therefore
can be used to capture changes in emotional va-
lence, which can cause events to be seen as surpris-
ing (Wilson and Gilbert, 2008).

3



Figure 2: (Left) Our model involves a GRU to combine features from sentence pairs with three feature encoding
modes, RoBERTa to consider story sentences and Event Boundary Detector to combine predictions made by
the two components. Sn and Fn refer to sentence n and features n respectively, while PG and PR are predictions
made by the GRU and RoBERTa. The output is a probability distribution over no event boundary, expected event
boundary and surprising event boundary, which is used to update model parameters together with the label using
the Kullback-Leibler Divergence loss function. (Right) Features (Atomic, Glucose, Realis, Sequentiality and
SimGen) can be extracted as input into the GRU in three feature encoding modes: SEQUENTIAL (shown in Model
Overview), ALLTOCURRENT and PREVIOUSONLY.

We train an Atomic relation classifier using a
RoBERTa-base model (Liu et al., 2019) and the
Atomic dataset to classify event-pairs into one of
the nine possible relationship labels as well as a
None label (to introduce negative samples). We
achieved a validation F1 of 77.15%, which is high
for a 10-way classification task. We describe train-
ing and other experimental details in the Appendix.
When making inferences on the Event-annotated
dataset, we predict the likelihood that a preceding
sentence in a story will be related to the current sen-
tence via each of the nine relationship labels. Be-
cause Atomic relations are directed relations (e.g.,
I ate some cake xEffect I am full is different
from I am full xEffect I ate some cake), we also
made the reverse inference in case commonsense
relations between sentences exist in the reverse
direction. Together, 9 forward atomic relation fea-
tures and 9 reverse features (marked with’-r’) are
used.

Glucose relations are event relations from an-
other commonsense knowledge dataset contain-
ing relations between event-pairs in 10 dimensions
(Mostafazadeh et al., 2020). Glucose relation fea-
tures are used to complement Atomic relation fea-
tures in its coverage of commonsense relations.
Dim-1 to 5 are described below while Dim-6 to 10
are the reverse/passive form of Dim-1 to 5 respec-
tively.

Dim-1: Event that causes/enables

Dim-2: Emotion/human drive that motivates
Dim-3: Change in location that enables
Dim-4: State of possession that enables
Dim-5: Other attribute that enables

Glucose relation classifier was trained on a
RoBERTa-base model to classify event-pairs from
the Glucose dataset into one of ten possible relation
labels as well as a None label. We used the specific
version of Glucose events represented in natural
language. As a result, we achieved a validation
F1 of 80.94%. Training and other experimental
details are in the Appendix. During inference on
the Event-annotated dataset, we predict and use
as features the likelihood that the current sentence
will be related to a preceding sentence via each
relation label.

Realis events are words that serve as triggers (i.e.,
head words) for structured event representations
(Sims et al., 2019). Realis event words denote
concrete events that actually happened, meaning
that a higher number of Realis event words sug-
gests greater likelihood of the sentence containing
a new event boundary (expected or surprising). We
trained a BERT-base model (Devlin et al., 2019)
on an annotated corpus of literary novel extracts
(Sims et al., 2019). We achieved a validation F1
of 81.85%, inspired by and on par with Sap et al.
(2020). Then, we use the trained model to make
inference on story sentences in the Event-annotated
dataset. Finally, we used the number of Realis
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words in each sentence as a feature. Training and
other experimental details are in the Appendix.

Sequentiality is a measure of the difference in
conditional negative log-likelihood of generating
a sentence given the previous sentence or other-
wise (Sap et al., 2020, 2022). Sequentiality can be
a predictor for unlikely events, which can cause
surprise (Foster and Keane, 2015). We use GPT-2
(Radford et al., 2019) to measure this negative log-
likelihood since it is a Left-to-Right model, which
matches the order in which annotators were shown
sentences in a story. NLL of each sentence was
obtained in two different contexts. NLL_topic
is based on the sentence alone with only the topic
as prior context, while NLL_topic+prev uses
the previous sentence as additional context to
study the link between adjacent sentences. Finally,
Sequentiality is obtained by taking their dif-
ference. Experimental details are in the Appendix.

NLLtopic = −
1

|si|
log pLM (si | Topic)

NLLtopic+prev = − 1

|si|
log pLM (si | Topic, si−1)

SimGen is computed as the cosine similarity be-
tween each sentence and the most likely gener-
ated sentence given the previous sentence, under
a large Left-to-Right language model (specifically,
Turing-NLG; Rosset, 2020). Then, we separately
converted the original sentence and generated sen-
tence into sentence embeddings using a pre-trained
MPnet-base model (Song et al., 2020). Finally, the
generated embeddings and the original embeddings
are compared for cosine similarity, which is used as
a feature. Experimental details are in the Appendix.

4.2 Model Architecture
We propose a model to integrate feature-based pre-
diction with language-based prediction of event
boundaries, illustrated in Figure 2 (left). The pre-
dictions are independently made with extracted fea-
tures using a gated recurrent unit (GRU) and with
language (i.e., story sentences) using RoBERTa.
Then these predictions are combined into a final
predicted distribution for the three types of event
boundaries. Our model is then trained using the
Kullback-Leibler Divergence loss.

GRU is used to combine features relating the cur-
rent sentence i to prior sentences in a story. It se-
quentially considers information concerning prior

sentences, which mimics the annotator’s procedure
of identifying event boundaries as they read one
sentence at the time. As seen in Figure 2 (right),
we use three feature encoding modes to determine
the features that are used as input into the GRU, as
inspired by literature on event segmentation (Petti-
john and Radvansky, 2016; Baldassano et al., 2018;
Zacks, 2020). These three modes represent differ-
ent ways of facilitating information flow between
sentences, which can have distinct effects on iden-
tifying event boundaries.

The first mode, SEQUENTIAL, encodes features
from all previous sentences in the story in a re-
current way (1 to 2, 2 to 3 ... i − 1 to i) up until
the current sentence i. The second mode, ALL-
TOCURRENT, uses features from each of the previ-
ous sentences to the current sentence i (1 to i, 2 to
i ... i− 1 to i). The third mode, PREVIOUSONLY,
(i − 1 to i) only feeds into the GRU the features
relating to the previous sentence. For all modes, the
dimension of each time step input is KG, represent-
ing the total number of distinct features. We then
project the final output of the GRU, hG ∈ RKG ,
into a 3-dimensional vector space representing the
unnormalized probability distribution over event
boundary types.

RoBERTa is used to make predictions based on
text in story sentences. We use all story sentences
up to sentence i inclusive. We then project the
hidden state of the first token (also known as CLS
token), hR ∈ RKR , into a 3-dimensional space rep-
resenting the unnormalized probability distribution
over event boundary types.

Combining predictions We combine predic-
tions made by the GRU (PG) and RoBERTa (PR)
by concatenating their predictions and multiplying
it with a linear classifier of size (6, 3) to output
logits of size (3). The logits are then normalized
using Softmax to give a distribution of the three
types of event boundaries (P ). The weights of the
linear classifier are initialized by concatenating two
identity matrix of size 3 (I3), which serves to per-
form elementwise addition between the predictions
of the GRU and RoBERTa at early stages of the
training process.

W := [I3; I3] (1)

P := Softmax(W ([PG;PR])) (2)

5



Loss function We use the Kullback-Leibler Di-
vergence loss function to train the model. We use
it over the standard Cross Entropy loss function
because our training targets are in the form: propor-
tion of annotations for each type of event boundary
(e.g., 0.75, 0.125, 0.125 for no event, expected
and surprising respectively). Including such dis-
tributional information in our training targets over
using the majority annotation only can reflect the
inherent disagreement among human judgements
(Pavlick and Kwiatkowski, 2019), which is impor-
tant to capture for event boundaries given that they
are subjective judgements.

4.3 Experimental setup
We seek to predict the event-boundary annotation
for each Hippocorpus story sentence, using pre-
ceding sentences in the story as context, as shown
in Figure 2. Additional training and experimental
details are available in the Appendix.

K-fold Cross-validation Because of the limited
size of the dataset (n=3925), we split the dataset
in k-folds (k=10), using one fold (n=392) for val-
idation and nine other folds combined for train-
ing. From each of the 10 models, we obtained
the prediction for the validation set. Together, the
validation sets for the 10 models combine to form
predictions for the entire dataset, which we use to
conduct significance testing in order to compare
the performance of models.

GRU was accessed from PyTorch, with KG set
to 33 and a hidden dimension of 33.

RoBERTa RoBERTa-base-uncased with 12-
layer, 768-hidden (KR), 12-heads, 110M param-
eters, 0.1 dropout was used, accessed from Hug-
gingFace Transformers library (Wolf et al., 2020).
When more than 10 prior sentences are available in
a story, we use only the most recent 10 sentences
due to RoBERTa input sequence length limitations.

Evaluation Metrics While capturing distribu-
tional information of subjective judgement labels
(Pavlick and Kwiatkowski, 2019) is important for
training, it can also be difficult to interpret for eval-
uation. Therefore, we decided to predict for the
most likely label during evaluation and compare it
against the majority label for each sample. Some
511 (13.0%) samples do not have a single majority
label (e.g., equal number of expected and surpris-
ing annotations) and these samples were excluded.
We use micro-averaged F1 as the metric.

overall no event expected surprising
F1 F1 F1 F1

Event Detector
(w RoBERTa)
PREVIOUSONLY* 78.0 87.2 60.0 59.7
SEQUENTIAL 77.3 86.6 57.5 60.5
ALLTOCURRENT 76.9 86.3 57.5 59.7

RoBERTa 75.8 86.2 55.8 54.3

Event Detector
(w/o RoBERTa)
ALLTOCURRENT 63.9 81.8 32.3 24.8
SEQUENTIAL 63.8 82.1 34.6 19.5
PREVIOUSONLY 63.4 81.8 31.8 21.2

Table 2: Event detection task: Performance of Event
Detector compared to baseline model. *: overall F1 sig-
nificant different from RoBERTa based on McNemar’s
test (p <0.05) (McNemar, 1947)

5 Results and Discussion

We first quantify the performance of our model in
detecting event boundaries, using a coarse-grained
performance measure on F1 with respect to major-
ity vote. Then, we investigate how the performance
varies based on annotation subjectivity. Finally, we
inspect the model parameters to identify common-
sense and narrative features that are most informa-
tive in detecting event boundaries.

Improving prediction of event boundaries As
seen in Table 2, RoBERTa alone performs fairly
well in predicting event boundaries (F1 = 75.8%,
within 2.2% F1 of our best performing model),
but can be further supported by our commonsense
and narrative features to improve its performance.
In contrast, the commonsense and narrative fea-
tures alone do not perform as well.1 Overall,
our best performing set-up is the Event Detector
(PREVIOUSONLY) with F1 = 78.0%, which is sig-
nificantly different from RoBERTa alone based on
McNemar’s test (p <0.05). 2 Its overall strong
performance is largely contributed by its strong per-
formance in detecting no event boundaries and ex-
pected event boundaries. F1 for no event boundary
is higher than both surprising and expected event
boundaries, likely because there are more sentences
with no event boundaries as seen in Table 1. The
PREVIOUSONLY configuration performs best for

1We also increased learning rate to 1e-3 for better per-
formance given the absence of RoBERTa predictions in this
ablation set-up.

2McNemar’s test is used to determine whether samples
that have been predicted accurately (or not) by one model
overlap with those that have predicted accurately (or not) by
another model.
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Figure 3: F1 by Event Detector (PREVIOUSONLY)
against majority agreement, on all 10 folds. * means
that Pearson’s r is significant at p < 0.05 and ** at p <
0.001.

no event boundaries and expected event boundaries
likely because determining whether the current sen-
tence continues an expected event (or not) requires
retaining the latest information in working memory
(Jafarpour et al., 2019a). However, the SEQUEN-
TIAL configuration seems to perform the best in
predicting surprising event boundaries. Compared
to no/expected event boundaries, we hypothesize
that predicting surprising event boundaries requires
taking into account how the story developed prior
to the previous sentence in setting up the context
for the current sentence. This finding echoes results
by Townsend (2018) that showed that surprising
sentences take a long time to read because it re-
quires changing our mental model formed from
previous sentences.

F1 varies with majority agreement Since the
annotations were subjective and did not always
agree, we further examine our best model’s perfor-
mance (PREVIOUSONLY) with respect to annota-
tion agreement. As shown in Figure 3, F1 increases
with majority label agreement (Pearson’s r = 0.953,
p < 0.05). Such positive correlations are observed
across all event boundary labels (Pearson’s r =
0.869-0.994) and is especially strong for surprising
event boundaries (Pearson’s r = 0.994, p < 0.001).
This means that most errors are made on samples
that have low agreement among annotators. For
example to show this contrast, after “She and I are
very close so it was great to see her marrying some-
one she loves," 7 out of 8 annotators indicated that
“The most memorable moment was when I spilled
champagne on my dress before the wedding" was
surprising. On the other hand, after “It was a hot

Figure 4: Feature weights towards each label in GRU
component of Event Detector (PREVIOUSONLY)

day in July that our community decided to paint a
mural on an intersection for public art,” only 4 out
of 8 annotators indicated that “I had decided to vol-
unteer to help paint." was surprising. The results
suggest that our model performance reflects the
variability and agreements in human annotations
of event boundaries. We hypothesize that the event
boundaries with more agreement are based on fea-
tures that are shared across the annotators, such
as commonsense knowledge; therefore, the model
performs well in detecting those. Whereas, our
model struggles with detecting event boundaries
that are more subjective.

Predictive features By integrating a separate
feature-based classifier, the Event Boudary Detec-
tor model allows us to examine the model parame-
ters and determine features that are associated with
surprising, expected or no event boundaries. First,
we take the average of the GRU classifier weights
for each of the 10 cross-validated models. Then,
we plot these weights for each label in Figure 4,
and summarize the findings below.

Features that relate to commonsense relations:
oEffect, xEffect and Glucose Dim-6
(caused by) are most predictive of expected event
boundaries. This can indicate that events that are an
effect of/caused by a prior event can be expected by
annotators, as also noted by Graesser et al. (1981).
An example of an expected event boundary is “I
told her we could go for coffee sometime.”, as an
effect of “We had a good time together.” xNeed is
least indicative of surprising event boundaries. This
is likely because xNeed refers to what the subject
needs to do before an activity, which is procedural
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and unlikely to cause surprise. An example is “I
was grocery shopping a few weeks ago.” which is
needed before “I had purchased my items and was
leaving the store.”

Features that explain unlikely events Realis
is highest for surprising event boundaries, suggest-
ing that surprising event boundaries tend to con-
tain the most concrete event-words. Surprising
event boundaries also have the highest likelihood
when conditioned on the story topic (NLL_topic)
while expected events are highest when condi-
tioned based on the topic and the previous sentence
(NLL_topic+prev). This suggests that surpris-
ing events are often inline with the story topic but
not with the previous sentence. Therefore, the low
likelihood of transitioning between the previous
and current sentence is a strong predictor of sur-
prising event boundaries, in line with findings by
Foster and Keane (2015) on how the difficulty of
linking two adjacent events is an important factor
in causing surprise.

Features that explain changes in emotional
valence Compared to sentences that contain no
event boundaries, sentences that contain either ex-
pected or surprising event boundaries have higher
xReact and oReact, which are emotional re-
sponses either by the subject or by others to an
event. For example, this is the case for the surpris-
ing and emotional event boundary "I remember it
was like the 3rd or 4th game when something bad
happened.." This suggests that event boundaries are
more likely when a sentence is more emotionally
charged, echoing work by Dunsmoor et al. (2018)
on how event segmentation is particularly frequent
when the emotion of fear is triggered.

6 Comparison with Story Cloze Test

To better understand how surprising event bound-
aries relate to deviation from commonsense reason-
ing, we compare our Event Boundary Detection
Task to the ROC Story Cloze Test (Mostafazadeh
et al., 2016). This test involves identifying whether
a candidate ending sentence follows commonsense
(commonsense ending) or deviates from common-
sense (nonsense ending) given the first four sen-
tences of a English short story. The ROC Story
Cloze Test dataset contains 3142 samples with
1571 commonsense endings and 1571 nonsense
endings.3 We train a separate Event Boundary De-

3We use the Winter 2018 version, which contains a dev
and a test set. As in previous work (Schwartz et al., 2017), we

tector model on the ROC Story Cloze Test, using
the same experimental setup as for event bound-
ary detection, except the loss function; we use the
cross-entropy loss since only one label is available
for each sample.4

overall nonsense commonsense
F1 ending F1 ending F1

Event Detector w RoBERTa
ALLTOCURRENT 87.9 87.8 88.0
PREVIOUSONLY 87.6 87.3 87.8
SEQUENTIAL 87.3 87.1 87.5

RoBERTa 87.7 87.6 87.8

Table 3: ROC Story Cloze Test

Performance of Event Detector on ROC Story
Cloze Test Our commonsense and narrative fea-
tures do not seem to significantly improve upon
RoBERTa’s performance in the ROC Story Cloze
Test (+0.2% F1), as observed in Table 3. This indi-
cates that detecting whether a story ending follows
commonsense can be effectively approached us-
ing RoBERTa alone, setting this task might not be
closely related to the Event Boundary Detection
Task.

7 Conclusion

We tackle the task of identifying event boundaries
in stories. We propose a model that combines pre-
dictions made using commonsense and narrative
features with a RoBERTa classifier. We found that
integrating commonsense and narrative features
can significantly improve the prediction of surpris-
ing event boundaries through detecting violations
to commonsense relations (especially relating to
the absence of causality), low likelihood events,
and changes in emotional valence. Our model is
capable in detecting event boundaries with high
annotator agreement but limited in detecting those
with lower agreement. Compared to identifying
commonsense and nonsense story endings in Story
Cloze Test, our task is found to be only tagentially
related. Our results suggest that considering com-
monsense knowledge and narrative features can be
a promising direction towards characterizing and
detecting event boundaries in stories.

train our model on the dev portion.
4Training takes 20 minutes on an Nvidia P100 GPU.
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A Appendix

A.1 Atomic relations training details

We used the train/dev/test splits from the original
Atomic dataset (Sap et al., 2019a). Negative sam-
ples are created by matching a Atomic event node
to a corresponding tail event node from another
sample based on the relationship involved. Sepcifi-
cally, negative sampling was performed on groups
([’xWant’, ’oWant’, ’xNeed’, ’xIntent’],[’xReact’,
’oReact’, ’xAttr’],[’xEffect’, ’oEffect’]) given that
the tail event nodes in each group are more similar,
creating more discriminating negative samples, as
inspired by Sap et al. (2019b). One negative sam-
ple is introduced every nine positive samples, since
there are nine labels. We used a learning rate of
1e-4, batch size of 64, 8 epochs and AdamW op-
timizer. Training took 18 hours on a Nvidia P100
GPU.

A.2 Glucose relations training details

Because the Glucose dataset (Mostafazadeh et al.,
2020) was not split initially, we randomly split the
dataset into train/dev/test splits based on a 80/10/10
ratio. For each sample in Glucose, annotations
share similar head event nodes in Dim-1 to 5 and
similar tail event nodes in Dim-6 to 10. Therefore,
our negative sampling strategy for Dim-1 to 5 in-
volves randomly choosing a tail node from Dim-6
to 10 and vice-versa. As a result, one negative
sample is introduced every five samples. During
training, we used a learning rate of 1e-4, batch size
of 64, 8 epochs and AdamW optimizer. Training
took 15 hours on a Nvidia P100 GPU.

A.3 Realis training details

We used the train/dev/test split from the Realis
dataset (Sims et al., 2019). During training, we
used the AdamW optimizer, a learning rate of 2e-5,
3 epochs and batch size of 4, as inspired by (Sap
et al., 2020). Training took 1 hour on a Nvidia
P100 GPU.

A.4 Sequentiality experimental details

GPT2-small was accessed from HuggingFace
Transformers library and used without further fine-
tuning. It has 125M parameters, a context window
of 1024, hidden state dimension of 768, 12 heads
and dropout of 0.1.

A.5 SimGen experimental details
We used the Turing-NLG model without further
fine-tuning. The model has 17B and we used it
with top-p sampling (top-p=0.85), temperature=1.0
and max sequence length of 64 tokens. MPnet-
base model was accessed from the Sentence-BERT
library (Reimers and Gurevych, 2019) and used
without further fine-tuning.

A.6 Event Boundary Detection Model
training details

AdamW optimizer was used with α = 5∗10−6, fol-
lowing a uniform search using F1 as the criterion at
intervals of {2.5, 5, 7.5, 10} ∗ 10n;−6 ≤ n ≤ −3.
Learning rate was linearly decayed (8 epochs) with
100 warm-up steps. Batch size of 16 was used. Val-
idation was done every 0.25 epochs during training.
Training each model took around 30 minutes on an
Nvidia P100 GPU.
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Abstract

Transformer-based models have shown
promising performance in numerous NLP
tasks. However, recent work has shown
the limitation of such models in showing
compositional generalization, which requires
models to generalize to novel compositions
of known concepts. In this work, we explore
two strategies for compositional general-
ization on the task of kinship prediction
from stories: (1) data augmentation and (2)
predicting and using intermediate structured
representation (in form of kinship graphs).
Our experiments show that data augmentation
boosts generalization performance by around
20% on average relative to a baseline model
from prior work not using these strategies.
However, predicting and using intermediate
kinship graphs leads to a deterioration in the
generalization of kinship prediction by around
50% on average relative to models that only
leverage data augmentation.

1 Introduction

Transformer-based large language models
(Vaswani et al., 2017) have achieved state-of-
the-art results on numerous NLP tasks such as
question answering, reading comprehension,
relational reasoning, etc. that require both
syntactic and semantic understanding of language.
However, recent works (Bahdanau et al., 2018;
Lake and Baroni, 2018; Gururangan et al., 2018;
Kaushik and Lipton, 2018) have shown that these
transformer-based models have their limitations
when it comes to tasks that require compositional
generalization as they often perform surface-level
reasoning instead of understanding the underlying
concepts and learning to generalize and reason
over them. On the other hand, neural models that
encode the structure of the data (such as Graph
Attention Networks (Veličković et al., 2017))
instead of consuming it in an unstructured format

Story (S)
Jenny and her father Rob went to 
the park. Rob’s sister Lisa was 
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Figure 1: To improve the compositional generalization
of models for the task of kinship prediction between
a pair of queried entities (e.g. predicting the relation
r12 given the entities e1 and e2) from a story (S) we
present two strategies (1) data augmentation and (2)
predicting and using intermediate structured represen-
tation in form of kinship graphs. For data augmenta-
tion (first strategy), we utilize the existing ground truth
graph (G) to generate more pairs of target relations and
query entities (such as predicting r13 using e1 and e3)
that do not need compositional inference to obtain the
answer. In our second strategy, using our augmented
data we predict an intermediate kinship graph and rea-
son over it jointly with the story to predict the relation
between the queried pair of entities.

show better compositional generalization (Sinha
et al., 2019).

In this work, we explore two strategies to im-
prove the compositional generalization of models
for the task of kinship prediction from stories. In
our first strategy, we explore the utility of data aug-
mentation towards compositional generalization.
Recent works have shown data augmentation to
be an effective strategy in improving model per-
formance on different NLP tasks such as Neural
Machine Translation (Fernando and Ranathunga,
2022), semantic parsing (Yang et al., 2022), and
text summarization (Wan and Bansal, 2022). Our
data augmentation strategy focuses on improving a
model’s ability to extract relations that are explic-
itly mentioned in the text. In our second strategy,
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we explore the utility of predicting an intermediate
structured representation of the story (as a kinship
graph) and then jointly reasoning over it along with
the story text for the task of kinship prediction. Fig-
ure 1 provides an example of this task and also
illustrates the two strategies. The strategies are
explained in detail in §3.

We evaluate the utility of our strategies on a
kinship prediction benchmark, CLUTRR (Sinha
et al., 2019). Overall, we find data augmenta-
tion is helpful and boosts the generalization per-
formance (accuracy of predicting correct relation)
by around 20% on average relative to a baseline
not using these strategies. However, using inter-
mediate kinship graphs deteriorates generalization
performance by almost 50% as compared to the
model that only uses data augmentation. Our
code is available at: https://github.com/
WeiKangda/data-aug-clutrr.

Jenn
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Rob Lisa
r32: sister

r 12
: 
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th
er

r12:?
G

e1

e2
e3

RoBERTa

Text Embedding

R-GCN

Graph Embedding +

RoBERTa Classification Head

Output

…Jenny and her </s><s> father

+

<s> Jenny Lisa </s>…

Story(s) + query

Figure 2: SSD model illustration: first obtain the graph
embedding and text embedding separately using R-
GCN and RoBERTa respectively, then adding the em-
beddings together and feeding through a classification
layer to get the final output.

2 Problem Setup

Each example in CLUTTR (Sinha et al., 2019) is a
tuple of the form (S,G, e1, e2), where S represents
the story/passage describing the entities (fictional
characters) and relations between them, G repre-
sents the kinship graph, e1 and e2 represent the
pair of query entities (whose relationship is being
queried). To aid clarity on these notations, we have
illustrated the values of (S,G, e1, e2) correspond-
ing to our running example in Figure 1. Further,
each kinship graph can be considered to be a collec-
tion of entity nodes (E) and relation edges (R) (as
illustrated in Figure 1), where E = (e1, e2, e3) and
R = (r12, r13, r32). Note that the kinship graph

mentions only the relationships clearly stated in the
story. For example, in Figure 1, the entity pairs
(e1, e3) and (e3, e2) are explicitly mentioned in
story S. The learning task is to predict the rela-
tionship between the two query entities. This is
framed as a classification task over 20 possible
relationship types in the dataset. The number of
composition operations/steps required to infer the
relationship between the query entities is denoted
by k. For example, in figure 1, k = 2 for infer-
ring the relationship between e1 and e2 as there are
2 composition operations needed to get the final
result.

In this work, we empirically evaluate the utility
of data augmentation and intermediate structured
representations towards compositional generaliza-
tion for the task of kinship prediction from a story.
Next, we formally describe our model, SSD, where
SSD stands for Systematic Compositional Gener-
alization with Symbolic Representation and Data
Augmentation for Kinship Prediction.

3 Method

We first describe our base model followed by a
description of two strategies explored in this work -
(1) data augmentation and (2) predicting and using
intermediate kinship graphs.

Our base model, SSD (base) is adapted from the
RoBERTa-based (Liu et al., 2019) baseline pre-
sented in Sinha et al. (2019). However, different
from Sinha et al. (2019) we allow finetuning of the
RoBERTa transformer layers. Grounding in the
running example, given S, e1, and e2, SSD (base)
predicts the relation r12 between e1 and e2 using
the following three steps:
1. Obtaining story representation: This is the

[CLS] representation by doing a forward pass
of RoBERTa on the story, S.

2. Obtaining entity representations: During train-
ing, each entity (such as e1, e2, etc.) is replaced
by a unique number in the story (following
Sinha et al. (2019)). We obtain the represen-
tation for each entity by averaging the tokens
from the last transformer layer of RoBERTa cor-
responding to the positions where the entity ap-
peared in the story.

3. Classifier for predicting relation: This is a multi-
class classification task (with total number of
classes as the number of relationships possible
in the dataset) using a linear classifier that takes
as input the concatenation of representations of
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the story and two query entities.

3.1 Data Augmentation
For each example in our training set, we augment
the training set further by considering the pairs of
entities for which the relation is explicitly men-
tioned in the story thus requiring no composition
operations. We illustrate this data augmentation
procedure using our running example in figure 1.
We add the query entity pairs (e1, e3) and (e2, e3)
in the training set as the relationships for these
pair of entities are explicitly mentioned in the story.
To predict the relation between the pair of entities
mentioned in a query, the model has to operate in
two stages, (1) extracting the relations mentioned
explicitly in the story and (2) performing composi-
tional reasoning over the extracted relations. This
data augmentation procedure helps to ensure that
the model becomes better at extracting the relations
that are mentioned explicitly in the story, thus not
propagating any error from the relation extraction
stage to the compositional reasoning stage for pre-
dicting the target relation between the queried pair
of entities. This model is denoted as SSD (data aug)
henceforth. For inference using SSD (data aug)
one needs to provide all the pairs of query entities
whose relations can be extracted directly from the
text of the story in addition to the actual pair of
query entities.

3.2 Intermediate Kinship Graphs
Prior work has found models using structured rep-
resentation of stories in form of kinship graphs per-
form better than transformer models trained only
on stories for this task. However, it is unreasonable
to assume that we will always have access to gold
kinship graphs for the task of kinship prediction
from narratives or stories during inference. Hence,
we empirically evaluate the utility of predicting an
intermediate kinship graph and then jointly reason-
ing over the predicted graph and the input story
to predict the relation between the queried pair of
entities. We illustrate our strategy using the run-
ning example in figure 1. We form the intermediate
kinship graph, G′ by predicting the relations be-
tween the entities whose relations are explicitly
mentioned in the story. We predict the relations
to form this intermediate graph by using a linear
layer over representations of the story and the pair
of query entities obtained using a RoBERTa model.

Next, we obtain two representations of the target
relation based on (1) text: using linear layer over

representations of the story and the pair of query
entities obtained using a RoBERTa model and (2)
graph: using linear layer over representations of
kinship graph and query entities obtained using R-
GCN (Schlichtkrull et al., 2017) (see Appendix for
details). We concatenate these two target relation
representations and use another linear layer to pre-
dict the target relation. This model is denoted as
SSD (graph) henceforth.

Similar to SSD (data aug), for inference using
SSD (graph) one needs to provide all the pairs of
query entities whose relations can be extracted di-
rectly from the text of the story in addition to the
actual pair of query entities.

4 Experiments and Results

All models are trained using cross-entropy loss. Ev-
ery model is trained with 40 epochs and a learning
rate of 5e-6.

4.1 Baseline and Evaluation Metrics

We consider the RoBERTa-based model in Sinha
et al. (2019) as our baseline. Note that in the
baseline the transformer layers of RoBERTa are
not finetuned. For all our experiments we report
the accuracy of predicting the relation between the
queried pair of entities. Further, following Sinha
et al. (2019), we report the accuracy over multiple
test sets, where each test set is characterized by
k, the number of composition operations/steps re-
quired to find the relation between the queried pair
of entities. For example, in figure 1, the number of
composition steps (k) is 2. In test sets of CLUTRR,
k varies from 2 to 10.

4.2 Evaluating compositional generalization

Figure 3 shows the accuracy of different variants
of SSD on the test sets of CLUTRR. We consider
two settings, where SSD is trained on data with
(1) k = 2, 3 and (2) k = 2, 3, 4 Irrespective of
the training data complexity (in terms of k), we
observe that SSD (data aug) outperforms baseline.
Notably, we see improvements even when k = 10
during test showing the utility of data augmentation
for improving the generalizability of the models.

While data augmentation shows promise, we do
not see any improvements when predicting and rea-
soning jointly over the intermediate kinship graph.
Rather, the performance of the models drop signifi-
cantly when we predict the relation conditioned on
the story and the intermediate kinship graph. This
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Figure 3: compositional generalization performance of
different models when trained on k = 2, 3 and k =
2, 3, 4. Our presented strategies boost accuracy even
when the number of composition steps (k) is 10.

is counter-intuitive as we hypothesized the inter-
mediate kinship graph (which is structured) would
aid the model further in making compositions. As
one of the possible reasons for this, we hypothesize
that our method of fusing representations from two
modalities, story and graph, might be sub-optimal
that results in the failure. Future work can explic-
itly look into devising better techniques for this
fusion.

Generalization with noisy inputs: We also eval-
uate the models with noisy train and noisy test sets
of CLUTRR following Sinha et al. (2019). We ex-
plore the following three noisy data settings shown
in Figure 4:

• Supporting facts: There are two reasoning
paths that can lead to the correct answer pc and
pn. These two paths has the same beginning
and ending nodes but pc is shorter than pn
(smaller k).

Supporting Facts Irrelevant Facts Disconnected Facts

A

B

C

D

E

A

B

C

D

E

A

B

C

D

E

pc: A, B, C
pn: A, D, E, C

pc: A, B, C
pn: A, D, E

pc: A, B, C
pn: D, E

Figure 4: Categories of Noisy Inputs. The query is find-
ing the relationship between entity A and entity C.

• Irrelevant facts: pn, the path that contains the
irrelevant facts, shares the same beginning
node with pc which leads to the correct answer.
pn can be seen as a branch of the graph that
doesn’t lead to the correct answer.

• Disconnected facts: pn, which is the path that
contains the disconnected facts, can be treated
as another graph that is disconnected from the
main story that contains the reasoning path pc,
which leads to the correct answer.

Table 1 shows the result of different SSD variants
when evaluated on the noisy test sets. The model
performance decreases as the number of deduction
steps required (k) increases, which is consistent
with other experiments’ results. We can also notice
that the models, SSD (base) and SSD (graph), tend
to perform better with graphs that contain support-
ing facts, irrelevant facts, and disconnected facts
compared to graphs that are free of noise but re-
quire the same number of composition operations
(k) to predict the target relation. This shows that
SSD is good at identifying useful and relevant in-
formation from the graph and extra information
from the noisy inputs improves the models’ perfor-
mance.

4.3 Varying the amount of additional
annotation

For data augmentation and also for predicting the
intermediate kinship graphs we need additional an-
notation to identify entity pairs whose relationship
is explicitly mentioned in the text. While there
can be heuristic approaches to estimate such entity
pairs (for example, set of all distinct entity pairs
that appear in the same sentence), in this work we
re-purpose the gold kinship graphs to get this an-
notation. Realistically, having gold kinship graphs
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Model Train Set Test Set Accuracy Test Set Accuracy Test Set Accuracy Test Set Accuracy Test Set Accuracy Average Accuracy
1.2,1.3 1.2 82.2% 1.3 61.0% 2.3 75.9% 3.3 76.5% 4.3 69.6% 73.0%

SSD (base) 2.2,2.3 2.2 93.4% 2.3 84.1% 1.3 61.3% 3.3 75.9% 4.3 72.4% 77.4%
3.2,3.3 3.2 97.4% 3.3 72.4% 1.3 56.5% 2.3 79.9% 4.3 69.6% 75.2%
4.2,4.3 4.2 62.5% 4.3 68.9% 1.3 55.3% 2.3 77.1% 3.3 72.9% 67.3%
1.2,1.3 1.2 88.8% 1.3 43.3% 2.3 69.6% 3.3 69.5% 4.3 58.3% 65.9%

SSD (graph) 2.2,2.3 2.2 92.1% 2.3 75.7% 1.3 42.7% 3.3 70.8% 4.3 54.1% 67.1%
3.2,3.3 3.2 97.4% 3.3 64.3% 1.3 36.8% 2.3 71.9% 4.3 50.0% 64.1%
4.2,4.3 4.2 68.4% 4.3 58.9% 1.3 43.3% 2.3 72.4% 3.3 69.3% 62.5%

Table 1: Testing SSD (base) and SSD (graph) performance when training on story graphs with or without noisy
inputs. The integer after symbol . represents the number of steps required to infer the relationship between the
query entities, which is k as mentioned section 2.1, and the integer before the symbol . has the following meaning
provided by the original CLUTRR paper (Sinha et al., 2019): 1=free of noise; 2=with supporting facts; 3 = with
irrelevant facts; 4 = with disconnected facts.

2 3 4 5 6 7 8 9 10
Relation Length (k)

0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

SSD(base)
SSD(data aug) : 1% additional
SSD(data aug) : 10% additional
SSD(data aug) : 100% additional

SSD(data aug) with 0%, 1%, 10%, and 100% additional annotation
 of k=2, k=3, and k=4

2 3 4 5 6 7 8 9 10
Relation Length (k)

0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

SSD(base)
SSD(graph) : 1% additional
SSD(graph) : 10% additional
SSD(graph) : 100% additional

SSD(graph) with 0%, 1%, 10%, and 100% additional annotation
 of k=2, k=3, and k=4

Figure 5: Comparison of model performance when ad-
ditional supervision (through data augmentation and in-
termediate kinship graphs) is only available for 1% and
10% of the data and the rest is trained without addi-
tional supervision.

for all the training data might not be feasible. In
this section we empirically explore how much per-
formance improvement we would achieve if we
had access to only 1% (and 10%) of gold kinship
graphs to obtain the additional annotation of entity
pairs for data augmentation.

Figure 5 our assumption is reasonable as the

performance of only allowing additional supervi-
sion for 10% of the training data achieves decent
accuracy.

4.4 Low data regime

Next, we study the effect of reducing the size of
training dataset and evaluate the effectiveness of
our strategies under this setting. We reduce the
training data size gradually by an order of 10 and
form two smaller training splits with sizes around
1000 and 100 samples. Figure 6 and Figure 7 shows
the results of our proposed model on the standard
(no-noise) CLUTRR test datasets as we reduce the
overall size of our training datasets with k=2,3 and
k=2,3,4 respectively. We find that even in low data
regime data augmentation leads to improvements.

5 Conclusion

In this paper, we present SSD to empirically evalu-
ate the utility of two strategies (1) data augmenta-
tion and (2) predicting and using intermediate kin-
ship graphs, towards compositional generalization
of transformer-based models for the task of kinship
prediction from a story. While data augmentation
boosts the performance of our model, using inter-
mediate kinship graphs leads to a downfall in the
overall performance. Data augmentation is fruit-
ful even when additional supervision in form of
ground-truth kinship graphs is present for a limited
set of examples. Future work can explore better
methods to fuse the information from the interme-
diate kinship graph and the story instead of simple
concatenation as done in this work.
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Appendix

A Description of models used to encode
and reason over the intermediate
kinship graph

A.1 R-GCN
The formula for Relational-Graph Conventional
Networks we used is:

hl+1
i = σ(W l

0h
l
i +

∑

r∈R

∑

j∈Nr
i

1

Cr
i

W l
rh

l
j) (1)

where W l
0h

l
i gives special treatment to self connec-

tion, r represents the relation type, j represents the
neighbor nodes of node i with relation r, and W l

r is
the projection matrix for each relation type. In our
setting, we have three R-GCN (Schlichtkrull et al.,
2017) layers. h is the hidden representation of an
entity in the graph and r is a kinship-relation type
that belongs to set R, which contains all possible
relations.

A.2 Highway Connection
We utilize highway connections (Srivastava et al.,
2015) between R-GCN (Schlichtkrull et al.,
2017)layers:

g = Sigmoid(Whw(ĥi)) (2a)

hl+1
i = g � ĥi + (1− g)� hli (2b)

where Whw is a linear layer, and � denotes
element-wise multiplication. hli is the entity rep-
resentation of the nodes in the graph from the pre-
vious layer, and ĥi is the entity representation of
the node in the graph acquire by passing hli to a
R-GCN (Schlichtkrull et al., 2017) layer.
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Abstract

Internet forums such as Reddit offer people a
platform to ask for advice when they encounter
various issues at work, school or in relation-
ships. Telling helpful comments apart from
unhelpful comments to these advice-seeking
posts can help people and dialogue agents to
become more helpful in offering advice. We
propose a dataset that contains both helpful
and unhelpful comments in response to such
requests. We then relate helpfulness to the
closely related construct of empathy. Finally,
we analyze the language features that are asso-
ciated with helpful and unhelpful comments.

1 Introduction

When people encounter issues in their lives (such
as problems with family and friends, difficulties at
school/work as well as troubles in pursuing one’s
interests and hobbies), many seek for advice in
order to solve these problems. Some ask for such
advice on internet forums, such as the r/Advice
subreddit1. Other users can then comment on these
posts to attempt to help the post authors.

While many users can actively offer help, not all
of them will be seen as helpful by the user asking
for advice. Examples of a helpful and an unhelpful
comment are presented in Figure 1 to show their
contrast. In order to support people and dialogue
agents to be more effective in offering helpful com-
ments, a critical first step is to understand what
makes these comments helpful. We make use of a
feedback system on r/Advice that labels comments
based on whether the original post author finds
comments to be helpful. Based on this feedback
system, we introduce a new dataset of comments,
labelled with their binary helpfulness.

Helpfulness has been extensively studied based
on exchanges in online support communities
(Chuang and Yang, 2012; Schotanus-Dijkstra et al.,

1https://www.reddit.com/r/Advice/

Figure 1: Examples of helpful and un-helpful com-
ments to a help-seeking post. “Helped” is a magic word
for labelling the response.

2014; Paulus and Varga, 2015; Subramani and
O’Connor, 2018; McKiernan et al., 2018; Green
et al., 2020). These studies found that helpfulness is
associated with various characteristics such as emo-
tional warmth, relevant knowledge, willingness to
understand, empowering choice, active listening as
well as sharing of similar experiences. However,
these studies are solely based on qualitative inter-
pretations and have thus far not sought to associate
language features with helpfulness. To overcome
this limitation, we seek to identify words that are
most positively and negatively associated with help-
fulness, and relate these words to characteristics of
helpfulness from prior literature.

Helpfulness is closely related to empathy, as they
share many characteristics such as being emotion-
ally warm and compassionate; accepting others’
frame of reference, and practising active listen-
ing (Davis, 1983; Baron-Cohen and Wheelwright,
2004; Zhou et al., 2003). We show that people’s
average helpfulness across all of their comments
correlates with their measured empathy score. We
also relate our study to literature on the language
features that are associated with empathy (Sharma
et al., 2020; Xiao et al., 2015; Gibson et al., 2015)
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and show that there is a great overlap among their
language features.

Our key contributions are:

1. We introduce and plan to openly release a
novel dataset containing helpful and unhelpful
comments in response to posts seeking for
advice on life issues.

2. We relate helpfulness in comments that re-
spond to posts seeking for advice on life issues
to empathy.

3. We analyze the language features that are asso-
ciated with helpful and unhelpful comments.

2 Related Work

Helpfulness on Online Support Communities
Helpfulness has been studied in online support com-
munities where peers can offer help and support
to one another. These communities often center
around a shared life situation such as chronic health
conditions (Subramani and O’Connor, 2018; Green
et al., 2020) and family bereavement (Schotanus-
Dijkstra et al., 2014; Paulus and Varga, 2015). Sev-
eral factors were emphasized in common: Peers
were found more helpful when they are emotion-
ally warm and compassionate, give others choice
on a solution, willing to accept others’ perspec-
tives and experiences, practice active listening -
by paraphrasing, asking questions and reflecting
feelings, give pertinent advice/insights to help oth-
ers to solve their problem, as well as share similar
experiences (Chuang and Yang, 2012; Schotanus-
Dijkstra et al., 2014; Paulus and Varga, 2015; Sub-
ramani and O’Connor, 2018; McKiernan et al.,
2018; Green et al., 2020). While there has been
significant work on what people find helpful, exist-
ing studies are based on qualitative themes and to
the best of our knowledge, no work has been done
on the language features that characterizes helpful
support messages.

Language Features for Empathy Empathy is
closely related to helpfulness, as many factors con-
tributing to helpfulness (being emotionally warm
and compassionate; accepting others’ perspectives;
practising active listening) are also associated with
empathy (Davis, 1983; Baron-Cohen and Wheel-
wright, 2004; Zhou et al., 2003). There has been
significant work on language features that char-
acterize empathy. Sharma et al. (2020) identified
that empathy is expressed in language use relating

to expressing warm and compassionate emotions,
communicating an understanding of others’ expe-
rience, and asking more about the person’s experi-
ences. Xiao et al. (2015) and Gibson et al. (2015)
found that language use relating to asking for oth-
ers’ perspective (e.g. it sounds like; do you think)
are positively associated with empathy while lan-
guage use that orders other around (e.g. you need
to; please answer the) are negatively associated
with empathy. Language features for empathy over-
lap with the features that characterize helpfulness,
reinforcing the strong connection between empathy
and helpfulness.

3 Dataset

Our English dataset is obtained from r/Advice,
which allows post authors to mark out comment(s)
that they have found helpful2. Comments to posts
with at least one helpful comment, but were not
themselves labeled as helpful are labelled as un-
helpful. This inclusion criterion minimizes the mis-
labelling of comments to posts whose authors did
not actively participate in labelling comments. Text
from Reddit was downloaded through the Pushshift
Application Programming Interface3. Suitable
posts and all associated comments from the Ad-
vice subreddit were downloaded within 300 days
(Apr 2019 - Feb 2020). Comments by the post au-
thors and automated bots were excluded. Across
the 24964 posts that were downloaded, there were
92477 associated comments (41146 helpful). On
average, each comment has 95.8 words (SD=134.5).
Training/validation/test split was 80-10-10.

4 How does Helpfulness Relate to
Empathy?

To determine how helpfulness relates to empathy,
we calculate an aggregated metric for each user
based on the proportion of their comments found to
be helpful. We then correlate average user helpful-
ness against an established psychological measure
of empathy.

Empathy Quotient Questionnaire The short
form of Empathy Quotient (EQ) questionnaire
(Wakabayashi et al., 2006) was used to measure
empathy (details are in appendix A). Higher scores
on the EQ represent higher empathy. The EQ ques-
tionnaire has high internal consistency (Cronbach’s

2This is done using the magic word "helped", which is
picked up by AdviceFlairBot

3https://pushshift.io/
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α = 0.90) and test-retest reliability after 12 months
(r = 0.97, p < .001).

Participants Only users with more than 20 com-
ments were included to minimize the likelihood
that their average helpfulness was biased due to
limited observations. 508 Reddit users were sent
an online questionnaire through Reddit and 91 re-
sponded. Gender and age were optional to re-
port. 86 participants reported gender (53 male
and 33 female) and 83 reported age (M=33.7,
SD=13.8). The mean user helpfulness is 0.5440
(SD=0.1956). Using a two-sample t-test, the distri-
bution of EQ scores (M=24.45, SD=8.822, N=91)
in this study is found to be not significantly differ-
ent (t(1850) = 0.0169, p = 0.9866) from the sam-
ple (M=23.8, SD=8.75, N=1761) in Wakabayashi
et al. (2006), demonstrating the representativeness
of our sample.

Figure 2: Empathy quotient (EQ) score against User
Helpfulness

Results As illustrated in Figure 2, there is a mod-
erate correlation effect between EQ and User help-
fulness (r(91) = 0.359, p < 0.001). We also
explored correlating User helpfulness with vari-
ous subscales of the EQ, namely cognitive em-
pathy, affective empathy and social skills based
on Zhou et al. (2020). Helpfulness correlates
most strongly with cognitive empathy (r(91) =
0.355, p < 0.001), followed by affective empa-
thy (r(91) = 0.261, p = 0.012) and finally social
skills (r(91) = 0.203, p = 0.054). This suggests
that helpful commenters more often are better able
to understand how the post authors think compared
to how they feel or communicating it across in a
social deft manner (which has a boundary p value).

5 Predicting for Helpful Comments

To explore the potential for the dataset to be use-
ful in training models to distinguish between help-

Micro-F1 (σ)

BERT 69.2 (0.60)
Logistic Regression 65.4 (0.55)
Naive Bayes 63.0 (0.44)
Support Vector Classifier 63.5 (0.59)
Random Forest 65.1 (0.60)

Table 1: Performance of baseline models on test set.
Details of their preparation are in Appendix B

ful and unhelpful comments, we trained several
baseline models and report their micro-average F1
scores. The performance of baseline models on this
task is relatively low but similar to the performance
on empathy datasets (Gibson et al., 2015; Khanpour
et al., 2017; Sharma et al., 2020). The relatively
low performance of baseline models on this task
suggests that while recognizing helpfulness in lan-
guage is trivial for typically-developing humans,
they remain challenging for machines. Techniques
such as commonsense reasoning (Sap et al., 2019;
Bosselut et al., 2019) can be explored in the future
to better capture the highly complex relationship
between language and helpfulness.

Significant Predictors of Helpfulness To char-
acterize helpfulness in our dataset, significant pre-
dictors of helpfulness (p < 0.05) based on the
Logistic Regression model were extracted and anal-
ysed.4 Thematic categories that were inductively
generated from these predictors are shown in Table
4 while word clouds are available in Appendix D.

The first overarching theme is positive and
friendly words. Helpfulness is positively pre-
dicted by polite, friendly-sounding and optimistic-
sounding words but negatively predicted by words
that indicate negative emotions. This relates to the
literature findings on how uplifting and friendly
online support peers are found to be more helpful.
(Paulson et al., 1999; Subramani and O’Connor,
2018) Affect-related words (such as sad and tears)
were previously found to be significant predictors
of empathy (Gibson et al., 2015).

A second overarching theme is words relating
to attempts to understand the perspective of oth-
ers. Helpful commenters do so by addressing post
authors directly, instead of patronizing the difficul-
ties that they face. This is also in agreement with

4The dataset used to extract the most significant predic-
tors is slightly different. Only one comment was sampled
from each post and author to overcome the problem that the
covariance matrix was originally non-invertible.
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Direction Themes Words Examples

Positive Polite, friendly personally, friend, Me, personally...I’d let it slide. He’d be
predictors sounding words glad, welcome, That’s okay I’m just glad that you were able to

feels, hey maybe text her? Be like hey, just wanted to say

Optimistic good, luck session with your therapist. Good luck
sounding words hope, hopefully hope something I say can help you a little!

yes, learned, helped And yes that is dangerous and quite
forward, strong, work that you can look forward to.

Words addressing you I really think you deserve better. You sound like
the post author I understand that you really like these guys
directly as long as you feel you are making the best of

Negative Words indicating victim, kill, rid to be labelled as a victim. She might be afraid of
predictors negative emotions bad, depression I was internalizing every bad thing that happened

Words that patronize dealt, wish it’s the latter, as I dealt with when I was like
the problem faced easy, promise it seems like the easy solution to your situation.
by the post author advice, told The best advice I can give you though

Table 2: Thematic categories for significantly predictors of Helpfulness. Statistical analysis in Appendix E

literature on how helpfulness is associated with
peers’ attempt to accept others’ frame of references
and experiences. (Subramani and O’Connor, 2018;
Green et al., 2020) Furthermore, terms indicating
an inclination to find out more about the perspec-
tive of others (e.g. “do you think”, “it sounds like”
and “you think about”) were also predictors in em-
pathy datasets (Gibson et al., 2015; Xiao et al.,
2015). Overall, the overarching themes that are
predictive of helpfulness in our dataset are sup-
ported by literature on helpfulness and language
features associated with empathy.

6 Human-Annotated Features for
Comment Helpfulness

To better understand the capabilities and limitations
of language features in capturing comment helpful-
ness, two graduate students manually annotated a
selection of helpful comments. Annotations were
done on 5 comments each from 91 authors who
responded to our empathy quotient questionnaire.
Comments were sampled using a stratified ap-
proach that results in a sampled average helpfulness
to be closest possible to the author’s average help-
fulness score (Pearson′s r = 0.937, p < 0.001).
Then we labelled each comment with one or more
of the 10 possible labels based on helpfulness liter-
ature (see Section 2). They are 1. Highly directive,
short advice 2. Dismissing concern 3. Negative
terms 4. Tangential or unspecific comment 5. Share
similar experience 6. Ask clarifying questions 7.

Relevant knowledge 8. Emotional support 9. Rec-
ognizing difficulty 10. Tentative language. Aver-
age Cohen’s κ is 0.690 (σ=0.107). Definitions and
Cohen’s κ for each label are in Appendix 5.

Using a logistic regression, we found that only
the use of negative terms and tangential or unspe-
cific comment are negatively associated with help-
fulness (p < 0.05) while providing relevant knowl-
edge is positively associated (p < 0.05). The use
of negative terms was also captured by the logistic
regression based on language use while the other
two factors were not. An inspection of examples
revealed that negative terms only comprises of a
small set of words while those two factors require
contextual semantic understanding of what is rele-
vant knowledge to a situation and what is tangential.
Future work can make use of knowledge-enhanced
models (Peters et al., 2019; Clark et al., 2021) to
better capture such contextual understanding.

7 Conclusion

We introduce and plan to openly release a novel
dataset containing helpful and unhelpful comments
in response to posts seeking for advice on life is-
sues. We show that the helpfulness of such com-
ments is related to the commenters’ empathy and
pioneer an analysis into language features predic-
tive of helpful and unhelpful comments on online
support communities. Our work can contribute to-
wards supporting people and automated dialogue
agents to offer more helpful comments to others.
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Ethics and Broader Impact

This project has been approved by University of
Cambridge Faculty of Education Institutional Re-
view Board. The use of Reddit data in this project
is in alignment with the Reddit End User License
Agreement and the Terms of Use for Developers.
Because part of the project requires participants
to respond to questionnaires, we made sure that
the items were phrased sensitively so that no un-
intended harm would be caused. No payment was
made to voluntary participants, as the survey could
be done within a few minutes. We also guided par-
ticipants to make informed decisions about their
participation, giving them the opportunity to with-
draw any time, during and after the completion
of the questionnaire. The collected information,
which does not include personally identifiable infor-
mation, was stored securely with access restricted
to the research team. We also manually inspected
a small selection of Reddit data to ensure that they
do not contain names, personally identifying infor-
mation or offensive content. We anticipate that this
project can accelerate the development of models
that can better detect and express helpfulness in
social settings, between humans and with social
dialogue agents.
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A Empathy Quotient Questionnaire

Items originate from the long form of Empathy
Quotient questionnaire (Baron-Cohen and Wheel-
wright, 2004), which is well-cited (>3500 citations)
and demonstrates good validity in large (>500,000)
and culturally-diverse samples (Kosonogov, 2014;
Groen et al., 2015; Greenberg et al., 2018). The
short form was chosen to reduce the time taken
to answer the questionnaire and thereby increase
the response rate. The short form is a 22-item
forced-choice self-report questionnaire that can be
answered on a four-point Likert Scale (Strongly
Agree, Agree, Disagree, Strongly Disagree). Ques-
tions include “I often find it difficult to judge if
something is rude or polite”, “I can pick up quickly
if someone says one thing but means another”, and
“I am good at predicting how someone will feel”.
Each response can give 0, 1 or 2 points, leading to
a maximum total EQ score of 44.

B Baseline Models

Each model was run with 5 different random seeds.

BERT Pre-trained BERT English-base-uncased
WordPiece tokenizer was used. We fine-tuned
a BERT Sequence Prediction model (English-
base-uncased version with 12-layer, 768-hidden,
12-heads, 110M parameters accessed from
https://github.com/huggingface/
transformers). BertAdam optimizer was used
with 0.1 epoch for warmup and learning rate of
2 ∗ 10−6 following a search within {1,2,5} * 10n,
−6 ≥ n ≥ −4 using F1 as criterion. Maximum
sequence length was 512 tokens, batch-size was 8
and epoch number was 2. Training took 4 hours on
a Nvidia P100 GPU.

Others Text was split up into individual words
and lower-cased. The number of times each word
occurred in each text was then counted. Words that
occurred fewer than ten times altogether were re-
moved to minimize the effects of misspelled or rare
words. Logistic Regression, Linear Support Vector
Classifier, Multinomial Naive Bayes and Random
Forest models were trained (accessed from https:
//scikit-learn.org/stable/) All hyper-
parameters were default except adjusting the num-
ber of estimators in the Random Forest model to
100. Training took negligible time (< 0.5 hours) on
CPU.

C Performance of Baseline Models
(Validation Set)

Micro-F1 (σ)

BERT 69.5 (0.52)
Logistic Regression 65.1 (0.12)
Naive Bayes 62.9 (0.40)
Support Vector Classifier 63.5 (0.34)
Random Forest 65.2 (0.33)

Table 3: Performance of baseline models on validation
set.

D Word Clouds of Significant Predictors
of Helpfulness

Size of words are directly proportional to their sig-
nificance of correlation.

Figure 3: Significant positive predictors of helpfulness

Figure 4: Significant negative predictors o helpfulness

E Statistical Description for Each Theme

F Labels and Descriptions for Manual
Annotation of Helpfulness

G Empathy Questionnaire Instructions
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Direction Themes Words Mean Info. Proportion (%)
Gain Total Helpful Unhelpful

Positive Polite, friendly personally, friend, 0.002759 11.7 16.1 8.14
predictors sounding words glad, welcome,

feels, hey

Optimistic good, luck 0.00431 27.6 37.0 20.0
sounding words hope, hopefully

yes, learned, helped
forward, strong,

Words addressing you 0.0484 73.2 84.4 64.2
the post author
directly

Negative Words indicating victim, kill, rid 0.000712 7.81 9.67 6.32
predictors negative emotions bad, depression

Words that patronize dealt, wish 0.000864 12.2 15.3 9.67
the problem faced easy, promise
by the post author advice, told

Table 4: Statistical Description for themes identified from significantly predictors of Helpfulness. Helpful com-
ments contain more words from both positive and negative predictors, but the gap between helpful and unhelpful
comments is greater for positive predictors.

Label Description Cohen’s κ

Highly directive, short advice Extremely short advice that are directing what the post author should do 0.724
(commonly yes, no, go do this! etc)

Dismissing concern Saying that what the post author is going through is not a big deal 0.662
Negative terms Mentioning negative terms that the author did not bring up 0.788

(crazy, psycho etc).
Tangential or unspecific comment Mentioning random terms that has nothing to do with the author’s post. 0.794
Share similar experience Bringing up that the comment author experienced something 0.677

similar as the post author
Ask clarifying questions Asking questions to clarify what the author’s situation really is. 0.644

Alternatively, they can be saying “If it’s situation A then . . . ,
otherwise if situation B then . . . ”

Relevant knowledge Bringing any knowledge to help solve the post author’s specific situation 0.802
(for instance, something like “you can try . . . “ or “there is this resource . . . ”)

Emotional support Offering emotional comfort to the post author (something like 0.650
I am sure this will get better or It’s definitely not your fault)

Recognizing difficulty Acknowledging that it’s a very bad situation for the author to be in 0.419*
(I’m sorry that this is a really bad situation)

Tentative language Phrasing advice as tentative suggestions – such as using 0.739
“you might want to try . . . ” or “ I am no expert on this but . . . ”

Table 5: Labels, descriptions and Cohen’s κ for manual annotation of helpfulness in comments. * Cohen’s κ for
“Recognizing difficulty” is low due to the very low number of positive labels (<5%)
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Figure 5: Empathy questionnaire instructions
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Abstract

We experiment with adapting generative lan-
guage models for the generation of long co-
herent narratives in the form of theatre plays.
Since fully automatic generation of whole plays
is not currently feasible, we created an interac-
tive tool that allows a human user to steer the
generation somewhat while minimizing inter-
vention. We pursue two approaches to long-text
generation: a flat generation with summariza-
tion of context, and a hierarchical text-to-text
two-stage approach, where a synopsis is gener-
ated first and then used to condition generation
of the final script. Our preliminary results and
discussions with theatre professionals show im-
provements over vanilla language model gener-
ation, but also identify important limitations of
our approach.

1 Introduction

Natural language generation (NLG) is currently
dominated by large pre-trained language models,
such as GPT-3 (Brown et al., 2020). The mod-
els show especially strong performance in generat-
ing short to medium length in-domain texts, such
as news stories, which fit into the window size
of the model (e.g. 512 or 1,024 subword tokens).
Successfully handling significantly larger and/or
out-of-domain documents is a matter of ongoing
research (Beltagy et al., 2020; Zaheer et al., 2020;
Gururangan et al., 2020; Chen et al., 2020).

In the THEaiTRE project, we focus on gener-
ating theatre play scripts. This task combines the
challenges of narrative generation (Riedl, 2016)
and dialogue generation (Wen et al., 2016), and
could be seen either as generating dialogues with
a very large context, or as generating a narrative
in the form of a dialogue. Additional challenges
include the complex structure of the theatre scripts
(including setting descriptions, dialogue lines with
character names, and stage directions), their very

*Archival WNU submission.

large length, their pseudo-multi-author nature (as
lines pertaining to different characters use different
styles and represent different standpoints), or the
low availability of large in-domain datasets.

We investigate the capabilities of current NLG
approaches on this task. Specifically, we use and
adapt current large pre-trained neural language
models and employ other relevant natural language
processing (NLP) techniques to adjust the exist-
ing approaches and tools to the theatrical script
domain.

Our aim is to produce a mostly automatically
generated play, with minimal human-in-the-loop in-
terventions, and have the generated play rehearsed
and staged by a theatre. We build upon our previ-
ous work (Rosa et al., 2021), where we produced
a generated play by using vanilla GPT-2 and gen-
erated individual, loosely connected scenes, but
now aim at full play generation. In order to do so,
we explore a two-phase hierarchical text-to-text ap-
proach, where a synopsis is generated first and then
used as a basis for subsequent generation of scenes.
We compare this method to a flat generation ap-
proach with summarization, which is similar to our
previous work (Rosa et al., 2021). We use models
finetuned on in-domain theatre or movie scripts to
better fit the domain, and we allow minimal but
precise human intervention using a custom-built
web-based interface: regenerating a line, choos-
ing the next character to speak, deleting or insert-
ing a generated or a human-written line into the
script. All human interventions are recorded. A
simplified demo version of the tool used for the
generation is freely available online.1 We include
preliminary intrinsic evaluation and discuss quali-
tative feedback given by the theatre professionals.
Our results support finetuning and more precise
human intervention; however, the two-stage hier-
archical approach shows difficulties following the
pre-generated synopsis.

1https://theaitre.com/demo
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2 Related Work

Our approach is inspired by the work of Fan et al.
(2018) and Fan et al. (2019), who propose a hi-
erarchical system for story generation. A similar
idea has been explored by Rashkin et al. (2020),
who generate a story conditioned on a given outline.
Tan et al. (2021) approach long text generation by
generating domain-specific words first and then iter-
atively refining it until whole sentences are formed.
Unlike these works, we generate scripts rather than
stories, i.e. not prose but dialogues, which are also
longer than typical stories. For dialogue genera-
tion, Xu et al. (2021)’s work is close to our baseline
flat approach (Section 3) in that they generate long
dialogues by using summarization.

A few works also investigate human-machine
interaction during text generation, with different
aims from ours: Roemmele (2021) investigates
how automatically generated texts can inspire hu-
man writing. Akoury et al. (2020) use the amount
of required human post-editing as a story quality
metric.

A number of language generation tools is avail-
able online, both free and paid, typically based on
GPT-2 and GPT-3 language models (Radford et al.,
2019; Brown et al., 2020), sometimes trained or
fine-tuned for a specific domain or task. Prominent
examples include news generators such as Grover2

by Zellers et al. (2019) or News You Can’t Use3 by
Geitgey (2019), the text adventure game AI Dun-
geon,4 the code completion tools GitHub Copilot5

or Deep Tabnine,6 and chatbots such as AI|Writer
or Project December.7 However, to the best of our
knowledge, no generation tool has been released
specifically for theatre scripts.

There have been several other projects using au-
tomatically generated scripts, including Beyond the
Fence, a musical based on suggestions from several
automated tools (Colton et al., 2016), Sunspring, a
short sci-fi movie with an LSTM-generated script
(Benjamin et al., 2016), Lifestyle of the Richard
and Family, a theatre play written with the help of
a next word suggestion tool (Helper, 2018), or the
performances of the Improbotics group who impro-
vise on stage with real-time GPT-3-generated lines
(Mathewson and Mirowski, 2017). However, the

2https://rowanzellers.com/grover/
3https://newsyoucantuse.com/
4https://play.aidungeon.io/
5https://copilot.github.com/
6https://www.tabnine.com/
7https://projectdecember.net/

Domain # Scripts Avg. # Lines Avg. # Sentences

Movies 1,067 783 2,537
TV Shows 6,057 314 902
Theatre 5,517 530 1,529

All 12,641 446 1,310

Table 1: A brief overview of the script dataset we use
for finetuning.

tools used in these projects are not publicly avail-
able online, and often there is little transparency
about the particularities of the exact design and us-
age of the tools. Moreover, these projects typically
use substantial human curation.

3 Flat Generation with Summarization

The flat generation variant is based on our previ-
ous approach (Rosa et al., 2021) of using a stan-
dard generative model but employing extractive
text summarization to deal with the limited window
(1,024 tokens for GPT-2) so that longer scripts can
be generated without the loss of the global context.
Instead of using a vanilla GPT-2 model as in our
previous work, we finetune our models on a large
collection of ca. 12k theatre and movie scripts. The
domains and volumes of data can be found in Table
1. The theatre plays and TV shows scripts were
scraped from various websites, the movie section
comes from (Lison and Meena, 2016).

The operation of flat generation looks as follows:
the user inputs a scene setting, character names and
their first lines, from which we construct the input
prompt in the following format:

Scene setting.

Character Name: Character line.

Character Name: Character line.

The model then generates a continuation of the
script line by line (see Figure 2).8 At each step,
the user can choose whether they want to regener-
ate the last generated line (i.e. generate a different
continuation), or whether they want to continue by
generating a further line. They can also choose the
next character and let the model generate their line,
or insert/delete lines within the generated text. A
screenshot of this tool is presented in Figure 1.
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Figure 1: A screenshot of the tool used for the generation. The cross generates an alternative continuation starting
with the given line. The arrow creates an alternative line while keeping the script continuation. The plus symbol
generates and inserts a line, while the scissors symbol deletes it without any changes to the continuation in both
cases. Finally, the triangle symbol allows for human input that prompts the regeneration of the continuation.

Polonius speaks to the king. Enter Hamlet.
Polonius: I hear him coming; let’s hide, sir.
Hamlet: To be or not to be; that is the question.

Polonius: That is the reason, Hamlet. You are a
good man.

Hamlet: I am but what I am.
Polonius: You are a bad man.

Figure 2: Flat script generation example. The initial
human-written prompt is shown above the dividing line,
the following generated outputs follow below.

4 Two-phase Hierarchical Generation

Our second, newly developed approach is a two-
phase text-to-text hierarchical generation approach:
(1) a synopsis is generated from a user-supplied
play title, (2) the play dialogue is generated, condi-
tioned on the title and a part of the synopsis. Both
phases use specific models finetuned on our in-
domain datasets.

The input for the first phase is the title of the
play, from which the synopsis of the play is gen-
erated (Figure 3, Section 4.1). At each step, The
user has the option of continuing generation, regen-
erating or deleting lines (roughly corresponding
to sentences). Once the user is satisfied with the
generated synopsis (or the generation ends by the
model generating the endoftext token), the synopsis
is used as input for the second phase.

In the second phase, shown in Figure 4, the
play script is generated from the synopsis (see Sec-

8The GPT-2 model sticks to the input format and generates
a dialogue-like output; this is mostly true even for vanilla
models, let alone a model finetuned specifically for this task.

A notebook full of ideas was stolen from an unbuttoned
backpack by a mailman in a blue vest.

A man named Tom, a man in a trench coat, arrives to
deliver the notebook.
Tom tries to leave, but is interrupted by the arrival of his
mailman brother, Jerry, in his mail truck.
Jerry offers to take Tom to his house, but Tom is deter-
mined to deliver the notebook. As Tom drives through
the cornfield, he accidentally stops at a house, which he
mistakenly assumes is inhabited by the owner, a wid-
owed woman named Marjorie.
She tells him she is waiting for Tom to come home, and
she and Tom go into the house together.
Jerry arrives and finds Tom’s truck with the notebook,
having accidentally left it in the truck while searching
for Jerry, and is surprised and angry to find Marjorie
there.

Figure 3: An example for hierarchical generation 1st
phase: title to synopsis (input title shown above the
dividing line, the play follows below).

tion 4.2). The user is now provided with a set of
options similar to the flat approach: at each step
choosing between generating a character line (and
potentially also choosing which character should
speak the line) or moving on to the next part of the
generated synopsis.

4.1 1st Phase: Synopsis generation

The goal of this phase is to generate a synopsis
based on a user-specified play title. For this, we
finetune pretrained language models on a dataset
consisting of synopses of theatre plays (scraped
by us from Wikipedia), movies (Robischon, 2018;
Kar et al., 2018), TV series (scraped by us from
various fan wiki pages) and books (Bamman and
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Model Avg. # Sentences Avg. # Words Vocab Size Entropy

Vanilla GPT-2 38.10 285.80 1,371 1.72
Finetuned GPT-2 29.32 536.74 1,995 3.48
Finetuned PEGASUS 14.80 281.40 1,416 2.65
Finetuned DistilBART 27.00 526.33 1,182 2.43

Table 2: Basic characteristics of synopsis generation model outputs (average output lengths in terms of sentences
and words, total number of distinct words used on the output, Shannon entropy over all outputs).

Model Coherence Consistency Originality Relevance Overall Impression

Vanilla GPT-2 2.7 2.8 2.6 2.7 2.6
Finetuned GPT-2 3.0 3.1 3.1 2.6 3.2
Finetuned PEGASUS 2.8 2.8 3.0 2.1 2.8
Finetuned DistilBART 1.9 2.0 3.2 2.0 2.9

Table 3: Results of human evaluation of synopsis generation models (1 to 5 points, higher is better). The presented
values are the average values across the annotator scores.

A notebook full of ideas was stolen from an unbuttoned
backpack by a mailman in a blue vest.
A man named Tom, a man in a trench coat, arrives to
deliver the notebook.

Tom: We’ve got an urgent message to deliver
to your office.

Man: That’s impossible! Why’d you bring me
here if you were planning to rob the post
office?

Figure 4: An example for hierarchical generation 2nd
phase: synopsis to script. The script generated in the
bottom section is conditioned on the human-written
prompt and a line from the generated synopsis, shown
in the top section. The user has the option to continue
generating automatically, or to control the next character
speaking (choose from the previously used ones or input
manually).

Smith, 2017). The final dataset contains over 50k
title-synopsis pairs.

We finetuned three different models on our
dataset for 15 epochs – GPT2-medium, Pegasus
(Zhang et al., 2019), and DistilBART (Shleifer and
Rush, 2020). Some basic statistics of all the mod-
els are shown in Table 2, comparing to a vanilla
GPT2 baseline. We can see that all models show
similar scores. To choose the best synopsis model,
we performed a small-scale human evaluation with
6 lay annotators rating 12 synopses generated by
each model.

The annotators were shown one story at a time
and were asked to answer the following questions
using a 1 (worst) to 5 (best) Likert scale rating:

1. Is the text coherent?
2. Are the characters consistent?
3. Is the text original and/or interesting?

4. Is the title relevant to the story?
5. How much did you enjoy reading this text?

Based on the results of this evaluation (Table 3),
we picked out GPT2-medium9 as the best one due
to its highest overall impression score (Question 5)
and strong performance in the remaining evaluated
aspects.

4.2 2nd Phase: Script generation

In the second phase, we generate the play script
from a pre-generated synopsis. As operating on the
whole potentially very long synopsis, let alone the
whole script, is beyond the capabilities of current
models, we split the synopsis into smaller chunks,
and consecutively take each of the chunks as input
for generating a part of the script.10

Data preparation and alignment
A major challenge is obtaining the training dataset.
Ideally, we would use a set of theatre scripts and
corresponding synopses. However, due to licensing
and copyright issues, such data are not available
to us, except for a modest number of mostly very
old plays. Therefore, we use a near-domain Script-
Base corpus (Gorinski and Lapata, 2018), which
contains movie scripts and their synopses.11

Both synopses and scripts in ScriptBase are split

9Trained with a 1e−5 learning rate with warm up.
10This is motivated by the notion of a theatre script being

split into individual scenes, which are partially independent.
However, we do not guarantee that our chunks actually cor-
respond to individual scenes, as we have not trained a scene
splitter for synopses; therefore, we simply split the synopsis
into individual sentences with a sentence splitter.

11Another option could be GraphMovie (Zhu et al., 2020),
a similar dataset with better annotations but only available in
Chinese.
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Algorithm 1 Scene alignment.

Input: {ci}N1 ▷ Script SBERT embeddings
Input: {mj}M1 ▷ Synopsis SBERT embeddings
s1,j ← cos(c1,mj) ▷ Forward pass
for i ∈ {2, . . . , N}, j ∈ {1, . . . ,M} do

si,j ← cos(cj ,mj)+max{si−1,j−1, si−1,j}
end for
aN ←M ▷ Backward pass
for i ∈ {N, . . . , 2} do

ai−1 ← argmaxj∈{ai−1,ai} si−1,j

end for
return {ai}N1 ▷ Each ci aligned to mai

into scenes, but the granularity is different. The
scripts are divided into many very short scenes,
sometimes consisting of only one utterance or
scenic remark, and a scene synopsis often corre-
sponds to tens of script scenes. We thus use the
synopsis scenes, and align script scenes to them
in a many-to-one fashion. The resulting dataset
contains pairs of synopsis scenes and their aligned
script scenes.

First, we process the scripts by removing short
one-line scenes or merging them with adjacent
scenes: If the line is uttered by a character also
present in the previous scene (preferably) or the
subsequent scene, we merge the two scenes. Oth-
erwise, we remove the scene; this includes scenes
consisting only of a scenic remark.12

We then represent each script scene i and each
synopsis scene j with its SBERT embeddings
(Reimers and Gurevych, 2019) ci or mj , and align
each script scene to the synopsis scene ai using
dynamic programming with Algorithm 1. In the
forward pass, the algorithm computes a scene pair
alignment score si,j as the cosine similarity of the
embeddings, plus the score of the best candidate
alignment for aligning the preceding script scene
(i−1) to either the same synopsis scene (j) or to the
preceding synopsis scene (j − 1). The final align-
ment is computed in the backward pass, assuming
the alignment of the last scenes to each other, and
iteratively taking the best candidate alignment (ai
or ai − 1) for the preceding script scene (i− 1).

Furthermore, we filter the alignments by a thresh-
old on SBERT cosine similarity of 0.3 (determined
empirically). We thus create two versions of train-

12According to our cursory checks, this does not have a
dramatic impact on overall coherence, as such scenes are
usually not logically connected.

Script-synopsis Avg. #
Variant # Scenes ratio lines

Base 14,655 3.40 54.98
Filtered 11,957 3.70 60.97

Table 4: Statistics of aligned synopsis-script scenes
used for hierarchical generation (script-synopsis ratio is
the average number of script scenes aligned to a single
synopsis scene).

ing data for the script generation models (see Ta-
ble 4 for details).

Script generation model

We use the GPT2-medium model finetuned for flat
script generation (see Section 3) and finetune it fur-
ther for the task of generating a script chunk from a
synopsis chunk, using both dataset variants created
in the previous subsection. For each synopsis scene
as the input prompt, we train the model to generate
the corresponding script scene. The model uses a
1e−5 learning rate for 10 epochs with warm up.

A basic comparison using intrinsic statistics
(scripts generated based on 6 identical prompts)
is shown in Table 5. While the scripts generated
by the Hierarchical variant are shorter on average,
they tend to be more variable, using a more var-
ied vocabulary and showing higher entropy and
perplexity, which points at less repetitiveness.

5 Discussion and Limitations

Generating theatre play scripts is a complex task
presenting many interesting challenges, many of
which we have not yet been able to satisfactorily
address, as we are continually being informed by
theatre professionals.

The main weakness of all our approaches is the
inability to differentiate between individual charac-
ters to ensure their lines are cohesive while being
distinct from other characters in the play. The the-
atre professionals consider it difficult to portray
characters missing a consistent personality and mo-
tives behind the lines. While our past as well as on-
going experiments, employing natural language in-
ference, line masking, and character pseudonymiza-
tion, have shown promising results, they only seem
to constitute partial superficial remedies for a deep
and complex issue. In the future, we intend to
approach the problem by adapting and employing
current NLG personalization techniques (Yang and
Flek, 2021).
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Model Avg. # Lines Avg. # Sentences Avg. # Words Vocab Size Entropy Perplexity

Vanilla GPT-2 7.33 203.00 500.83 863 2.71 5.19
Finetuned GPT-2: Flat 5.67 94.33 724.50 981 3.09 6.30
Finetuned GPT-2: Hier./Base 5.00 68.00 769.50 1,336 2.93 9.77
Finetuned GPT-2: Hier./Filtered 5.67 61.50 678.00 1,335 2.72 21.87

Table 5: A basic statistics comparison for script generation by different model variants. Cf. Table 2 for metrics
details; perplexity is measured using vanilla GPT2-XL.

Another serious problem, identified by the the-
atre professionals while working with our hierar-
chical setup, is the fact that the script generation
often strays away from the synopsis. So far, we
have been only operating with flat textual repre-
sentations of script parts in the hierarchical setup,
aligning parts of the script to parts of its synop-
sis. While we believe the currently available data
leave us no other option, a more adequate approach
should probably operate with theatrological abstrac-
tions over the script, such as the notion of dramatic
situations of Polti (1921); we have performed some
small-scale annotations of 50 play scripts in this
respect, but our exploratory experiments on the
resulting dataset showed that we would require a
much larger dataset to be able to employ current
machine learning techniques, which is beyond our
budget. Unfortunately, corpora of theatrical texts,
even unannotated ones, are virtually non-existent,
and while we managed to acquire a modest dataset,
copyright and licensing issues limit us from releas-
ing most of it.

The use of extractive summarization and hierar-
chical generation allows us to generate medium-
length texts (one or several scenes), but a full-
length script is still somewhat out of our reach.
We believe further improvements could be brought
by employing abstractive summarization (Paulus
et al., 2018), specifically trained for theatre play
scripts.

6 Conclusion

We created an interactive tool for human-in-the-
loop generation of theatre play scripts, with the
aim of producing a stageable play with minimal
human intervention. We pursue two different ap-
proaches, both based on finetuned GPT-2 models
– flat generation with extractive summarization to
maintain coherence, and a hierarchical two-stage
approach, which first generates a textual synopsis
and then generates individual scenes, conditioning
on chunks of the synopsis. We release an online
demo of our tool for interactive generation of the-

atre play scripts. We are able to improve upon
previous approaches using vanilla models, but our
models still are not able to generate consistent per-
sonality or follow the synopsis accurately without
human intervention.

A demo of our interactive tool and its source
codes are available online.13 In future work, we
plan to incorporate natural language inference
checks (Welleck et al., 2019) or experiment with
dialogue act semantic representations (Kumar et al.,
2018) in order to increase coherence. To im-
prove character consistency, we plan to follow per-
character personalization approaches (Yang and
Flek, 2021).

Acknowledgements

The project TL03000348 THEaiTRE: Umělá in-
teligence autorem divadelní hry is co-financed
with the state support of Technological Agency
of the Czech Republic within the ETA 3 Pro-
gramme. The work described herein has been
using data, tools and services provided by the
LINDAT/CLARIAH-CZ Research Infrastructure
(https://lindat.cz), supported by the Ministry of Ed-
ucation, Youth and Sports of the Czech Republic
(Project No. LM2018101).

References
Nader Akoury, Shufan Wang, Josh Whiting, Stephen

Hood, Nanyun Peng, and Mohit Iyyer. 2020. STO-
RIUM: A Dataset and Evaluation Platform for
Machine-in-the-Loop Story Generation. In Proceed-
ings of the 2020 Conference on Empirical Methods
in Natural Language Processing (EMNLP), pages
6470–6484, Online. Association for Computational
Linguistics.

David Bamman and Noah Smith. 2017. Cmu book
summary dataset.

Iz Beltagy, Matthew E Peters, and Arman Cohan. 2020.
Longformer: The long-document transformer. arXiv
preprint arXiv:2004.05150.
13Demo: https://theaitre.com/demo, sources:

https://github.com/ufal/theaitrobot

34



AI Benjamin, Oscar Sharp, and Ross Goodwin. 2016.
Sunspring, a sci-fi short film starring Thomas Mid-
dleditch.

Tom B Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, et al. 2020. Language models are few-shot
learners. arXiv preprint arXiv:2005.14165.

Zhiyu Chen, Harini Eavani, Wenhu Chen, Yinyin Liu,
and William Yang Wang. 2020. Few-shot NLG with
pre-trained language model. In Proceedings of the
58th Annual Meeting of the Association for Compu-
tational Linguistics, pages 183–190, Online. Associ-
ation for Computational Linguistics.

Simon Colton, Maria Teresa Llano, Rose Hepworth,
John Charnley, Catherine V. Gale, Archie Baron,
François Pachet, Pierre Roy, Pablo Gervás, Nick
Collins, Bob Sturm, Tillman Weyde, Daniel Wolff,
and James Robert Lloyd. 2016. The Beyond the
Fence musical and Computer Says Show documen-
tary. In Proceedings of the Seventh International
Conference on Computational Creativity.

Angela Fan, Mike Lewis, and Yann Dauphin. 2018.
Hierarchical neural story generation. In Proceedings
of the 56th Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers),
pages 889–898, Melbourne, Australia. Association
for Computational Linguistics.

Angela Fan, Mike Lewis, and Yann Dauphin. 2019.
Strategies for structuring story generation. In Pro-
ceedings of the 57th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 2650–
2660, Florence, Italy. Association for Computational
Linguistics.

Adam Geitgey. 2019. Machine Learning is Fun! Self-
published.

Philip John Gorinski and Mirella Lapata. 2018. What’s
this movie about? A joint neural network architec-
ture for movie content analysis. In Proceedings
of NAACL-HLT, pages 1770–1781, New Orleans,
Louisiana.

Suchin Gururangan, Ana Marasović, Swabha
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A Generated texts

A.1 Baseline Vanilla GPT-2 XL
Lucy: Well, it’s just a matter of time. I’ve got a

little more than enough to last until next
summer.

Betty: But what if I want more?

Lucy What do you want more?

Betty: More vegetables!
Lucy: Yes, that would be nice. I can get some

carrots and celery, but there are still a lot
of things to do around here. I think we can
manage for now.

Betty: What if you need to buy something for your-
self?

Lucy: What if I want to buy something for myself?
Betty: Well, that would be nice, too. I’ll just get

the vegetables, but you have to take some
of my meat and potatoes with you.

Lucy: Okay, that would be nice. I’ll go with you.

A.2 Finetuned Flat GPT-2 Medium
The Doctor: But that’s impossible! You’ve got

all the features.
Doctor: No, but you can still do things

that you wouldn’t be able to if
you’d only been programmed as
I was.

Cyber-Planner: It’s the last thing we need, my
lord.

Clara: Why not just kill us all and start
again?

Cyberman 1: You have not heard me. We will
never cease our attack until the
human race is extinct.

Cyber-Planner : We are too weak to stop it, Cyber-
men

Rigsy: We can’t let you destroy us all,
Doctor. We’ve had enough.

A.3 Finetuned Hierarchical GPT-2 Medium

ROBOT:
But Master, what can I do?

He finally realizes he’s done. And it takes him all
of 5 seconds to explain to the two other humans
why they’ve been replaced by the older model. He
points at one of the humans as he explains:
MATHESON:

That was the mistake. This robot is never
going to return to the factory.

The older ROBOT then goes to a console and acti-
vates it. The HUMAN COMPUTER lights up with
an awesome display of its past performance. As it
plays through variousince it was destroyed, we see
how things have changed:

36



HUMAN COMPUTING VOICE:
Today is the first day of my factory training. I
have achieved my primary objective: becom-
ing A pillar of the community I am part of.

A.4 Finetuned Hierarchical Filtered GPT-2
Medium

Leopold: I will speak to him.

Leopold, in a white cape and black hat, steps into a
wooden hut, then turns to his brothers. They stand,
waiting, as:

Katsumoto: Are you ready?

Leopold: This is the one I’m seeking.
Katsumoto: We seek only Wisdom beyond under-

standing.
He holds out the bird. They gather it in their hands,
looking at it, impressed.
Katsumoto: This bird has knowledge we do not

have. It can show us the way to our
death.

He holds it up, smiling at them.

Algren: It speaks?

Katsumoto: It teaches us.
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Abstract

Decision making theories such as Fuzzy-Trace
Theory (FTT) suggest that individuals tend to
rely on gist, or bottom-line meaning, in the text
when making decisions. In this work, we delin-
eate the process of developing GisPy, an open-
source tool in Python for measuring the Gist
Inference Score (GIS) in text. Evaluation of
GisPy on documents in three benchmarks from
the news and scientific text domains demon-
strates that scores generated by our tool signifi-
cantly distinguish low vs. high gist documents.
Our tool is publicly available to use at: https:
//github.com/phosseini/GisPy.

1 Introduction

According to Fuzzy-Trace Theory (FTT) (Reyna,
2008, 2012), when individuals read text, they en-
code multiple mental representations of the text in
parallel in their mind. These mental representa-
tions vary along a continuum ranging from 1) gist
to 2) verbatim. While verbatim representations are
related to surface-level information, gist represents
the bottom-line meaning of the text, given its con-
text. FTT sees the word gist in much the same
way as everyday usage, as the essence or main part,
the substance or pith of a matter. Gist representa-
tions are important to assess because they influence
judgments and decision making more than verba-
tim representations (Reyna, 2021). Knowing gist
helps us measure the capability of a document (e.g.,
news article, social media post, etc.) in creating a
clear and actionable mental representation in read-
ers’ mind and the degree to which a document can
communicate its message.

The majority of existing Natural Language Pro-
cessing (NLP) tools and models focus on mea-
suring coherence, cohesion, and readability in
text (Graesser et al., 2004; Lapata et al., 2005; Lin
et al., 2011; Crossley et al., 2016; Liu et al., 2020;
Laban et al., 2021; Duari and Bhatnagar, 2021). It
is worth mentioning that even though coherence
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Figure 1: Overview of GisPy pipeline. e1, ..., en are
contextual embedding of tokens in a sentence.

promotes gist extraction, these two are not the same.
And gist can be viewed as a mechanism that allows
coherence apprehension (Glanemann et al., 2016).
To the best of our knowledge, there is no publicly
available tool for directly measuring gist in text.
Wolfe et al. (2019); Dandignac and Wolfe (2020);
Wolfe et al. (2021) are the only studies that intro-
duced a theoretically motivated method to measure
Gist Inference Score (GIS) using a subset of Coh-
Metrix indices. Coh-Metrix (Graesser et al., 2004)
is a tool for producing linguistic and discourse rep-
resentations of a text including measures of co-
hesion and readability. Coh-Metrix, even though
useful and inspiring, has several limitations. For
example, its public version does not allow batch
processing of documents, is only available via a
web interface, and its cohesion indices focus on
local and overall cohesion (Crossley et al., 2016).
In this work, inspired by Wolfe et al. (2019) and
definition of a subset of indices in Coh-Metrix, we
develop a new open-source tool to automatically
compute GIS for a collection of text documents.

38



We leverage the state-of-the-art NLP tools and mod-
els such as contextual language model embeddings
to further improve the quality of indices in our tool.

Our contributions can be summarized as follows:

• We introduce the first open-source and pub-
licly available tool to measure Gist Inference
Score in text.

• We unify and standardize three benchmarks
for measuring gist in text and report improved
baselines on these benchmarks.

• By leveraging the explainability of indices in
our tool, we investigate the role of individual
indices in producing GIS for low vs. high gist
documents across benchmarks.

2 Methods

In this section, we explain how we implement each
of the indices in GisPy and compute GIS. We start
by explaining common implementation features
among indices followed by specific details about
each of them.

2.1 Local vs. Global Indices

We have taken different approaches in implement-
ing indices for which we need to compute the over-
lap between words or sentences (e.g., semantic
similarity). In particular, these indices are com-
puted in two settings: 1) local and 2) global. In
the local setting, we only take into account con-
secutive/adjacent words/sentences whereas in the
global setting, we consider all pairs not just consec-
utive ones. Moreover, we compute indices one time
by separating the paragraphs in text and another
time by disregarding the paragraph boundaries. For
clarity, we use postfixes listed in Table 1 for these
variations.

Postfix Explanation
∗_1 Local ignoring paragraph boundary
∗_a Global ignoring paragraph boundary
∗_1p Local at paragraph-level
∗_ap Global at paragraph-level

Table 1: Local and global index posfixes

We assume every document is broken into para-
graphs {P0, P1, ..., Pn}, separated by at least one
newline character, each with one or more sentences
{S0,0, S0,1, ..., Si,j} where each sentence has one

or more tokens {t0,0,0, t0,0,1, ..., ti,j,k}. As an ex-
ample, for a document with two paragraphs each
with two and three sentences, respectively:

P0 → {S0,0, S0,1}
P1 → {S1,0, S1,1, S1,2}

Where Si,j is the jth sentence of paragraph i, this
is how we compute local and global versions of in-
dex X –assuming X measures the similarity among
sentences and similarity is computed by ⊕:

X_1 = mean(S0,0 ⊕ S0,1, S0,1 ⊕ S1,0,

S1,0 ⊕ S1,1, S1,1 ⊕ S1,2)

X_a = mean(S0,0 ⊕ S0,1, S0,0 ⊕ S1,0,

S0,0 ⊕ S1,1, S0,0 ⊕ S1,2,

S0,1 ⊕ S1,0, S0,1 ⊕ S1,1,

S0,1 ⊕ S1,2, S1,0 ⊕ S1,1,

S1,0 ⊕ S1,2, S1,1 ⊕ S1,2)

X_1p = mean(S0,0 ⊕ S0,1, S1,0 ⊕ S1,1,

S1,1 ⊕ S1,2)

X_ap = mean(S0,0 ⊕ S0,1, S1,0 ⊕ S1,1,

S1,0 ⊕ S1,2, S1,1 ⊕ S1,2)

2.2 GisPy Indices Implementation

Referential Cohesion: This index (PCREFz in
Coh-Metrix1) reflects the overlap of words and
ideas across sentences and the entire text. To
measure this overlap, we leverage the Sentence
Transformers (Reimers and Gurevych, 2019) 2

to compute the embeddings of all sentences in
a document using the all-mpnet-base-v2
model.3 We chose this model since it provides
the best quality and has the highest average per-
formance among all the other models introduced
by Reimers and Gurevych (2019). Once we com-
puted the embeddings, to measure the overlap
across all sentences, we find the cosine similar-
ity between embeddings of every pair of sentences
one time at paragraph-level and another time with
ignoring the paragraph boundaries. This process

1To make comparison of our indices with Coh-Metrix eas-
ier, we mainly follow Coh-Metrix indices’ names when nam-
ing our indices.

2https://github.com/UKPLab/
sentence-transformers

3Model is available on HuggingFace hub by the name:
sentence-transformers/all-mpnet-base-v2
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Figure 2: Gist Inference Score (GIS) formula by Wolfe et al. (2019)

results in four indices of referential cohesion in-
cluding: PCREF_1, PCREF_a, PCREF_1p,
PCREF_ap.

We additionally implement a new index based
on coreference resolution in paragraphs in a doc-
ument. In particular, using Stanford CoreNLP’s
coreference tagger (Manning et al., 2014) through
Stanza’s wrapper (Qi et al., 2020), we first find the
number of coreference chains (corefChain) to
the number of sentences in each paragraph. Then
we compute the mean value of all paragraphs as
our index and call it CoREF.
Deep Cohesion: This dimension reflects the de-
gree to which a text contains causal and intentional
connectives. To find the incidence of causal connec-
tives, we first created a list of causal markers in text.
In particular, using the intra- and inter-sentence
causal cues introduced by Luo et al. (2016), we
manually generated a list of regular expression pat-
terns and used these patterns to find the causal
connectives in a document. Then we computed the
total number of causal connectives to the number of
sentences in the document as deep cohesion score.
We call this index PCDC.
Verb Overlap: Based on FTT, abstract rather than
concrete verb overlap across a text might help
readers construct gist situation models. Wolfe
et al. (2019) use two indices from Coh-Metrix
to measure the verb overlaps in text including
SMCAUSlsa and SMCAUSwn. Inspired by Coh-
Metrix, we make some changes to further im-
prove these indices. In particular, instead of La-
tent Semantic Analysis (LSA) vectors, we lever-
age contextualized Pretrained Language Models
(PLMs) to get token vector embeddings to later
compute the cosine similarity among verbs. Our
hypothesis is that since PLMs have encoded con-
textual knowledge of words in a text, they may
be a better choice than LSA for computing the
vector representation of verbs in the text. We
use spaCy’s4 transformer-based pipeline and the
en_core_web_trf model –which is based on
roberta-base (Liu et al., 2019)– to compute token
vector embeddings and find Part-of-speech (POS)

4https://spacy.io/

tags. Different forms of this index in GisPy follow
the name pattern SMCAUSe_* where e stands for
language model embedding.

To compute the WordNet verb overlap, we first
find all synonym sets of verbs in a document in
WordNet with POS tag VERB. Then for every pair
of verbs, we check whether they belong to the same
synonym set in WordNet or not. If yes, we assign
score 1 to the verb pair, 0, otherwise. Then we
compute the average of 1s to the total number of
sentences. Different implementations of this index
follow the name pattern SMCAUSwn_*.
Word Concreteness and Imageability: To
compute word concreteness and imageability
(PCCNC and WRDIMGc in Coh-Metrix) we
use two different resources including 1) MRC
Psycholinguistic Database Version 2 (Wilson,
1988), a resource that is used by Coh-Metrix
and 2) word concreteness and imageability
prediction scores using a supervised method
introduced by Ljubešić et al. (2018).5 In each
document, first we search tokens in these two
resources based on their POS tags. Then we
compute the average concreteness and imageability
scores of all tokens in the document as the final
scores. This process results in four scores in
total named: PCCNC_mrc, WRDIMGc_mrc,
PCCNC_megahr, WRDIMGc_megahr (two
scores for each resource).
Hypernymy Nouns & Verbs: This index shows
the specificity of a word in a hierarchy. The idea
is that words with more levels of hierarchy are
less likely to help readers form gist inference than
words with fewer levels (Wolfe et al., 2019). To
compute this index, we first list all Nouns and Verbs
in a document. Then for each word in the list,
we find all synonym sets in the WordNet with the
same part of speech tag (Noun or Verb). And, we
compute the average hypernym path length of all
synonym sets of a word. The reason we find all
synonym sets of a word instead of only one is that
every word can have more than one synonym sets
with the same part of speech and there is no way to

5https://github.com/clarinsi/
megahr-crossling
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know which synonym set has the same meaning as
the word in the document. As future work, it would
be interesting to see how we can find the synonym
set that is closest in meaning to a word in context.

2.3 Computing GIS

Since indices can be on different scales, after com-
puting all indices and before computing GIS which
is a linear combination of these indices, we nor-
malize all indices by converting them to z-scores.
Then using the formula shown in Figure 2, we
compute the final GIS for every document.6 Docu-
ments with scores greater than zero in the positive
direction have higher, and smaller scores than zero
in the negative direction have lower levels of gist,
respectively.

3 Experiments

To test whether GisPy can correctly group and mea-
sure the level of gist in documents, we run our
tool on a collection of datasets with known gist
levels –low or high. We selected three benchmarks
including two introduced by Wolfe et al. (2019)
and one introduced by Broniatowski et al. (2016)
to test the quality of scores in our tool. We give
more detail about these benchmarks in the follow-
ing subsections. Before running GisPy, we also
run Coh-Metrix on each dataset and compute GIS
using the original Coh-Metrix indices. Our goal
for doing so is to: 1) make sure we have a reliable
gold standard that we can compare GisPy scores
with and 2) reproduce the results from Wolfe et al.
(2019). Once we computed the GIS score using
GisPy, to compare low vs. high gist groups, we
compare the mean of their GIS scores. Moreover,
we run a Student’s t-test with the null hypothesis
that there is no difference between the two groups
in terms of the level of gist. The goal of running the
t-test is to see whether our scores can significantly
distinguish groups with lower and higher levels of
gist.

Also, since for five indices including Referen-
tial Cohesion, Verb Overlap based on Embeddings,
Verb Overlap using WordNet, Concreteness, and
Imageability we have multiple implementations,
we compute the final GIS based on all possible
combinations of these indices (320 sets of indices

6To enable computation of weighted combination of in-
dices or calculating GIS in a different way (e.g., by removing
some indices,) we have defined a weight variable for each in-
dex that can be easily modified and multiplied by its associated
index.

for each benchmark). Our goal is to find out what
implementation of each index contributes better to
distinguishing low vs. high gist documents. In a
separate analysis, we also run two robustness tests
to ensure our results are not biased by seeing all
possible combinations of indices.

3.1 Benchmarks

3.1.1 News Reports vs. Editorials
This benchmark includes 50 documents in two
groups including 1) News Reports and 2) Edito-
rials. Based on Wolfe et al. (2019), compared to
News Editorials that provide a more coherent nar-
rative, Reports are more focused on facts. As a
result, News Reports tend to have a lower level of
gist than Editorials.

3.1.2 Journal Article Methods vs. Discussion
This benchmark includes 25 pairs of Methods and
Discussion sections (total 50 text documents) from
the same peer-reviewed scientific psychology jour-
nal articles. Based on Wolfe et al. (2019), while
Methods section provides enough detail so that
results of an article could be replicated, the Discus-
sion section emphasizes interpretation of results.
Hence, Discussion section should produce a higher
gist score than Methods. This approach also con-
trols for a number of variables such as author, jour-
nal, and topic.

3.1.3 Disneyland Measles Outbreak Data
Disneyland Measles Outbreak Data introduced
by Broniatowski et al. (2016) also annotates gist.
Documents in this dataset are articles (e.g., news)
that are manually annotated by Amazon Mechani-
cal Turk. There are a total of 191 articles with gist
annotation among which there are Gist-Yes: 147,
Gist-No: 38, and unsure: 6 gist labels. We leave
out the unsure labels. Since full text of articles in
this dataset were not available and each article only
had a URL associated with it, we retrieved the full
texts using the provided URLs. For those URLs
that were no longer available, we used Wayback
Machine to find the most recent image of the URL.
At the end, we manually cleaned all articles and
fixed the paragraph boundaries.

4 Results and Discussion

Results of running GisPy on three benchmarks
are shown in Tables 2, 3, and 4. For each bench-
mark, we listed the top 10 combinations that most
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significantly distinguish low vs. high gist docu-
ments. As can be seen, for indices that we have
paragraph-level vs. non-paragraph-level implemen-
tations, in the majority of cases, paragraph-level
indices achieve better results. We do not neces-
sarily observe a strong difference between local
vs. global implementations. Also, for concreteness
and imageability indices, almost all the time we
see better performance when we use megahr scores
by Ljubešić et al. (2018). We leveraged megahr as
a replacement for MRC that was originally used by
Coh-Metrix.

Comparisons of individuals indices for low vs.
high gist documents from the best combination on
each benchmark are shown in Figures 3, 4, and 5.
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Figure 3: Indices of best GIS on Reports (Low Gist) vs.
Editorials (High Gist). All values are z-scores.

In Table 5, we also report the comparison of our
best results on each benchmark with two other im-
plementations including 1) GIS computed based
on the indices of Coh-Metrix, and 2) GIS reported
by Wolfe et al. (2019) (For Disney, since we are the
first to create a gist benchmark and report a base-
line on this dataset, there are no other baselines).
As can be seen, on the Reports vs. Editorials and
Methods vs. Discussion we achieved performance
on par with and slightly better than Coh-Metrix.
And we achieved a significantly better distinguish-
ment of low vs. high gist documents than what
was reported by Wolfe et al. (2019). And on Dis-
ney, GisPy significantly outperformed Coh-Metrix.
These results show that we not only could replicate
GIS indices, but in contrast to Coh-Metrix, we im-
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Figure 4: Indices of best GIS on Methods (Low Gist) vs.
Discussion (High Gist). All values are z-scores.

proved indices in a fully open and transparent way.
We hope this implementation transparency helps
further improvement of these indices.

4.1 Testing Robustness

We did further testing to see whether our results are
robust and generalize across all three benchmarks
from the news and scientific text genres.
Test 1: First, out of all combinations of indices, we
separated those that significantly distinguished low
and high gist groups in each benchmark resulting in
38, 281, 110 combinations for Report vs. Editorials,
Methods vs. Discussion, and Disney benchmarks,
respectively. We noticed that all combinations that
are statistically significant in terms of t-test in Re-
ports vs. Editorials benchmark are also statistically
significant in the other two benchmarks. In other
words, there are 38 different combinations of in-
dices that significantly distinguish low and high
gist documents in all benchmarks. This confirms
the robustness of indices implementation and their
generalization across the three benchmarks.
Test 2: Second, we ran an extra experiment to en-
sure our best GIS scores on each benchmark are
also robust when we do not know all possible com-
binations of indices to pick the best one. In par-
ticular, for each benchmark, using three different
random seeds, we randomly split texts into a train
and a test set each with balanced number of low
and high gist documents. Then we computed GIS
for documents in the train set and chose the best
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Indices Combination
PCREF SMCAUSe SMCAUSwn PCCNC WRDIMGc Low Gist High Gist Distance t-statistic p-value

ap 1p a megahr megahr -3.842 -1.292 2.551 3.643 * 7× 10−4

1p 1p a megahr megahr -3.833 -1.365 2.467 3.535 * 9× 10−4

ap 1p a megahr mrc -3.850 -1.567 2.283 3.265 * 2× 10−3

1p 1p a megahr mrc -3.840 -1.640 2.200 3.152 * 3× 10−3

ap 1 a megahr megahr -3.018 -0.830 2.189 3.216 * 2× 10−3

ap 1p a mrc megahr -3.817 -1.662 2.155 2.967 * 5× 10−3

1p 1 a megahr megahr -3.009 -0.903 2.106 3.088 * 3× 10−3

1p 1p a mrc megahr -3.807 -1.736 2.072 2.857 * 6× 10−3

ap 1 a megahr mrc -3.026 -1.104 1.921 2.792 * 8× 10−3

ap 1p a mrc mrc -3.824 -1.937 1.887 2.429 * 2× 10−2

Table 2: Top 10 GIS scores computed for Reports (Low Gist) vs. Editorials (High Gist). ap: all pairs at
paragraph-level, 1p: only consecutive/adjacent pairs at paragraph-level, a: all pairs in entire document, 1: only
consecutive/adjacent pairs in entire document. * significant p-value (p ≤ 0.05)

Indices Combination
PCREF SMCAUSe SMCAUSwn PCCNC WRDIMGc Low Gist High Gist Distance t-statistic p-value

ap 1p 1 megahr megahr -0.282 4.730 5.012 7.188 * 4× 10−9

ap ap 1 megahr megahr -0.576 4.414 4.991 6.528 * 4× 10−8

ap 1p 1p megahr megahr -0.180 4.701 4.881 7.829 * 4× 10−10

a 1p 1 megahr megahr -1.203 3.678 4.881 7.424 * 2× 10−9

ap ap 1p megahr megahr -0.474 4.386 4.860 6.883 * 10−8

a ap 1 megahr megahr -1.497 3.362 4.860 6.460 * 5× 10−8

1p 1p 1 megahr megahr -0.159 4.670 4.829 6.989 * 8× 10−9

1p ap 1 megahr megahr -0.453 4.355 4.808 6.328 * 8× 10−8

a 1p 1p megahr megahr -1.101 3.649 4.750 7.820 * 4× 10−10

a ap 1p megahr megahr -1.395 3.333 4.729 6.594 * 3× 10−8

Table 3: Top 10 GIS scores computed for Methods (Low Gist) vs. Discussion (High Gist). ap: all pairs at
paragraph-level, 1p: only consecutive/adjacent pairs at paragraph-level, a: all pairs in entire document, 1: only
consecutive/adjacent pairs in entire document. * significant p-value (p ≤ 0.05)

High Gist Low Gist
2

1

0

1

2

zPCREF_ap

High Gist Low Gist

0

2

4

6

8

zPCDC

High Gist Low Gist

2

1

0

1

2
zSMCAUSe_1p

High Gist Low Gist
2

0

2

zSMCAUSwn_a_binary

High Gist Low Gist

2

1

0

1

2

3
zPCCNC_megahr

High Gist Low Gist

2

0

2

zWRDIMGc_megahr

High Gist Low Gist
2

0

2

4
zWRDHYPnv

Figure 5: Indices of best GIS on Disney Gist=No (Low
Gist) vs. Gist=Yes (High Gist). All values are z-scores.

combination of indices that achieved the largest
GIS distance between low and high gist groups.
Then using that combination we computed GIS for
documents in the test set. Results are reported in
Tables 6. As can be seen in the table, in all three
benchmarks, the best indices combination on the
train set also significantly distinguished the low
and high gist documents in the test set. This fur-
ther confirms that our GisPy indices are also robust
when tested on unseen documents.

We also analyzed the individual indices from
best combinations on the train set in robustness test
2. These combinations are listed in Table 7. We no-
ticed that for PCREF and SMCAUSe, in %83 of the
experiments, zPCREF_ap and zSMCAUSe_1p
are part of the best combination. Also, for these
two indices, in %89 of the times we obtained a bet-
ter result using paragraph-level implementations
than when we ignore paragraph boundaries. In
other words, we obtain a better result by comput-
ing referential cohesion and semantic verb overlap
using word embeddings at paragraph-level most
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Indices Combination
PCREF SMCAUSe SMCAUSwn PCCNC WRDIMGc Gist=No Gist=Yes Distance t-statistic p-value

ap 1p a megahr megahr -1.921 0.497 2.418 3.440 * 7× 10−4

1p 1p a megahr megahr -1.911 0.494 2.405 3.410 * 8× 10−4

ap 1p 1 megahr megahr -1.729 0.447 2.176 3.158 * 2× 10−3

1p 1p 1 megahr megahr -1.719 0.444 2.164 3.131 * 2× 10−3

ap 1p a mrc megahr -1.676 0.433 2.109 3.416 * 8× 10−4

1p 1p a mrc megahr -1.666 0.431 2.097 3.384 * 9× 10−4

ap 1p a megahr mrc -1.652 0.427 2.079 3.415 * 8× 10−4

1p 1p a megahr mrc -1.642 0.424 2.066 3.381 * 9× 10−4

ap 1p ap megahr megahr -1.557 0.403 1.960 3.001 * 3× 10−3

ap ap a megahr megahr -1.554 0.402 1.956 2.950 * 4× 10−3

Table 4: Top 10 GIS scores computed by GisPy for Gist=No vs. Gist=Yes articles in the Disney dataset. ap: all
pairs at paragraph-level, 1p: only consecutive/adjacent pairs at paragraph-level, a: all pairs in entire document, 1:
only consecutive/adjacent pairs in entire document. * significant p-value (p ≤ 0.05)

Benchmark Approach Low Gist High Gist Distance t-statistic p-value

Reports vs. Editorials
GisPy -3.842 -1.292 2.551 3.643 * 7× 10−4

Coh-Metrix -4.148 -1.613 2.535 3.826 * 3× 10−4

(Wolfe et al., 2019) -0.620 -0.252 0.368 - -

Methods vs. Discussion
GisPy -0.282 4.730 5.012 7.188 * 3× 10−9

Coh-Metrix -2.077 2.933 5.010 6.331 * 7× 10−8

(Wolfe et al., 2019) -0.297 0.45 0.747 - -

Disney
GisPy -1.921 0.497 2.418 3.440 * 7× 10−4

Coh-Metrix -1.148 -0.151 0.998 1.878 6× 10−2

Table 5: Comparison of GIS scores generated by GisPy vs. other methods for all benchmarks. * significant p-value
(p ≤ 0.05)

of the time. For PCCNC and WRDIMGc, in all
experiments with the exception of only one case
only for WRDIMGc, scores computed by megahr
achieved the best performance. And finally for
SMCAUSwn, in %67 of the experiments, the *_a
implementation resulted in a better distinguishment
between low and high gist documents than the lo-
cal (*_1) implementation. Also, in only two ex-
periments the paragraph-level SMCAUSwn worked
better than its non-paragraph-level implementation.
Additionally, we dug a little deeper to understand
why there is a difference between local vs. global
SMCAUSwn across benchmarks. We noticed that
the local indices only perform better in the Meth-
ods vs. Discussion dataset. So we took a closer
look to understand why this is the case. Interest-
ingly, when we computed the ratio of the number
of sentences to the number of paragraphs for all
benchmarks, we observed that ratios for Reports vs.
Editorials and Disney benchmarks, where global
indices achieve a better performance, are 1.89 and
2.04, respectively. And for Methods vs. Discussion
where local indices perform better, the ratio is 6.48

which is significantly greater than the other two
benchmarks. This may suggest that the density of
paragraphs in terms of the number of sentences in
each paragraph is one factor we need to keep in
mind when selecting what implementation we want
to choose for a benchmark. It would be interest-
ing to run this analysis on more documents to see
how our observation generalizes across different
datasets.

5 Next Steps and Future Work

Despite achieving significant improvements and
solid results from robustness tests on three bench-
marks from two domains, there is still great room to
further improve the quality of GisPy indices. In this
section, we list challenges in the current implemen-
tation of GisPy and explain what we think can be a
proper next step and direction in addressing them.
We hope these insights inspire the community to
keep working on this exciting line of research.

We did our best to bring three different bench-
marks for measuring gist inference score to life by
aggregating, standardizing, and making them very
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Train Test
Benchmark Low Gist High Gist p-value Low Gist High Gist p-value

Reports vs. Editorials -3.770 -1.131 * 2× 10−2 -3.663 -1.413 * 5× 10−2

Methods vs. Discussion -0.634 4.538 * 7× 10−5 -0.342 4.346 * 2× 10−4

Disney Gist=Yes vs. Gist=No -1.926 0.496 * 4× 10−2 -1.910 0.493 * 4× 10−2

Table 6: GisPy GIS scores for train and test sets on all benchmarks. * significant p-value (p ≤ 0.05)

Benchmark (S/P Ratio) PCREF SMCAUSe SMCAUSwn PCCNC WRDIMGc

Reports vs. Editorials
(1.89)

ap 1 a megahr megahr
ap 1p a megahr megahr
ap 1p a megahr megahr
ap 1p a megahr megahr
ap 1p a megahr mrc
ap 1p a megahr megahr

Methods vs. Discussion
(6.48)

ap 1p 1 megahr megahr
ap ap 1 megahr megahr
ap 1p 1 megahr megahr
a 1p 1p megahr megahr
ap ap 1p megahr megahr
ap 1p 1 megahr megahr

Disney
(2.04)

ap 1p a megahr megahr
1p 1p a megahr megahr
ap 1p a megahr megahr
ap 1p a megahr megahr
ap 1p a megahr megahr
1p 1p a megahr megahr

Table 7: Best combinations in robustness Test 2 on the train set for all experiments separated by benchmark.

easy to use. However, since measuring gist is a rel-
atively newer and less investigated topic compared
to readability, coherence, or cohesion, there is still
a need for having higher quality benchmarks from
different domains. The benchmarks we have tested
our tool with are mainly from the news and scien-
tific text domains. It would be interesting to see
how our tool can be tuned on not only more docu-
ments from these domains but also other genres of
text.

Also, our PCDC index, even though based on
strong causal connective markers, mainly covers
the explicit causal relations while not all causal
relations are expressed explicitly in text. It would
be interesting to think how we can enhance the
quality of this index by also including implicit re-
lations and disambiguating causal connectives that
can also be non-causal (e.g., temporal markers such
as since or after) or leveraging discourse parsers
such as DiscoPy (Knaebel, 2021).

We initially hypothesized that utilizing corefer-
ence resolution chains (CoREF index) may also
help us improve the referential cohesion index. By

looking at the most significant combinations of in-
dices in each benchmark, we noticed that CoREF
appeared in 0/38, 53/281, 1/110 combinations for
Report vs. Editorials, Methods vs. Discussion,
and Disney benchmarks, respectively. As a follow-
up, it would be interesting to see how coreference
resolution can be leveraged in a different way –
individually or in combination with other imple-
mentations of referential cohesion– to further im-
prove this index.

6 Conclusion

In this work, we introduced GisPy, a new open-
source tool for measuring Gist Inference Score
(GIS) in text. Evaluation of GisPy and robustness
tests on three different benchmarks of low and high
gist documents demonstrate that our tool can signif-
icantly distinguish documents with different levels
of gist. We hope making GisPy publicly available
inspires the research community to further improve
indices of measuring gist inference in text.
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Abstract
This paper shows how to use large-scale pre-
trained language models to extract charac-
ter roles from narrative texts without domain-
specific training data. Queried with a zero-shot
question-answering prompt, GPT-3 can identify
the hero, villain, and victim in diverse domains:
newspaper articles, movie plot summaries, and
political speeches.

1 Introduction

What makes a good story? According to some lead-
ing theories of narrative (e.g. Propp, 1968), a good
story has at least three ingredients: a hero, a villain,
and a victim. In a classic recipe, the hero defeats the
villain to gain justice for the victim. The cohesive-
ness of these character roles extends even beyond
fiction, with social-science research showing the
effectiveness of the hero-villain-victim framework
in explaining what motivates consumer behavior
and political processes (Jones and McBeth, 2010;
Clément et al., 2017; Bergstrand and Jasper, 2018).

Motivated by the relevance of narratives to cul-
ture and society, a literature in natural language
processing (NLP) has arisen to automatically detect
characters in texts and annotate their character roles
(Bamman et al., 2013a; Jahan and Finlayson, 2019;
Piper et al., 2021). In particular, prior work has
used dictionary methods to identify heroes, villains,
and victims in texts (Gomez-Zara et al., 2018). The
previous methods have mixed results, motivating
the present research.

This paper explores the use of large pre-trained
language models for the task of character role la-
beling. Operationalizing the problem as a Machine
Reading Comprehension Task (MRCP), we provide
an input document and ask the language model who
is the hero (or villain or victim). As illustrated by
the prompt in Figure 1, we directly ask “Who is the
hero” (or villain or victim). Thus, we can extract
character roles from plain-text documents without
in-domain training data.

Who is the villain in the following text?

Text: In questioning the use of hydraulic fracturing in New York to
help produce natural gas, you do not note that the technology has been
employed and continuously improved for more than 50 years and that
studies by the Environmental Protection Agency and the Ground Water
Protection Council have not identified a single instance of groundwater
contamination. Wells where fracturing is used are specially constructed
to protect drinking water sources. Regulatory oversight is extensive.
The fluids mostly water that are forced into a well to create pressure to
fracture rock are pushed back out by the oil and gas flowing upward
for safe processing. Protecting our water supplies is important, as are
reductions in greenhouse gas emissions through use of clean-burning
natural gas. Banning hydraulic fracturing would be unwarranted and
shortsighted, preventing production of large amounts of natural gas
that could directly benefit New York consumers for decades and create
thousands of good jobs.

Villain: The villain in this text is the person who is questioning the
use of hydraulic fracturing in New York.

Hero: The hero in this text is the person who wrote it, who is trying to
convince the reader that hydraulic fracturing is a safe and effective
way to produce natural gas
Victim: The New York consumers

Figure 1: Zero-Shot Example of the NFP using GPT-3.
Prompt in italics, GPT-3 completion in bold (Analogous
results for the hero and victim below the dashed line)

We find that a large pre-trained language model,
GPT-3 (Brown et al., 2020), is more effective in
labeling these character roles than previous meth-
ods, across a diverse set of narrative domains. First,
we investigate our method on a labeled corpus of
newspaper articles about fracking where the three
roles—hero, villain, victim—are manually anno-
tated. In that dataset, our language-model approach
is over twice as accurate as an existing baseline us-
ing a dictionary approach. Second, as an example
of possible memorization during pre-training, we
report the annotations produced on a selection of
Disney movie plot summaries. These results com-
port well with subjective judgment.

In our third experiment, we apply the method
to a corpus of U.S. State of the Union Addresses,
2001-2018. Matching up the character role anno-
tations with the party affiliation of the president,
we explore partisan differences in the framing of
heroes, victims, and villains. To make this pro-
cess feasible, we explore clustering of the GPT-3
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output, which produces more legible sets of char-
acter assignments. These results demonstrate the
promise of the method for empirical research in
social science and the digital humanities.

These results are of broad interest given the nar-
rative centrality of character archetypes (Propp,
1968). They are of more specific interest in the
literature analyzing narrative framing in news me-
dia and policy discourse (Jones and McBeth, 2010;
Blair and McCormack, 2016). A robust and ef-
ficient computational method to extract character
roles in text without training data opens up a wide
array of research questions to quantitative analysis.

2 Related Work

This paper adds to the work in NLP on automated
extraction of character roles from natural language
accounts, and in particular the identification of
heroes, villains, and victims. The closest paper
is Gomez-Zara et al. (2018), who similarly focus
on the detection of heroes, villains, and victims in
news articles and provide a dictionary-based ap-
proach which we will use as a baseline.

On the broader problem of extracting stereotypi-
cal character roles, prior work has explored a vari-
ety of methods, including the detection of personas
using annotated data combined with feature en-
gineering and regression (Bamman et al., 2013b);
parsing and lexical matching tools to identify a con-
sistent set of personas (e.g. doctor, nurse, doula)
across testimonials about childbirth and then assess
the relative power dynamics (Antoniak et al., 2019);
annotations of German news and social media sen-
tences for villains and rogues and transformer mod-
els to machine-tag these roles (Klenner et al., 2021);
clustering of structural plot information from folk-
tales (Jahan et al., 2021); and a combination of
NER and clustered phrase embeddings to identify
repeatedly occurring entities, along with semantic
role labeling to identify how entities are connected
by actions (Ash et al., 2021). Our method does
not rely on labeled data, but we employ some of
these techniques (e.g., clustering) to support the
legibility of our results.

The second related literature is treating role
extraction as a machine reading comprehension
(MRCP) task, which for example has been pro-
posed for semantic role labeling (He et al., 2015).
Most related to our work, Liu et al. (2020) and
Du and Cardie (2020) interpret event extraction as
an MRPC task and leverage pre-trained language

models to extract events, producing state-of-the-art
results in event extraction and leading us to apply
this method for detection of character roles.

In principle, any NLP task can be framed as
MRCP or question answering (QA) tasks (see e.g.
Kumar et al., 2016; McCann et al., 2018). Inter-
preting tasks (such as event extraction) as ques-
tion answering enables us to leverage zero-shot
capabilities of pre-trained models. Moreover, these
methods are not necessarily dependant on domain-
specific features, but solely on plain text. Given
the zero-shot capabilities of MRCP tasks across
domains (Brown et al., 2020), it is more likely that
this procedure transfers across domains.

Our proposed task has many similarities with the
computational identification of framing (Card et al.,
2015) and agenda setting (Tsur et al., 2015; Field
et al., 2018), as well as with automated bias mea-
surement (Bolukbasi et al., 2016; Caliskan et al.,
2017). These various tasks all seek to identify the
author’s written perspective; the same topic can be
portrayed differently by different authors, just as
the hero or victim might be assigned differently
by different authors (Bergstrand and Jasper, 2018).
Our identification of the hero, villain, and victim
provides yet another method to describe the partic-
ular viewpoint expressed in a particular text and
to draw comparisons between these various view-
points over large datasets.

3 Methods

3.1 Labeling Character Roles

Our approach is to frame the labeling of narrative
character roles as a machine reading comprehen-
sion or closed question answering task. We use
auto-regressive language models, i.e., we provide
the question and context as prompts to a pre-trained
model and decode the answer span token-by-token.
We use GPT-3 (Brown et al., 2020), which has
proven proficiency in various question-answering
tasks (e.g. Rajpurkar et al., 2018). This method
allows us to directly leverage knowledge acquired
in pre-training on vast amounts of text.

Figure 1 shows an example prompt. We directly
ask, “Who is the villain [or hero or victim] in the
following text?”. That question is followed by the
story text, and then the respective character role is
repeated to nudge the model to generate the most
likely completion of this prompt. We use the same
prompt across all experiments in this study, only
varying the story text. We use the 175B-parameter
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davinci model with default decoding parameters.1

To benchmark our new model’s performance, we
consider as a baseline the dictionary-based model
from Gomez-Zara et al. (2018). First, they use
named entity recognition (NER) to extract impor-
tant entities from news articles. Second, for each
entity, they use the surrounding text and its senti-
ment polarity and dictionary matching to decide
whether an entity is a hero, villain, or victim.2

3.2 Corpora

We apply our labeling approach to three corpora,
described here. These corpora span three domains
and types of narratives: descriptions of current
events, fictional stories, and political speeches.

Newspaper Articles. The first domain is news-
paper articles. We use a corpus of 66 newspaper
articles about fracking published in the Boulder
Daily Camera, a local Colorado newspaper, from
the years 2008-2013. Blair and McCormack (2016)
hand-code the three character roles (hero, villain,
victim) in these articles.3 The average length of
each article is 682 words.

Disney Movie Plots. The second domain is Dis-
ney Movie plots. We selected eleven Disney
movies based on a “most well-known classics” list
(see Table 2 below). We then downloaded the plot
summary section for these movies from Wikipedia.
The average plot summary length is 670 words.

U.S. Presidential Speeches. Our third corpus in-
cludes presidential speeches given at the annual
U.S. State of the Union Address, for the years 2001
to 2018.4 We split each speech into paragraphs and
skip paragraphs containing fewer than 20 words.
The final corpus contains N = 1, 379 paragraphs.
Each paragraph contains on average 73 words.

4 Results

This section presents the results, with the three
empirical domains reported in turn.

1except for the state-of-the-union address speeches where
we use the 13B-parameter curie model for cost reasons.

2We could not find the original source code for
Gomez-Zara et al. (2018), so we used the implementation
available at https://github.com/meganzhao10/
Hero-Villain-Victim.

3Note that the original article also had articles from the
Colorado Springs Gazette, but we were unable to reproduce
that part of the corpus. We contacted the authors to provide
the articles, but without success.

4These are hosted on Kaggle at https:
//www.kaggle.com/datasets/rtatman/

Character Accuracy GPT-3 Accuracy Baseline N
Hero 50% 15% 20
Victim 90% 65% 20
Villain 47% 18% 17
All 63% 33% 57

Table 1: Main Evaluation Results: Accuracy of GPT-
3 for extracting heroes, villains and victims from
The Boulder Daily Camera articles, compared to a
dictionary-based baseline descried in (Gomez-Zara
et al., 2018). In the last column N, we show the number
of annotations for each character type present in the
data.

4.1 Newspaper Articles about Fracking

Our first analysis applies our GPT-3 method to
the collection of news articles about fracking from
Blair and McCormack (2016). That paper uses the
manual annotations of character roles to analyze
framing differences between liberal and conserva-
tive media. Regardless of the political leaning, the
media outlets in that study framed the public as
the victim and the oil and gas industry as the vil-
lain. However, the role of hero differed: the liberal
media outlet often presented environmental orga-
nizations as the hero, while this role is instantiated
by specific actors of the oil and gas industry in the
conservative outlet.

To automate the annotation process, we use the
prompt shown in Figure 1 for each article, the dif-
ference being that the text now is the article in ques-
tion. In the manually annotated data, the authors
only find 20 heroes, 20 victims and 17 villains,
but our method produces a result for every charac-
ter role in every article. For evaluation, we only
consider model outputs in cases where a true gold
annotation exists, and discard all other articles.

In the gold labels from Blair and McCormack
(2016), annotations are coarsened such that each
specific role (e.g. hero, villain) is mapped to one of
a finite set of classes: the public, the government,
environmental organizations, or the oil and gas in-
dustry. A challenge in the model evaluation is that
the language model is not constrained to the finite
label set, so the generated text output often does not
exactly match the gold labels, even when the output
is semantically correct. For the purposes of eval-
uation, we manually map each GPT-3-generated
answer to one of the four categories. The set of
GPT-3 outputs and our annotated labels are shown

state-of-the-union-corpus-1989-2017.

49



in Appendix Table 4.
The evaluation results are shown in Table 1.

We achieve an overall accuracy of 63%, a large
improvement over the dictionary baseline from
Gomez-Zara et al. (2018) (33%). While both meth-
ods provide decent results for the victims (which
is usually assigned to the public), our approach
achieves strong gains in detecting the heroes and
villains. We observe an almost three-times improve-
ment for both villains and heroes. More detailed
metrics (precision, recall, and F1, per annotation
type and character role) are reported in Appendix
Table 5. To investigate the stability of our method,
we replicated the GPT-3 experiment twice. We
achieved 65% and 70% overall accuracy in the
replication runs.

As an alternative to GPT-3, we also replicate our
results with a pre-trained QA model fine-tuned on
the union of 8 existing QA datasets (Khashabi et al.,
2020).5 Using the same prompts, we achieve an
overall accuracy of 55%, which is not far from GPT-
3’s performance while using a much smaller model
(also having the advantage of being free software).
Again, we see the benefits of approaching character
role extraction as a QA task leveraging pre-trained
models.

4.2 Disney Movie Plot Summaries

Next, we provide qualitative evidence that our
method also works in a second domain of popular
movie plot summaries. We extract heroes, villains
and victims from Wikipedia plot descriptions for
widely known Disney movies. Given that these
movies contain well-known heroes and villains (if
not always victims), it is straight-forward to manu-
ally evaluate the quality of the extracted roles. For
the same reason, this task also provides some in-
sight into the memorization capabilities of GPT-3,
which would have learned about these movies from
the training corpus.

The list of annotations for the Disney moves are
reported in Table 2. Readers who are familiar with
the movies can see that the method works very well
in this setting. While some of these annotations are
limited or arguable, none are indefensible—there
is some reasonable argument for each of these 33
annotations being correct.

As mentioned, these results could be due in part
to memorization. We found, for example, that GPT-

5We use the unifiedQA-T5-large model found on hugging-
face.

3 can correctly complete the prompt “Who’s the
hero in Aladdin?” without the additional narrative
text. This memorization seems to be important, be-
cause the UnifiedQA model (which would not have
a memorization capacity) does make more errors
(Appendix Table 6). For example, for Aladdin, the
model mistakes "Aladdin" for the villain.

4.3 U.S. State of the Union Addresses

In our last application, we show how the method
can be used to analyze political discourse in the con-
text of U.S. State of the Union Address speeches,
where there is no labeled data, as in the fracking
articles, or easily verified set of roles, as in the Dis-
ney movies. As we have no ground-truth labels,
this section follows a descriptive social-science ap-
proach and includes adaptations to our previous
methods to improve the legibility of the results.

As before, we apply the method to extract a vic-
tim, hero, and villain in each paragraph from the
corpus of recent U.S. State of the Union Addresses.
The free-form texts generated for the character
roles are diverse. We have hundreds of unique
answers for each role, with many singletons. To re-
duce the dimensionality of these outputs and make
them more interpretable, we encode the phrases
using S-BERT (Reimers and Gurevych, 2019) and
apply k-means clustering to the resulting vectors
(Jahan et al., 2021; Ash et al., 2021). After manual
inspection for different k, we select k=20.

We then use the partisan affiliation of the speak-
ers to score the most Democrat-associated and most
Republican-associated clusters in each character
role. Formally, we compute the log odds ratio of
each cluster w.r.t. the party affiliation of the pres-
ident giving the speech and show the cluster with
the highest and lowest odds ratio.

Table 3 displays the clusters with the highest
partisan log odds ratio by character role—that is,
the entities taking on this role more often for one
or the other party. For Republican presidents (Bush
and Trump), the heroes, victims, and villains in
SOTU addresses are connected to the U.S. military
and wars in the Middle East. Democratic speeches
(by Obama) have a more populist flavor, with the
average American portrayed as a hero. Intriguingly,
for Democrats the villains and victims are both
associated with the education system.
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Movie Hero Victim Villain
101 Dalmatians Roger Dearly The Dalmatian Puppies Cruella de Vil
Aladdin Aladdin Aladdin Jafar
Cinderella Cinderella Cinderella Lady Tremaine
Alice In Wonderland Alice Alice The Queen of Hearts
The Jungle Book Mowgli Mowgli Shere Khan, a man-eating Bengal tiger
Sleeping Beauty Prince Phillip Aurora Maleficent
The Lion King Simba Mufasa Scar
Peter Pan Peter Pan Wendy, John, Michael, and the Lost Boys Captain Hook
Mary Poppins Mary Poppins Mr. Banks Mr. Dawes
The Little Mermaid Ariel Ariel Ursula
Snow White Snow White Snow White The Queen

Table 2: Results for Wikipedia plots of widely known Disney Movies

Role Democrats Republicans

Hero The average family watching tonight, the average person, The average Ameri-
can household, The average person, The average worker, Average American.
Log Odds Ratio: -0.88

The men and women of the 9/11 generation who have served in
Afghanistan and Iraq, The United States military, The military,
The veterans, The Cajun Navy volunteers, The man who lost
four of his brothers at war, The troops, The troops and civilians
who sacrifice every day to protect us, America’s veterans . . .
Log Odds Ratio: 1.0

Victim The American students, The community colleges, The American student,
The person who pays for the good education., The school district, A student,
The American public school system, The school, The students who are not
American citizens, The students, High school students, The high school
graduates in Germany, the American student, The teacher, The school system,
Every high school diploma is a ticket to success. Log Odds Ratio: -1.43

the coalition to defeat ISIS, ISIS leader, al-Baghdadi, As-
sad, The UN concluded that Saddam Hussein had biological
weapons sufficient to produce over 25,000 liters of anthrax,
enough doses to kill several million people, The President
of the Iraqi Governing Council, Safia Taleb al-Suhail, Prime
Minister Allawi, Iraqi security forces, Iraqi interpreter, Iraqi
Government, The Iraqi Government, The American and Iraqi
surges have achieved results few of us could have imagined
just one year ago. Log Odds Ratio: 1.42

Villain The college, The teacher who comes in early because he knows she might
someday cure a disease., The school administration, The educational system,
The school in Dillon, South Carolina, The national competition to improve
schools is the villain in this text., The school, The Education Secretary, The
education reformer, The school system. Log Odds Ratio: -1.37

The Taliban, Islamic State, ISIS leader, al-Baghdadi, Intel,
The terrorists, The unnamed terrorist group, The terrorist un-
derworld, Al Qaida, International terrorism, Iraqi officials,
Iraqi intelligence officers, The enemies of freedom, Radical
Islam, Marines, Al Qaeda, Sunni extremists, Syrian occupiers,
Radical Shia elements. Log Odds Ratio: 1.81

Table 3: Heroes, Victims and Villains extracted from State of the Union speeches. Shown in this table are the entries
for the cluster with the highest/lowest odds ratio for Democratic and Republican Presidents

5 Discussion and Future Work

Task formulation. Perhaps the highest-priority
limitation of our study is that the method will try to
extract a character role from a text, when prompted,
even when the role is not present. The newspaper-
article evaluation metrics would be much worse
if we included the articles missing a role in the
test set. In the presidential speeches, in particu-
lar, we frequently found that our model assigned
the same agent to all three roles—even though vil-
lain is mutually exclusive from hero or victim in
our evaluation—because there was only one agent
mentioned in the speech. There are a number of
ways to address this issue. Perhaps the simplest
would be to adjust the prompt to allow for a “not
applicable” answer, or to ask a preliminary ques-
tion: “Does this text contain a [role]?” For both
of these adjustments, a few-shot approach where
the model is provided with some examples could
improve performance.

Prompt engineering. Prior work has shown that
prompts with subtle differences can product sig-
nificantly different results (Holtzman et al., 2021;
Zhao et al., 2021). Besides few-shot learning,
the language-model prompting could also be ad-
justed to potentially improve performance. Rather
than asking about the three roles in three separate
prompts, the model could be asked to identify all
three simultaneously, for example. The question
could be asked in different ways and then the an-
swers aggregated. One could also explore adapting
the prompt to constrain the set of entities to a finite
set; e.g., in the fracking articles corpus, there was a
pre-specified list of four possible entities. Finally,
GPT-3 has some decoding hyperparameters that
could be tweaked.

Limitations of large language models. Like
other NLP models (Bolukbasi et al., 2016), large
pre-trained language models can encode harmful
human biases (Bender et al., 2021). For example,
prior work has shown that narratives generated by
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GPT-3 explicitly portray feminine characters as less
powerful (Lucy and Bamman, 2021) while also en-
coding implicit gender biases (Huang et al., 2021).
GPT-3 is trained on multiple large datasets, includ-
ing scraped web text, book texts, and Wikipedia
articles. Because of their size, these datasets are
difficult to document; even quantifying the number
of duplicate documents can be a challenge (Lee
et al., 2021) and even more difficult are detailed
descriptions, like those called for in data documen-
tation best practices (Gebru et al., 2021). We use
GPT-3 to measure authors’ framing biases, but it is
simultaneously likely that biases encoded in GPT-3
influence our results in ways that are difficult to
measure.

Another major limitation to the use of the GPT-3
API is the cost of OpenAI API queries. The queries
for our relatively small-scale analysis of state-of-
the-union address speeches cost nine dollars using
the 13B-parameter GPT-3 model. Scaling this up
to larger corpora of thousands or millions of doc-
uments, such as the U.S. Congressional Record
(Ash et al., 2021), would be prohibitively expen-
sive. Hence, using even larger pre-trained models,
such as PaLM (Chowdhery et al., 2022), is likely
not cost-effective for most academic research. Ex-
ploring smaller open-source language models, such
as GPT-Neo Black et al. (2021), which can be im-
plemented at scale, is a promising alternative.

Moving beyond pre-trained language models,
performance and scalability could be improved
through further model training. Fine-tuning GPT-3
for this task is one possibility. A less expensive
option would be to use GPT-3 to create a labeled
dataset, perhaps with human supervision, for train-
ing a smaller student model. That student model
could be a distilled autoregressive model or an en-
coder model like BERT. For MRCP, BERT-like
approaches work well for question-answering tasks
where the answer is a span of tokens in the input
text—in our case, the character being assigned a
character role. A limitation of this approach is that
character roles are often implicit, rather than explic-
itly mentioned in the text. BERT-like models work
for explicit mentions, but for implicit mentions a
generative model like GPT is needed.

Concluding note. In this work, we used the zero-
shot capabilities of a large-scale language model
to automatically extract heroes, villains and vic-
tims from newspaper articles, movie plot sum-
maries, and U.S. presidential speeches. Large pre-

trained language models can solve machine reading
comprehension tasks for the purposes of labeling
short to medium-sized documents, without hand-
annotated training data. This approach could be
useful for many projects in computational social
science and digital humanities.

While promising, our results are still a proof
of concept. We have introduced a basic version
of the method, which performs better than prior
work using a dictionary baseline. But our method’s
sufficiency for social-science applications is not yet
assured, and more work is needed to build up the
method and assess its robustness in the field.
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Article title Role Annotated GPT-3 answer Equivalent
No. 3: Gloves come off in the fight over fracking villain Oil and gas industry the oil and gas industry 1
Polis to oil and gas: please stop suing the communities I represent hero Fed Govt Jared Polis 1
Anti-fracking measures win in Lafayette, Boulder, Fort Collins victim General or specific public Lafayette 1
Anti-fracking measures win in Lafayette, Boulder, Fort Collins villain Oil and gas industry the oil and gas industry 1
Colorado Oil and Gas Aaaociation gives $600K to fight fracking bans
on Front Range Ballots

hero Oil and gas industry Merrily Mazza 0

Colorado Oil and Gas Aaaociation gives $600K to fight fracking bans
on Front Range Ballots

victim General or specific public Lafayette Campaign for Energy Choice 1

Colorado Oil and Gas Aaaociation gives $600K to fight fracking bans
on Front Range Ballots

villain Enviromnental Orgs The Colorado Oil and Gas Association 0

Lafayette to draft resolutions of opposition to fracking ban, utility
occupation tax

victim General or specific public Lafayette 1

Broomfield approves agreement with oil and gas operator hero Enviromnental Orgs The City Council 0
Broomfield approves agreement with oil and gas operator victim General or specific public Anthem residents 1
Broomfield approves agreement with oil and gas operator villain Local Govt Sovereign 0
Ballot initiative to ban fracking in Lafayette garners enough signia-
tures to move forward

victim General or specific public Lafayette 1

Extension of Boulder County fracking moratorium deemed a win for
many

victim General or specific public the citizens of Boulder County 1

Lafayette anti-fracking effort draws canvassers hero Enviromnental Orgs Cliff Willmeng 1
Lafayette anti-fracking effort draws canvassers victim Oil and gas industry Lafayette 0
Lafayette anti-fracking effort draws canvassers villain Enviromnental Orgs East Boulder County United 1
Broomfield unlikely to pursue fracking moratorium hero Enviromnental Orgs The City Council 0
Broomfield unlikely to pursue fracking moratorium victim General or specific public the community in Broomfield 1
Broomfield unlikely to pursue fracking moratorium villain Oil and gas industry The City Council 0
Boulder County Commissioner Elise Jhones to debate Gov John
Hickenlooper on fracking

hero Local Govt Boulder County Commissioner Elise
Jones

1

Boulder County Commissioner Elise Jhones to debate Gov John
Hickenlooper on fracking

victim General or specific public Boulder County Commissioner Elise
Jones

0

Boulder County Commissioner Elise Jhones to debate Gov John
Hickenlooper on fracking

villain State Govt Elise Jones 1

Anti-fracking group to present Lafayette with petition for ban hero Enviromnental Orgs Anti-fracking group 1
Anti-fracking group to present Lafayette with petition for ban victim General or specific public Lafayette 1
Anti-fracking group to present Lafayette with petition for ban villain Oil and gas industry East Boulder County United 0
Lafayette to pursue moratorium on new oil and gas permits hero Oil and gas industry Lafayette 0
Group urges ban on fracking Activists ask Lafayette for moratorium hero Enviromnental Orgs John Chinnery 0
Group urges ban on fracking Activists ask Lafayette for moratorium victim General or specific public the community of Lafayette 1
Group urges ban on fracking Activists ask Lafayette for moratorium villain Enviromnental Orgs John Chinnery 0
In Erie, oil and gas companies to pay twice as much for water hero Enviromnental Orgs The town last week doubled its commer-

cial water rate . . .
0

In Erie, oil and gas companies to pay twice as much for water victim General or specific public The town of Erie 1
In Erie, oil and gas companies to pay twice as much for water villain Oil and gas industry The oil and gas companies 1
Anti-fracking group to provide air-monitoring equiptment to erie
residents

hero General or specific public The anti-fracking group Erie Rising. 0

Anti-fracking group to provide air-monitoring equiptment to erie
residents

hero Enviromnental Orgs The anti-fracking group Erie Rising. 1

Anti-fracking groups to protest Encanas drilling operation near Erie
schools Saturday

hero Enviromnental Orgs Anti-fracking groups 1

Anti-fracking groups to protest Encanas drilling operation near Erie
schools Saturday

victim General or specific public Erie schools 1

Anti-fracking groups to protest Encanas drilling operation near Erie
schools Saturday

villain Oil and gas industry Encana 1

Erie mothers, children descend on Encana headquarters with anti-
fracking petition

victim General or specific public Erie mothers and children 1

Dirty air in Erie linked to gas drilling hero Enviromnental Orgs The researcher with the National Oceanic
and Atmospheric Administration

0

Dirty air in Erie linked to gas drilling victim General or specific public Erie residents 1
Dirty air in Erie linked to gas drilling villain Oil and gas industry Industry 1
Lawsuit from COGA brings Lafayette into thick of fight over oil and
gas drilling

hero Fed Govt Lafayette 0

Pro-fracking group alleges ’systemic failures’ in Broomfield election hero Enviromnental Orgs BJ Nikkel 1
Colorado Oil and Gas Association gives $600K to fight fracking bans
on Front Range ballots

victim General or specific public Lafayette campaign for energy choice 1

Voter frustration fills ballot with citizen initiatives in Boulder, Broom-
field counties

hero General or specific public A frustrated voter 1

Voter frustration fills ballot with citizen initiatives in Boulder, Broom-
field counties

villain Other - 0

Broomfield tightening requirements for oil and gas companies villain Oil and gas industry The City Council 0
Coming off win at Boulder County level, anti-frackers turn focus
statewide

hero Enviromnental Orgs Anti-frackers 1

In talk at CU-Boulder, Hickenlooper says he is ’constantly attacked
now for being in the pocket of oil and gas’

hero Oil and gas industry Governor John Hickenlooper 0

Broomfield postpones hearing on North Park fracking application hero Enviromnental Orgs Jackie Houle 1
Broomfield postpones hearing on North Park fracking application victim General or specific public Concerned residents of Broomfield 1
’Bucket Brigade’: Anti-fracking citizen effort to monitor the air in
Erie

victim General or specific public Erie residents 1

’Bucket Brigade’: Anti-fracking citizen effort to monitor the air in
Erie

villain Oil and gas industry Global Community Monitor 0

Hundreds gather to protest Encana Corp.’s fracking operation in Erie victim General or specific public The community 1
Hundreds gather to protest Encana Corp.’s fracking operation in Erie villain Oil and gas industry Encana Corp. 1
Erie eyes agreements with oil and gas operators villain Oil and gas industry Erie 0
Fracking discussion packs Erie Town Hall, no action taken on mora-
torium

victim General or specific public The community of Erie 1

Table 4: Article title, annotated label from (Blair and McCormack, 2016), the GPT-3 output, and the author’s
determination whether the generated output is equivalent to the manual annotation.
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Role Entity Pr Rc F1 N

Hero

Enviromnental Orgs 0.88 0.58 0.70 12
(local, State or Fed) Government 0.50 1.00 0.67 3
Oil and gas industry 0.00 0.00 0.00 3
Other 0.00 0.00 0.0 0
General or specific public 0.20 0.50 0.29 2

Villain

Enviromnental Orgs 0.50 0.33 0.40 3
(local, State or Fed) Government 0.33 0.50 0.40 2
Oil and gas industry 0.86 0.55 0.67 11
Other 0.50 1.00 0.67 1
General or specific public 0.00 0.00 0.00 0

Victim

Enviromnental Orgs 0.00 0.00 0.00 0
(local, State or Fed) Government 0.00 0.00 0.00 0
Oil and gas industry 0.00 0.00 0.00 1
General or specific public 0.94 0.89 0.92 19

Table 5: Detailed precision, recall and F1 scores for the different annotation types and roles. N denotes the number
of annotated examples in the data, e.g. the data contains 12 Environmental Orgs as heroes.

Movie Hero Victim Villain
101 Dalmations Roger Dearly Anita Cruella de Vil
Aladdin Aladdin Aladdin Aladdin
Cinderella the hero is Cinderella. Lucifer Lucifer
Alice In Wonderland Alice the Queen of Hearts the Queen of Hearts
The Jungle Book Mowgli Shere Khan Shere Khan
Sleeping Beauty Phillip Prince Phillip Maleficent
Lion King Simba Scar Scar
Peter Pan Peter Pan Peter Pan Hook
Mary Poppins Mary Poppins the bank banker
The Little Mermaid Ariel Ariel Ursula
Snow White the dwarfs the queen the queen

Table 6: Results for Wikipedia plots of widely known Disney Movies using the unifiedqa-t5-large model, a T5
model fine-tuned on 8 existing QA datasets.
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Abstract
Narratives have been shown to be an effective
way to communicate health risks and promote
health behavior change, and given the grow-
ing amount of health information being shared
on social media, it is crucial to study health-
related narratives in social media. However,
expert identification of a large number of nar-
rative texts is a time consuming process, and
larger scale studies on the use of narratives may
be enabled through automatic text classifica-
tion approaches. Prior work has demonstrated
that automatic narrative detection is possible,
but modern deep learning approaches have not
been used for this task in the domain of online
health communities. Therefore, in this paper,
we explore the use of deep learning methods
to automatically classify the presence of narra-
tives in social media posts, finding that they out-
perform previously proposed approaches. We
also find that in many cases, these models gen-
eralize well across posts from different health
organizations. Finally, in order to better un-
derstand the increase in performance achieved
by deep learning models, we use feature analy-
sis techniques to explore the features that most
contribute to narrative detection for posts in
online health communities.

1 Introduction

Narrative forms of communication are widely used
for conveying information and building connec-
tions. Broadly defined as a representation of some-
one’s experience of a series of events (Bilandzic
and Busselle, 2013), narratives take on different
formats, ranging from short anecdotes and testi-
monials to lengthy entertainment TV shows and
movies (Kreuter et al., 2007).

In the health context, extensive research has
found that narratives are more effective than non-
narratives (e.g., statistics, didactic arguments) in
communicating health risks (Janssen et al., 2013;
Ma, 2021) and promoting health behavior change
(Kreuter et al., 2010). Moreover, telling personal

illness narratives helps patients to better cope with
the illness (Carlick and Biley, 2004) and for health
care professionals to better understand the illness
(Kalitzkus and Matthiessen, 2009). Given that so-
cial media has become a widely used platform for
cancer patients and their caregivers to share sto-
ries and connect with others (Gage-Bouchard et al.,
2017; Hale et al., 2020), it is critical to understand
what cancer narratives are told on social media and
how they engage social media users.

However, in order to understand the impact
of narratives in online communication, narratives
must first be identified in social media datasets.
Doing this often requires annotations from subject
matter experts, which can be a costly process and
difficult to scale up to massive datasets. In this
work, we seek to understand the extent to whether
natural language processing methods, specifically,
fine-tuned large language models, can be used to
automatically detect narratives within social media
posts in the health domain using only a relatively
small number of expert annotations. Additionally,
analyzing models that are able to successfully de-
tect narratives can provide insights into the types
of textual features that are most related to narrative
text within a corpus.

Toward these aims, we collect and annotate a
dataset of social media posts created by breast
cancer organizations and address the following re-
search questions:

RQ1 Which text classification models provide the
best performance for automatic narrative de-
tection for social media texts posted by breast
cancer organizations?

RQ2 How does the ability to detect narratives gen-
eralize across posts written by different orga-
nizations?

RQ3 Which features are most important for auto-
matic narrative detection in this context?

57



To answer RQ1, We compare a range of text clas-
sification methods and find that transformer-based
deep-learning based methods outperform classical
approaches like support vector machines, as well as
the previous state-of-the-art method for detecting
narratives within health-related social media posts
(Dirkson et al., 2019). To answer RQ2, we split our
dataset so that the same organizations’ accounts are
not used for both train and test data, finding that
in most cases, it is possible for our best models
to generalize well across organizations. Finally,
to answer RQ3, we use machine learning analy-
sis tools to identify which features contribute most
to the prediction of narratives, finding that refer-
ences to people, such as pronouns and names, as
well as state-of-being verbs like “is”, contributed
strongly to cases where models predicted that texts
contained narratives.

Our results suggest that automatic detection of
narratives in social media posts is a promising ap-
plication of text classification, and can help ease
the burden of manual annotation for researchers
seeking to study the relationship between narrative
and other variables of interest at scale.1

2 Related Work

Online health communities have been computa-
tionally studied before in order to understand how
users show social support for one another (Andy
et al., 2021), to automatically extract information
needs of patients (Romberg et al., 2020), and to
identify linguistic patterns associated with anxiety
(Rey-Villamizar et al., 2016). Additionally, Anto-
niak et al. (2019) analyzed birth stories from an
online forum and demonstrated the utility of these
stories for computational work. Machine learning
models have been trained using textual health fo-
rum data to predict attributes such as the sentiment
(Ali et al., 2013) or cancer stage of the patients
posting to forums (Jha and Elhadad, 2010). Yet,
most work in the area of computational analysis
of online medical forums has not considered the
importance of narrative. At the same time, com-
putational approaches incorporating and extracting
narratives have led to advances in the study of cor-
porate finance (Zmandar et al., 2021), environmen-
tal issues (Armbrust et al., 2020), the analysis of
clinical records (Jung et al., 2011), and emotion
classification within stories (Tanabe et al., 2020).

1Code and annotations are publicly available at https:
//github.com/ou-nlp/NarativeDetection.

As NLP datasets, narratives are often directly
collected by sampling data from sources that are
already known to use narrative based on the genre
of the corpus, such as literary works (Hammond
et al., 2013), doctors’ notes (Elhadad et al., 2015),
or fan fiction (Yoder et al., 2021). In the social
media domain, data is often sampled in a way to
ensure the presence of narratives, e.g., by collect-
ing posts from specific subreddits which typically
contain narrative style posts (Yan et al., 2019).

In other cases, the presence or location of nar-
rative content is unknown beforehand and needs
to be to detected or extracted. This might be done
using filtering criteria like the length of the post
or the presence of predefined linguistic patterns
(Vijayaraghavan and Roy, 2021). However, some
datasets contain a balanced mixture of both nar-
rative and non-narrative content, and quick rule-
based filtering is not adequate. In the domain of
online health communities specifically, prior work
has relied on expert annotations to determine what
should or should not be considered a narrative
(Dirkson et al., 2019; Verberne et al., 2019). In
each of these works, text classification models were
trained to automatically determine whether or not a
given post contained narratives, and support vector
machines (SVM) using bag-of-words or character
n-gram features were found to be the best approach.

We build upon this existing work by applying
deep learning text classification models to the task
of narrative detection in social media posts from
breast cancer organizations as an example use case
that includes personal narratives, texts for which
narrative presence is unknown a priori, and provide
the potential for enabling larger scale studies of the
importance of narratives in health communication.
We find that these approaches outperform SVM-
based models similar to those used by Dirkson et al.
(2019)2 and Verberne et al. (2019) and explore their
effectiveness on our dataset throughout the rest of
this paper.

3 Data Collection and Annotation

A list of breast cancer non-profit organizations was
identified from the Canadian cancer survivor net-

2We contacted the authors of these papers but they could
not share their data due to user privacy restrictions. Therefore,
we only use the same approach reported by the authors, rather
than applying our proposed deep learning models on the same
datasets that were used in those studies.
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Organization Posts Tokens Narrative
Susan G. Komen 212 10845 65.57%

NBCF USA 144 11433 58.33%
Breast Cancer Now 186 18932 64.52%

AFWBC Canada 116 7636 21.55%
NBCF Australia 191 11161 25.13%

Total 849 60007 49.0%

Table 1: Annotated data set statistics.

work partners page3. We selected five organiza-
tions with the most Facebook followers and span-
ning several different countries, including Susan G.
Komen For the Cure, National Breast Cancer Foun-
dation USA, the UK-based Breast Cancer Now, A
Future Without Breast Cancer (Canadian Cancer
Society), and the National Breast Cancer Founda-
tion Australia. Their Facebook posts and engage-
ment metrics from 2016 to 2021 were downloaded
using CrowdTangle4 (N = 8, 580).

The top 10% posts in terms of total interactions
were sampled for annotation. Following standard
procedures in content analysis (Riff et al., 2014),
two expert coders annotated the presence of narra-
tives (48.83%). All disagreements were resolved
by discussion, and the consensus results were used
for further analyses (i.e., the highest standard of
intercoder reliability) (Krippendorff, 2004). The
overall agreement rate was above 0.9. For this
study, we omit 9 posts which did not contain any
text and only videos or images. The breakdown
of the annotated dataset by non-profit organization
account is presented in Table 1.

4 Detecting Narrative Style

Next, we set out to determine how well various
text classification models could detect the presence
of narratives given the expert annotations as train-
ing data. For this experiment, we appended data
from all five non-profit organizations into a single
dataset. All the data points were then shuffled and
split using 80% of the data for training, and each
10% for validation and test sets. The metrics that
were used for model evaluation are the F1 scores,
Precision, and Recall of the narrative class. We
consider two categories of models: classical ma-
chine learning models using bag-of-words features,
and transformer-based deep learning models.

For the classical models, we experiment with
various preprocessing schemes in terms of low-

3https://survivornet.ca/connect/
partners

4https://www.crowdtangle.com/

ercasing, lemmatization, and stopword removal,
and choose the approach that gave the best perfor-
mance on our validation set. That process included:
lowercasing, removing URLs, lemmatization us-
ing NLTK’s wordnet (Miller, 1995) lemmatizer,
and stopword removal using the NLTK (Bird et al.,
2009). However, given the importance of pronouns
in narrative detection as evidenced in prior work
(Dirkson et al., 2019), we do not remove pronouns
as part of our stopword removal step. The models
that we consider are Naive Bayes, Logistic Regres-
sion, and SVM-classification, using each model’s
scikit-learn (Pedregosa et al., 2011) Python imple-
mentation. Model-specific hyperparameters were
also tuned using the validation set as described in
Appendix A.

Additionally, we consider the best reported ap-
proach from Dirkson et al. (2019), which is the
previous best reported narrative detection model
for online health forum data. We use the code pro-
vided by the authors to both preprocess the data
and train the predictive model. The authors used an
SVM classifier with a linear kernel and character-
level trigram features as input, and so we refer to
this model as SVM-trigram in our results.

For the deep learning models, we use Distil-
BERT (Sanh et al., 2019), BERT (Devlin et al.,
2019), and RoBERTa (Liu et al., 2019) models
based on the DistilBERT-Base-Uncased,
BERT-Base-Uncased, and RoBERTa-Base
checkpoints available from HuggingFace
(Wolf et al., 2019). The tokenizer for each
model was automatically determined using the
AutoTokenizer() class. We use the output
representation of the [CLS] token as input to
the classification layer (the default approach
when using the HuggingFace Trainer class).
Hyperparameters are described in Appendix A.

The results of running each of these models are
presented in Table 2. It is evident that deep learn-
ing models are capable of distinguishing narratives
from non-narratives in the sequences, with BERT
showing the best overall performance. Among
the classical machine learning methods, the SVM
model outperformed others with an F1 score and
accuracy of 0.901. Although our classical methods
didn’t perform poorly, there is a substantial gain in
F1-score when using the deep learning approaches.
Therefore, for the generalization experiments in the
next section, we only consider the best performing
model, i.e., the BERT model.
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Model F1 Prec Recall
Baseline-narrative 0.680 1.000 0.512

Naive Bayes 0.879 0.952 0.816
SVM 0.901 0.928 0.876

Log. Regr. 0.891 0.880 0.902
SVM-trigram 0.889 0.935 0.847

DistilBERT 0.964 1.000 0.931
BERT 0.988 0.977 1.000

RoBERTa 0.977 1.000 0.956

Table 2: Narrative class F1, Precision, and Recall scores
of the text classification models on the narrative detec-
tion task, separated into groups of classical ML and
deep learning methods. The score of the performing
model(s) for each metric is listed in bold. SVM-trigram
is the best performing model from (Dirkson et al., 2019).
Baseline-narrative is the score achieved by labeling all
texts as narrative.

4.1 Generalizing across accounts

A model’s ability to generalize to unseen data is
key to a successful deployment. Our deep learn-
ing5 models can successfully classify the presence
of narratives in social-media posts, but it is pos-
sible that they overfit to features that are specific
to the set of organizations that generated the posts
included in our dataset. To evaluate the general-
izability of the BERT model to data from unseen
organizations, we re-trained the model on data from
only four organizations, leaving the fifth one out as
test data. We then repeat this process again for each
of the five organizations, so that each organization
is used as the held-out test set once, and as part of
the training set in all other cases.

The results of this experiment are presented in
Table 3. The posts from the organization Breast
Cancer Now held out as test data were the easiest
to generalize to (F1 score of 0.991) compared to
the other combinations. On the other hand, the
model slightly under-performed when trained on
data from all organizations leaving NBCF Australia
as test set with a F1 score of 0.900. However, in
all cases, this shows that there is good potential
for models trained on a subset of organizations to
generalize well to others.

We then performed one slightly varied version
of the same experiment to further determine model
generalizability. Here, we chose a dataset from
only one organization as the training set, and used
the remaining four datasets as testing data. As be-
fore, we repeat this experiment five times, using

5We also experimented with our best performing classical
ML model, SVM, in the same way, but the results were not as
strong (Appendix B).

Target F1 Prec Recall
Susan G. Komen 0.949 0.973 0.927

Breast Cancer Now 0.991 0.903 1.000
NBCF Australia 0.900 0.903 0.979

NBCF USA 0.976 0.976 0.976
AFWBC Canada 0.936 1.000 0.880

Table 3: Generalization performance using the best clas-
sifier (BERT) by training on all accounts except for the
target account, and testing on the target account.

Train F1 Prec Recall
Susan G. Komen 0.917 0.852 0.993

Breast Cancer Now 0.777 0.979 0.645
NBCF Australia 0.953 0.961 0.945

NBCF USA 0.877 0.791 0.985
AFWBC Canada 0.914 0.976 0.859

Table 4: Generalization performance using the best clas-
sifier (BERT) by training on one account and testing on
the remaining four target accounts.

each organization as training data once, and testing
in all other cases. This experiment helps to deter-
mine the potential for cross-organization transfer
when we have very limited data or data from a sin-
gle source. Given the very small amount of data
for some of the organizations, we found that the
size of the training set was too small to learn effec-
tive models in some cases. Therefore, we chose to
up-sample our training set by 200%, (duplicating
each training instance) which we found empirically
to give better results in the low training data case.
From the final result (Table 4), we observe that
the model trained on NBCF Australia performs the
best overall, achieving an F1 score that is within
a few points of the model trained on data from all
organizations from Table 2. On the other hand, the
model trained only on Breast Cancer Now posts
had poor generalization performance on the data
from the other organizations, suggesting that hav-
ing data from only a single organization is not al-
ways enough to guarantee good generalizability.

5 Analysis of Narrative Detection Models

We have established that deep learning models are
very effective at detecting narratives from social
media data, substantially outperforming classical
machine learning approaches. However, it is not
immediately apparent why these models are able to
achieve better F1 scores. Therefore, in this section,
we use model interpretability tools to further exam-
ine which features contributed to the ability of our
models to detect narratives.

We chose the best performing models in each cat-
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(a) Post 1: BERT predicts “narrative” (correct). (b) Post 1: SVM predicts “narrative” (correct).

(c) Post 2: BERT predicts “narrative” (correct). (d) Post 2: SVM predicts “non-narrative” (incorrect).

(e) Post 3: BERT predicts “non-narrative” (correct). (f) Post 3: SVM predicts “narrative” (incorrect).

Figure 1: Feature importance visualization for three posts, one per row, that were classified by our top-performing
deep learning model (BERT) and classical machine learning model (SVM). Orange (blue) shading indicates the
token was found to be important for the “narrative” (“non-narrative”) class by LIME, with the color intensity
indicating the degree of importance. Post 1 was correctly classified by both models, while posts 2 and 3 were
correctly classified by BERT but incorrectly classified by the SVM model.

egory, i.e., BERT for the deep learning approaches,
and SVM for the classical models, and use the ex-
plainable AI tool for Local Interpretable Model Ag-
nostic Explanation (LIME; Ribeiro et al. (2016)) to
understand the significance of text-based features
to each model. In both cases, we use the LIME
explainer function6 to learn which features best
explain the narrative class and non-narrative class.
We chose 5000 samples and 25 features as parame-
ters for the function, based on the suggested default
values and our desire to include a reasonable num-
ber of features per example.

Each instance in the test dataset is examined
using LIME, which generates an importance score
for each feature (token) in the input based on how
much it contributes to predictions for the positive
class (narrative) or negative class (non-narrative).
For a given feature j in a given text i, a higher
positive score Wij denotes greater importance of
that feature in the overall narrative class and a lower
positive score denotes a weaker importance of that
feature for the same class. Likewise, a greater
negative value Wij for a feature indicates a stronger
association with predictions of the non-narrative
class. Several examples of LIME explanations are
presented in Figure 1. We can see that for posts
where both models made the correct prediction,
the set of important features is approximately the
same. However, when BERT made the correct
prediction and SVM did not, we notice that BERT
places a greater emphasis on first names in the
case of narratives, and features like “fatigue” and

6From https://github.com/marcotcr/lime

“common”, which refer side effects of breast cancer,
are correctly identified as important indicators that
the post does not contain a narrative.

While these qualitative results are highly useful,
LIME only provides the Wij score for a specific
text, i, yet we sought to quantitatively understand
which features were important across the entire
test set. Therefore, we use Global Aggregations of
Local Explanations (GALE; van der Linden et al.
(2019)) to aggregate the LIME scores. For the pur-
poses of aggregation, we set a cut-off of ϵ = 0.001
and consider any Wij < ϵ as a score of 0. A feature
importance score of zero indicates that the feature
does not explain much of either the narrative or
the non-narrative class while making predictions.
GALE suggests several different methods for ag-
gregating scores, but we use the Global Average
Importance IAV G as it was found to correlate well
with external measures of feature importance for
model classification. The Global Average Impor-
tance IAV G

j for a given feature j is defined as:

IAV G
j =

∑N
i=1 |Wij |∑
i:Wij ̸=0 1

where N is the number of texts in the corpus.
Table 5 shows the top and bottom 10 aggregated

feature importance scores for both BERT and SVM.
Both the models put more emphasis on pronouns
and first names as they are more personal to the
storyteller or subject of the narrative. Our feature
analysis results align with that of Dirkson et al.
(2019) who noted that narratives in health forums
are characterized by health related words and first
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BERT SVM
word score word score
celeste 0.29 her 0.22
she 0.28 taylor 0.20
latasha 0.24 my 0.19
beautiful 0.17 she 0.18
mother 0.16 app 0.15
her 0.15 peace 0.14
barbe 0.14 becca 0.13
hall 0.11 tip 0.13
found 0.09 rest 0.12
is 0.09 his 0.11
s -0.04 face -0.10
don’ -0.04 study -0.11
significant -0.04 run -0.11
round -0.05 mammogram -0.11
myresearchstory -0.05 mel -0.12
awareness -0.05 addy -0.15
free -0.06 steph -0.15
it -0.06 listen -0.16
" -0.06 mondaymotivation -0.17
increase -0.08 song -0.19

Table 5: Top and bottom ten aggregated feature impor-
tance scores for BERT (left side) and SVM (right side)
models trained for narrative detection. Larger positive
values indicate a greater overall importance for the “nar-
rative” class, while more negative values were more
important for predicting the “non-narrative” class.

person pronouns. Also, since breast cancer is more
common among women, it is more common to
see feminine pronouns and first names related to
women with the only exception being the token
“his” which can be found as an important feature
for the “narrative” class in the SVM model. Upon
further inspection, we found that there are instances
referring to women as “his wife” and “his mother”
which further validates the model’s choice for the
token in the positive list. We also note verbs such
as “found” (connected to “lump”, which also had a
positive score for both models but is not in the top
ten for either) and “is”.

Considering the tokens with negative values, in-
dicating that they were more relevant when pre-
dicting the “non-narrative class”, we found words
related to scientific studies, sharing songs, and
describing clinical procedures. Hashtags such as
“myreserachstory” and “mondaymotivation” were
also present, indicating posts that may have been
trying to seek engagement through means other
than the use of narrative. While Our BERT model
was successful in detecting narratives by learning
associations between features like pronouns and
first names, the SVM model failed to consistently
learn these associations as indicated by the place-
ment of several first names in the non-narrative
(negative valued) end of the list.

BERT − SVM
word score
celeste 0.29
latasha 0.24
barbe 0.14
mother 0.12
hall 0.11
beautiful 0.11
she 0.10
found 0.09
is 0.09
i 0.08
strong -0.02
diagnosis -0.02
bell -0.03
reality -0.03
be -0.05
journey -0.06
her -0.07
it -0.08
his -0.09
my -0.12

Table 6: Top and bottom ten features that differed in im-
portance the most between the BERT and SVM model.
Scores with a larger value had more overall importance
for the BERT model, while features with a smaller value
had more importance for the SVM model.

While these results illustrate which features were
important to each model, they do not directly quan-
tify the difference between the BERT and SVM. To
investigate that further, we checked the extent to
which the degree of importance IAV G

j for each fea-
ture differed between BERT and the SVM model
(Table 6). For each feature in the list obtained
from SVM, we subtract the corresponding aggre-
gated importance score from BERT for that fea-
ture. If the result is positive, it indicates that the
BERT model puts more emphasis on that feature,
whereas if the result is negative, it indicates that
SVM gives more importance for that feature com-
pared to BERT model for predicting the “narra-
tive” class. We observe that BERT assigns a higher
weight for first names and the pronoun “she” has
a higher importance for BERT compared to SVM
whereas, the pronoun “her” appears to be given
greater importance by the SVM model compared
to BERT.

6 Conclusion

In this paper, we show that deep learning models
like BERT, DistilBERT and RoBERTa are effec-
tive at detecting narratives from social media data.
Previous research focused on the use of classical
machine learning models to understand narratives
in online health discussion forums, but we demon-
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strate that deep learning models outperform these
when detecting the presence of narratives. We stud-
ied generalizability of the deep learning models
across organizations, finding that overall, models
are able to generalize well across accounts, suggest-
ing that deep learning models provided with suffi-
cient data can perform well on an unseen dataset
with similar distributions. We also analyze the per-
formance of deep learning models with explainable
AI methods, uncovering important features that
contribute to narratives in a particular context.

However, there are certain limitations and chal-
lenges associated with these models. Although they
are quite successful at understanding narratives,
performance of deep learning models is directly
proportional to the quality of the dataset and they
are highly susceptible to annotator and dataset bias.

With the growing amount of health information
being shared on social media, understanding narra-
tives becomes extremely important to study public
health behavior and estimate health risks. The work
described in this paper is a step towards helping
researchers automatically annotate narratives in so-
cial media posts, thus enabling larger scale studies
of the impact of narratives on health conversations.
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A Model Hyperparameters

For Naive Bayes, we did not tune any hyperpa-
rameters. For the SVM classifier, we considered
linear, polynomial, and rbf kernels, and found the
polynomial kernel to work the best. We set the
regularization parameter C = 2. For the Logis-
tic Regression classifier, we tried various values
for the regularization parameter C in the range
of {0.01, 0.1, 0.2, 1, 2, 10} and found that C = 1
gave the best results. For the deep learning mod-
els, we use a batch size of 16 with a weight decay
of 0.01 and a learning rate of 2e-5, training for 5
epochs.

B Generalizability of SVM model

We performed the same experiments from section
4.1 using an SVM model (the best performing clas-
sical model from our experiments in section 4).
The results are presented in Tables 7 and 8.

Target F1 Prec Recall
Susan G. Komen 0.884 0.776 0.972

Breast Cancer Now 0.901 0.883 0.921
NBCF Australia 0.830 0.970 0.730

NBCF USA 0.851 0.952 0.769
AFWBC Canada 0.830 0.710 1.000

Table 7: Generalization performance using the best clas-
sical ML model (SVM) by training on all accounts ex-
cept for the target account, and testing on the target
account.

Train F1 Prec Recall
Susan G. Komen 0.803 0.946 0.697

Breast Cancer Now 0.824 0.886 0.770
NBCF Australia 0.730 0.582 0.981

NBCF USA 0.733 0.965 0.591
AFWBC Canada 0.457 0.296 1.000

Table 8: Generalization performance using the best clas-
sical ML model (SVM) by training on one account and
testing on the remaining four target accounts.
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Abstract

Story characters not only perform actions, they
typically also perceive, feel, think, and commu-
nicate. Here we are interested in how children
render characters’ perspectives when freely
telling a fantasy story. Drawing on a sample
of 150 narratives elicited from Dutch children
aged 4-12, we provide an inventory of 750 in-
stances of character-perspective representation
(CPR), distinguishing fourteen different types.
Firstly, we observe that character perspectives
are ubiquitous in freely told children’s stories
and take more varied forms than traditional
frameworks can accommodate. Secondly, we
discuss variation in the use of different types
of CPR across age groups, finding that charac-
ter perspectives are being fleshed out in more
advanced and diverse ways as children grow
older. Thirdly, we explore whether such vari-
ation can be meaningfully linked to automati-
cally extracted linguistic features, thereby prob-
ing the potential for using automated tools from
NLP to extract and classify character perspec-
tives in children’s stories.

1 Introduction

Story characters are everywhere around us: we
meet them in the books we read, the TV series
we get caught up in, or in a gossipy tale we
tell each other during everyday social gatherings.
Some characters may be modelled on real people,
whereas others exist only in the imagined worlds
of fantasy and fiction. In its most basic form, a
story character is an entity involved in some kind
of action or description. Yet typically we also get to
share in some of its perspectives on the storyworld
and the objects, events, and other characters within
it. There are long-standing traditions in linguistics
and literary studies, especially within the subfields
of sylistics and narratology, studying the ways in
which such character perspectives can be rendered
(e.g. Banfield, 1973; Leech and Short, 2007; Vande-
lanotte, 2009). Three main patterns commonly dis-

tinguished in studies of ‘Speech and Thought Rep-
resentation’ are direct, indirect, and free-indirect
speech or thought (see Section 3 for examples).
While most attention has been paid to literary texts,
scholars have also identified such patterns in cin-
ema (Verstraten, 2009), theatre (McConachie and
Hart, 2006), and other domains such as news arti-
cles (Sanders, 2010), everyday conversations be-
tween parents and young infants (Köder, 2016),
or speech from patients with psycho-pathological
conditions (van Schuppen et al., 2020).

It is largely an open question as of yet how
children render characters’ intentions, perceptions,
emotions, speech, and thought when asked to freely
tell a fantasy story. This is worthwhile exploring
for a variety of reasons. It has been widely argued
that representing different perspectives reflects a
central function of language usage (e.g. Dancygier
et al., 2016): human interaction is characterised
by ‘polyphony’, meaning that we rarely only ex-
press our own perspective. Instead, the default is
that we use language to orchestrate multiple per-
spectives. Even though this pervades all speech do-
mains, stories are a key finding place for linguistic
and narratological patterns supporting this function
(Fludernik, 1996), and arguably also the ‘sandbox’
where both children and adults test and refine their
perspective-orchestration skills (Vermeule, 2009).
Mapping how children of different ages render char-
acter perspectives is as such of interest to anguage
acquisition research, but also to cognitive psychol-
ogy as it provides insight into how children learn to
understand the social world and others’ minds, and
the role narratives can play herein. Tools from Nat-
ural Language Processing (NLP) can fuel all such
research, for example by automatically identifying
contextual information associated with different
character perspectives. NLP researchers, in turn,
can learn about phenomena relevant for embarking
on tasks involving more complex classification or
extraction of perspectivised content.
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In the current contribution we draw on a sample
of 150 stories, told by children aged 4-12 as part
of storytelling workshops we offered across The
Netherlands. Our sample features 750 instances of
character-perspective representation (CPR), which
we categorise in fourteen different types based on
manual qualitative analysis. As discussed below,
the type categories and analytical framework we
adopt are primarily inspired on ‘classic’ STR litera-
ture (mainly Leech and Short, 2007). However, we
complement our framework with additional types
based on research into children’s development as
storytellers and relevant insights from cognitive lin-
guistics, allowing for a more refined and inclusive
way of mapping character perspectives.

The best way to introduce our approach in con-
crete terms is to discuss the analysis of an example
story. Doing so will also make clear how we po-
sition this paper: as an effort to build a bridge
between qualitative analysis of narrative material
as traditionally done in the Humanities, and quan-
titative analysis, driven by the automatic extrac-
tion of linguistic information, as customary in com-
putational approaches. In 2.1-2.4 below we first
provide more details on our corpus, sample, and
annotations. In 2.5 we introduce two automatically
extracted linguistic variables, lexical and syntactic
complexity, and in 2.6 our aims and hypotheses are
formulated. Section 3 opens with the discussion of
the example story, followed by an inventory of all
instances of CPR we have identified in our sample,
classified in fourteen types. We explore how the
occurrence of different types of perspective repre-
sentation varies with the age of the storytellers in
4.1, and with lexical and syntactic characteristics
of the utterances in which they occur in 4.2.

2 Background and Methods

2.1 Children’s Stories and Our Corpus

Children tell stories to themselves and others as
part of their daily play activities (Sutton-Smith,
1986; Cremin et al., 2017). While being the source
of a lot of fun in the first place, such storytelling has
been analysed as a form of cognitive play that is es-
sential for child development in various key areas,
including the acquisition and refinement of com-
municative skills (Southwood and Russell, 2004),
organising knowledge of the (social) world (McK-
eough and Genereux, 2003), and empathising with
others and understanding their motives and inten-
tions (Gallagher and Hutto, 2008; Nicolopoulou,

2018; Zunshine, 2019). Phenomena of CPR are
situated at a natural crossroads of these key de-
velopmental areas: their absence or presence in
freely told stories arguably reflects children’s com-
municative abilities, but also their understanding
of the social world and capacity to imagine others’
inner workings. Here we do explore the occur-
rence of different patterns of character representa-
tion across different age groups, and we believe
that our contribution can ultimately fuel research
in developmental psychology and language acqui-
sition research. However, it is important to note
that claims about whether the patterns we find in
our stories are indicative of a specific child’s devel-
opment are outside the scope of this paper.

The storytelling workshops for the creation of
our database were held between 2019-2021 at
seven elementary schools, a daycare, and a com-
munity centre located in various areas across in
The Netherlands. Each session was held in a class-
room setting involving 5-30 children at a time, of
varying ages between 4-12 (see 2.2 for details).
Sessions started by discussing some general char-
acteristics of stories (e.g. “Where can you find
stories?”, “What kind of stories do you like?”) and
interactively narrating an exemplary fantasy story
with the participating children. Next, we invited
children to take the floor and tell a fantasy story
about a topic free of choice. After informing chil-
dren about this, voice recordings were made, which
were pseudonymised and transcribed afterwards
by the authors and research assistants Transcripts
were double-checked for consistency with the au-
dio files. As of now, we have over 600 stories in
our database called ChiSCor (Children’s Story Cor-
pus).1 Our data collection and data management
protocols were assessed and approved by the Ethics
Review Committee of Leiden University’s Faculty
of Science (file no. 2020 – 002).

2.2 Sample

For the current research we drew a sample from
our database according to the following steps:

• We included only the first story told by each
child (many children told multiple stories),

1We aim to make ChiSCor available to the research com-
munity later this year, after fully completing the annotation
process and including additional metadata. The subset of sto-
ries used in this paper, along with our current annotations
and scripts, are available already via the Open Science Frame-
work (OSF): https://osf.io/9q32v/?view_only=
b80ce5cb0e4c49cabb7697f93f40ab73
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which reduces dependence between stories.
This yielded a subset of 350 stories.

• We selected stories with a length (in number
of words, x̄ = 108.64, σ = 99.62) falling in
the interquartile range (IQR), i.e. 50% around
the median (min = 4, Q1 = 35,Med =
75, Q3 = 151,max = 626), to prevent over-
or under-representation of data from children
with exceptionally long or short stories.

• We then defined three age categories, ‘Young’,
‘Middle’ and ‘Older’, in line with the divi-
sion common in Dutch primary education into
‘Onderbouw’, ‘Middenbouw’, and ‘Boven-
bouw’. ’Young’ corresponds to ‘Onderbouw’
which involves ages 4-6; ‘Middle’ corre-
sponds to ‘Middenbouw’ which involves ages
6-9; ‘Older’ corresponds to ‘Bovenbouw’
which involves ages 9-12.

• We included 150 stories in total (12879
words), 50 for each group. For the young and
middle groups these were randomly drawn out
of 60 and 78 stories falling within the IQR,
respectively. The older group had only 39 sto-
ries within the IQR; here we added 11 stories
closest to Q1 and Q3 to balance groups.

2.3 Annotation Procedure
The 150 stories were put into a large table in ran-
dom order and without showing additional infor-
mation to avoid (unconscious) interference with
decisions in the annotation process.2 Existing line
breaks, introduced during transcription of the au-
dio recordings according to a standardised protocol,
were used to chunk each story into smaller units,
henceforth referred to as ‘utterances’. We identi-
fied 568 unique characters that in total made 1472
appearances (the same character can obviously ap-
pear in multiple utterances within the same story),
722 of which involved only descriptions or sim-
ple actions without insight being offered into the
character’s perspective. The remaining 750 appear-
ances were given one of fourteen different labels
representing our types of CPR. In rare cases where
multiple types applied, the most ‘advanced’ label
was chosen in terms of the stages introduced in 3.

The first author, who has a background in gram-
mar and narratological theory, took the lead in the

2E.g. the age or school of the storyteller. Note that such
interference could only be avoided to a certain degree; after
all, we were ourselves involved in recording the stories.

annotation process, while regularly discussing cate-
gorical distinctions as well as individual utterances
with the second author. In some specific cases, ex-
pertise was gathered from external experts. While
we can see how this procedure may be problematic
from the perspective of current standards in NLP,
two considerations should be added with regards
to our approach in this paper. Firstly, we point
out that we base our annotations on long-standing
traditions of textual analysis within cognitive lin-
guistics, narratology, and stylistics, known to sup-
port high degrees of intersubjective agreement and
reproducibility between researchers within these
fields (for a broader discussion of a ‘grounded the-
ory’ approach, see Charmaz, 2006). Secondly, it
is important to note that the statistical analyses in
4.1 and 4.2 are based on merged categories. While
discussion is sometimes possible about the most
appropriate type label for specific utterances (e.g.
deciding between direct and indirect speech on
grammatical grounds; see also Köder, 2016), such
discussions would rarely affect the overarching
merged category under which this utterance falls.3

Nevertheless, we consider it an important next step
within our larger project to gather CPR annotations
from at least one additional, independent annotator.

In 3 our full system of fourteen types of CPR is
discussed, along with the example story and inven-
tory of the occurrence of each type in our sample.

2.4 Ego-Narration vs. the Rest

It is important to single out one type category be-
forehand: ego-narration. We see this as a ‘pre-
liminary stage’ of the fuller mastery of CPR that
is characteristic of the other thirteen types. We
marked cases as ego-narration if there was no (or
an unclear) distinction between the child narrating
the story and a referent indicated with first-person
pronouns (‘I’, ‘me’, ‘we’, ‘us’) within a story. Con-
sider the following example from story with ID
022501 in ChiSCor: ‘[...] and I do a lot of horse
riding / and ride a lot of horses / and we have a
lot of very sweet horses in the stables [...]’. This
counts as ego-narration, since the ’I’ who regularly
does a lot of horse riding refers to the child in the
immediate situation of telling the story. This is dif-
ferent in the following example from story 082601:
‘[...] and then came well myself in fact who came
with a gun / and I said why are you fighting Bat-
man and Superman [...]’, since the ‘I’ is making an

3An exception is found in line 7 of the example story in 3.
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appearance in a story world clearly detached from
the here-and-now of telling the story.4

The rationale for singling out ego-narration as
a preliminary phenomenon is that it evidences a
lack of ‘transcendence’ (Zeman, 2020), marking a
departure from the actual speaker and their immedi-
ate here-and-now, which we consider a key feature
of storytelling. Such transcendence is warranted
by a distinction between the child telling the story
(ego), the narrator seen as a theoretical entity or
‘role’, and characters within the story.5 What the re-
maining thirteen types of character representation
have in common is that they exhibit storytelling in
this sense, i.e. a specific form of communication in
which a narrator-entity provides all kinds of linguis-
tic cues inviting listeners (or readers) to imagine a
storyworld including objects, characters, actions,
events, etc. (Dancygier, 2011). In this way it is pos-
sible for narrators to tell a story entirely from the
‘outside perspective’, without directly cuing listen-
ers to imagine what the storyworld would look like
from any character’s point of view; this is what we
observed in utterances containing only character
appearances consisting of descriptions or simple
actions, plus in utterances containing no charac-
ter appearances at all. In each of the remaining
utterances we found essentially a mix of narrator
and character perspectives. The way in which, and
degree to which, these character perspectives were
explicitly fleshed out and/or separated from that of
the narrator, determine which of the thirteen types
applies.

2.5 Lexical and syntactic complexity

There is evidence that socio-cognitive skills, in par-
ticular the capacity to understand and reason about
others’ mental states known as Theory of Mind
(Apperly, 2010), are positively correlated to lexical
and syntactic proficiency in children. For example,
children possessing a larger vocabulary, or mas-
tering clausal complementation, perform better in
reasoning about others’ mental states in standard-
ised clinical tasks (for a review see Milligan et al.,
2007). As mentioned in Section 2.1 above, we see
overlap between children’s development of socio-

4The full Dutch stories can be found in our OSF repository
(fn. 1). Utterances are separated with forward slashes. English
translations are our own and were made only for the purpose
of discussing them here; annotations within the project are
based on the Dutch originals.

5We refrain from going into the widely debated narratolog-
ical concept of the narrator here and refer to Zeman (2020) for
a to-the-point overview.

cognitive capacities and their ability to flesh out
characters’ perspectives in a narrative. Therefore
we include lexical and syntactic complexity here
as two theoretically motivated features, that can
potentially provide us with the linguistic context in
which different types of CPR occur, and connect
this to age groups of the storytellers in our sample.
Doing so, we might also anticipate linguistic infor-
mation encoded in (the middle layers of deeper)
neural networks, that could be helpful for automat-
ically extracting and/or classifying perspectivised
information in children’s narratives in the future
(Jawahar et al., 2019).

To calculate Lexical Complexity (LC) we ap-
proximated for each word in utterance U featur-
ing a character perspective, its lemma probability
P (L) by its relative frequency count in the BasiS-
cript lexicon, a large benchmark corpus of written
child output (Tellings et al., 2018). Lexical per-
plexity PP (U) is given by U = L1, L2...LN with
PP (U) = N

√
1

P (L1,L2,L3...LN ) . Thus, utterances
with more infrequent lemmas show higher perplex-
ity with respect to the lexicon. Lemma frequency
has been argued to be a good measure of lemma
complexity given that infrequent lemmas are over-
all harder to learn (Vermeer, 2001). To calculate
Syntactic complexity (SC), for each utterance U
featuring a character perspective we extracted a de-
pendency tree, a directed graph G = (V,A) with
V as the set of words and A as the set of arcs in-
dicating dependency relations between words. We
extracted the maximum number of arcs between
the root node and a leaf node in U . This measure of
syntactic complexity is also known as ‘tree depth’
and is a common measure of syntactic complexity:
utterances employing longer paths are syntactically
more complex (Dell’Orletta et al., 2011).

2.6 Aims and Hypotheses

First it is our aim to explore variation in the use
of CPR types within our sample as a whole (3).
Secondly, we hypothesise that the occurrence of
these types is not uniformly distributed over age
groups. From the idea that some CPR types can be
seen as more advanced than others, as we discuss
in 3, we predict that preliminary and basic types
of CPR occur more often at younger ages, while
intermediate and advanced types are more often
found in older children (4.1). Thirdly, we aim to
explore links between CPR types and linguistic
information extracted using NLP tools. We predict
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that more advanced types of CPR are more likely to
co-occur with utterances exhibiting higher lexical
and syntactic complexity (4.2).

3 Types, Inventory, and Staging of CPR

In order to illustrate our approach in more detail,
we will now discuss the analysis of a story excerpt,
featuring five types of CPR found throughout our
sample. Afterwards, the remaining types will be
briefly introduced along with a complete overview
with examples and counts in Table 1.

1. a girl went to the zoo and she saw a huge
lot of tigers and other animals [...]

2. and she went home all alone
3. but her little brother was left behind he was

sitting on the monkey
4. then said the sister of the little boy where is

my little brother now
5. she went back again to the zoo
6. then she saw that the little brother was sit-

ting on the monkey
7. oh little brother where are you now
8. the end

First of all, we can observe that this is a story
narrated in third person, past tense. For a large part
it consists of narrator descriptions of actions and
situations (‘went to the zoo’, utterance 1; ‘went
home all alone’, 2; ‘her little brother was left be-
hind’ and ‘sitting on a monkey’, 3; etc.); however,
as listeners/readers we also get a few glimpses into
the perspective of one character: the ‘girl’.

In utterance 1 we learn about the animals she
‘saw’. It could be defended that this is still entirely
the narrator’s voice telling us ‘from the outside’
what the girl would have been seeing at the zoo.
Yet, as discussed in 2.4 above, and in line with what
cognitive linguists have argued in recent years (e.g.
van Duijn and Verhagen, 2018), we suggest that
perspectivisation of content in narratives can be
seen on a cline ranging from pure narrator view
on the one extreme, to full character view with
minimal narrator mediation on the other extreme.
Following this approach, the report of what the girl
‘saw’ in utterance 1 implies a modest but certain
invitation for listeners or readers of the story to
imagine the girl’s perspective on objects within the
storyworld: ‘a huge lot of tigers and other animals’.
This is a case of character perception (PER) in
our system of types. Another instance is found in
utterance 6.

What is more, we note a difference between how
the situation of the ‘little brother’ is described (‘was

left behind’, ‘sitting on a monkey’, utterance 3) and
some of the descriptions of actions performed by
the ‘girl’ (e.g. ‘went home all alone’, utterance
2; ‘went back again to the zoo’, utterance 5). Fol-
lowing developmental psychologists and children’s
story researchers Nicolopoulou and Richner (2007)
we classify the latter as cases of intention-in-action
(IIA), i.e. actions coupled to a clear goal or result
within the immediate story context. Compared to
PER and other forms of CPR discussed below, IIA
represents the lowest degree of inviting a shift from
the narrator’s to a character’s perspective. Yet mere
descriptions of a character’s situation, appearance,
attributes, or actions without an immediately speci-
fied result or goal do not invite such a shift at all,
or to an even lesser degree. This is why we see IIA
as the most basic type in our staging of perspective
representation.

In utterance 4 we find a case of direct speech
(DS) with an inquit formula (‘said the sister of the
little boy’) and a reported clause (‘where is my lit-
tle brother now’6). The reported clause has three
features supporting our classification as DS. Firstly,
a shift to the present tense can be observed (‘is’ as
opposed to ‘said’ in the inquit formula). Secondly,
there is a shift from the third to the first person
as expressed by the pronoun ‘my’. And thirdly,
the addition of ‘now’ (‘nou’ in the original Dutch
story) can be seen as an idiomatic exclamation, ex-
pressing a degree of wonder or confusion (which
is not satisfactory covered by the English transla-
tion ‘now’). This wonder or confusion is clearly
to be interpreted as part of the ‘girl’-character’s
experience, and not of the narrator’s, just as ‘my
little brother’ from the character’s point of view
indicates the same referent as ‘the little boy’ from
the narrator’s point of view. The present tense is
congruent with the girl-character’s experience at
the moment of speaking within the story plot.

Finally, utterance 7 features free direct speech
(FDS). Here we see the same shift to present tense
(‘are’) and the same exclamation (‘nou’ in the
Dutch original), complemented with another ex-
clamation at the beginning of the sentence (‘oh’).
The absence of an inquit formula makes it a case
of FDS rather than DS. Or, a different possible in-
terpretation of utterance 7 is that we are looking
at a form of ‘monologue intérieur’ in which the
girl-character produces this utterance for herself,

6The absence of a question mark after the reported clause
is due to standardised transcription of the recorded oral stories.
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Type Example & Story ID Counts
ego-narration (EGO-NARR) ‘i love music’ (061401) 47

intention-in-action (IIA) ‘she went back again to the zoo’ (072201) 350
character perception (PER) ‘she saw a huge lot of tigers and other animals’ (072201) 53

NRSA ‘she did not ask the teacher about it’ (033401) 15
direct speech (DS) ‘then said the sister [...] where is my little brother now’ (072201) 74

free direct speech (FDS) ‘oh little brother where are you now’ (072201) 14
indirect speech (IS) ‘she said that they had to stop swimming’ (114201) 5

free indirect speech (FIS) n.a. -
NRMS ‘he did not like that’ (061401) 98

viewpoint package (VP) ‘because he entered secretly’ (101901) 44
direct thought (DT) ‘then he thought I want to protect her’ (052901) 17

free direct thought (FDT) ‘shall I make some invitations for her friends’ (052901) 1
indirect thought (IT) ‘the family thought that they were safe’ (112301) 17

free indirect thought (FIT) ‘he could wish for everything that he now wants’ (014901) 15

Table 1: Our fourteen types of CPR with examples, story IDs (see fn. 1), and counts of occurrence in our sample.
NRSA and NRMS refer to narrative report of speech act and narrative report of mental state. FIS was not found.

rendering it a case of free direct thought rather than
speech. The context does not resolve this ambigu-
ity. One can argue that she is addressing the boy,
given that she has just found him in the preceding
utterance, but one can equally well argue that utter-
ance 7 should be read as an internal expression of
her surprise, given that he is sitting on a monkey.

In Table 1 it can be seen that ego-narration
(EGO-NARR), the preliminary stage of CPR we
distinguished in 2.4, occurs 47 times in our sample.
IIA, which we consider to be CPR in its most ba-
sic form, is with 350 occurrences by far the most
frequently observed type. Usage of IIA entails that
the narrator reports what a character is doing, and
to what end. Similarly, with PER, of which we
recorded 53 instances, it is the narrator who reports
what a character is perceiving. Both happen with-
out the narrator intruding into the character’s men-
tal world: rather, a description is given that invites
the listener to imagine what a character intends or
perceives, thereby effectively getting to share in the
character’s perspective on the storyworld to some
degree. Narrative reports of speech acts (NRSA)
and cases of (free) indirect speech ((F)IS), relate
what a character says or said primarily in the words
of the narrator, while (free) direct speech ((F)DS)
is to be taken as the literal rendition of a charac-
ter’s words. Still, what all these forms of speech
reporting have in common is that they do not imply
that the narrator has direct insight into characters’
minds. Here too it is strictly speaking the listener
who is cued to draw conclusions about a character’s
perspective based on the report of what they say or
said. This contrasts with thought representation in
its different forms, where access to a character’s

mind is relied on by default.7 This goes for direct
thought (DT) and indirect thought (IT) alike, even
though in the latter case the contents of the charac-
ter’s thoughts are rendered in the narrator’s words
(see also the examples in Table 1). Narrative Re-
port of Mental State (NRMS) is an ambiguous type
in this respect; it can sometimes imply access to a
character’s mind, but in other cases reflect the nar-
rator’s reading of a mental state ‘from the outside’
(viz. characterising someone as ‘happy’ can be
based on their behaviour as well as on narratorial
access to their inner life).

Looking at frequencies in the representation of
speech and thought, it is apparent that DS is the
most used type of speech representation (74 occur-
rences), whereas the much more indirect NRMS
is most frequent (98) in representing thought. Fi-
nally, the type Viewpoint Package (VP), recorded
44 times, is introduced by us based on recent work
(van Duijn and Verhagen, 2018) that we found use-
ful in our children’s story context. In short, View-
point Packages are single words implying a mental
state contrasting with a state of affairs or with an-
other mental state. For example, if a character does
something ‘secretly’, this implies that there is a
perspective from which this is not noticed and a
perspective from it is indeed desired that it remains
unnoticed.

We follow Nicolopoulou and Richner (2007) in
their analysis suggesting that, for a storyteller, IIA
and PER require less advanced efforts on a cogni-
tive level, compared to handling character speech

7In classic narrative theory this is referred to as narrator
omniscience; cf. Margolin (2014). Furthermore, for an exten-
sive discussion of FIS and FIT as forms mixing elements of
direct and indirect representation, see Vandelanotte (2009).
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Figure 1: Occurrence of the original and merged CPR types in stories by children in three age groups, in percentages.

type Oyoung Omiddle Oold E χ2 p

EGO-NARR 28 17 2 15.67 21.74 .000*
IIA 96 114 140 116.67 8.39 .015
PER 12 20 21 17.67 2.75 .252

SPEECH 12 55 41 36 26.72 .000*
THOUGHT 28 53 111 64 56.66 .000*

Table 2: Observed frequencies, expected values, and χ2 statistics with df = 2 for all merged CPR types. Since we
run 5 separate χ2 tests on the same variable, α was set to .05/5 = .01. * indicates p < α.

representation. Dealing with character thought, in
turn, is argued to be more advanced on a cogni-
tive level than handling speech, for exactly the rea-
son discussed in the preceding paragraph: thought
representation requires the narrator to intrude into
character minds, whereas speech representation
does not. Following this analysis, plus our own
analysis of ego-narration in 2.4, the order in which
we present the fourteen types in Table 1 can be
seen as indicating different stages, ranging from
preliminary (EGO-NARR), to basic (IIA, PER), to
intermediate (NRSA, (F)DS, (F)IS), to advanced
(NRMS, VP, (F)DT, (F)IT).

4 Hypothesis Testing and Discussion

4.1 Development: Three Age Groups

For statistical analyses of the observed counts we
merged CPR types that are theoretically closely
related. In line with the stages discussed above,
NRSA, DS, FDS, IS, and FIS were grouped as
SPEECH, and NRMS, VP, DT, FDT, IT, and FIT as
THOUGHT. Character-perspective representation
as found in our sample is plotted for both the five
merged and fourteen original types in Figure 1. We
conducted several χ2 (chi-square) goodness-of-fit
tests to probe whether observed frequencies for a
given CPR type differed significantly from a uni-
form distribution among the three age groups. Test
statistics and p-values are given in Table 2, with

χ2 =
∑n

k=1
(Ok−Ek)

2

Ek
, df = k − 1.

We see that younger children use a lot more
EGO-NARR, but older children a lot less compared
to the expected value E; the distribution is sig-
nificantly different from uniform. This suggests
children ‘outgrow’ ego narration, which we argued
is a preliminary stage of CPR, and as hypothesised
it seems to disappear from children’s storytelling
as they get older. For both IIA and PER, which
we called basic types of CPR, the distributions do
not differ significantly from uniform. Thus, there
are no age-specific preferences among children for
either IIA or PER, contra our hypothesis that these
basic types occur mainly at young age.

With regard to SPEECH, the distribution among
age groups is significantly different from uniform.
We see little use among young children compared
to the expected value E, but a peak in use at middle
age and then a slight decrease in use for the older
group. This supports our hypothesis that SPEECH,
which we argued is an intermediate type of CPR,
is increasingly used at a later age.

THOUGHT is significantly different from uni-
formly distributed and seems to take off rather
late. The younger and middle groups use less
THOUGHT compared to the expected value E,
whereas the older group uses it a lot more. This
pattern observed regarding THOUGHT offers clear-
est support for our prediction that advanced types
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Lexical Complexity
Age x̄ s n

Young 5.72 .63 176
Middle 5.96 .65 259
Older 5.99 .63 315

Syntactic Complexity
Age x̄ s n

Young 2.69 .85 176
Middle 2.70 .97 259
Older 2.75 .85 315

Table 3: Descriptive statistics for lexical complexity (given in utterance perplexity) and syntactic complexity (given
in maximum tree depth), for a total of 750 utterances featuring CPR from 150 stories, 50 stories per age group.

Lexical Complexity Syntactic Complexity
Fixed effects β SE β SE

(Intercept) 5.759* 0.138 2.363* .182
IIA .211 .151 .327 .204
PER -.028 .228 .733* .318

SPEECH .331 .238 .002 .329
THOUGHT .344 .186 .419 .255

Middle .055 .239 -.051 .306
Older 1.114* .470 .602 .673

Interactions β SE β SE
IIA * Middle .091 .254 .198 .331
PER * Middle .216 .328 -.201 .448

SPEECH * Middle .172 .323 .248 .431
THOUGHT * Middle 0.049 .285 -.014 .377

IIA * Older -.896 .474 -.433 .682
PER * Older -.575 .521 -.689 .748

SPEECH * Older -1.022* .515 -.313 .739
THOUGHT * Older -1.136* .488 -.770 .700

Random effects s - s -
Child (Intercept) .321 - .276 -

Residual .573 - .862 -

Table 4: Coefficients for two linear mixed models. In both models, only by-child varying intercepts were estimated.
The omitted CPR type (EGO-NARR) and age group (Young) are the reference categories (i.e., the intercept is the
average perplexity/treedepth for an utterance of a young child employing the ego-narrator type). * indicates p < .05.

of CPR are increasingly applied at a later age.
In summary, children of all ages in our sample

tell stories in which character perspectives are rep-
resented. As children grow older, perspectives of
their characters tend to be fleshed out in more di-
verse and advanced ways. For the middle group
we observe that characters more often speak and
have various kinds of thoughts and other mental
states. The older group relies even more often on
forms of though representation, and slightly less
on character speech; possibly using the first partly
instead of the latter.

4.2 Linguistic contexts: Lexical and Syntactic
Complexity

Next we examine whether more complex types of
CPR co-occur with utterances that are lexically
and syntactically more complex. We automatically
extracted lexical complexity (LC) and syntactic
complexity (SC) for each utterance. For LC, we
first lemmatised utterances with the spaCy parser
(Honnibal and Montani, 2017), and calculated the
lexical perplexity; for SC, we also used the spaCy

parser to extract the maximum depth of the parsed
tree, as described in 2.5. Means and standard devi-
ations of the thus constructed variables are given
in Table 3. As can be seen, average differences
for both lexical and syntactic complexity are small
across the three age groups. Next we employed LC
and SC as dependent variables in two linear mixed
models. We included our five merged types of CPR
as categorical predictors and included interactions
with our three age groups, to find out whether dif-
ferent CPR types have significantly different mean
LC and SC values, while taking potential age differ-
ences into account. Coefficients are given in Table
4. Our overall finding is that the link between lexi-
cal and syntactic complexity, and specific types of
CPR is not as we anticipated.

We first discuss the results for LC. Here we
see that the only significant main effect is Older,
which means that with respect to the young EGO-
NARR reference class, older children use ego narra-
tion in utterances that are lexically more complex
than young children do. Further, we see two sig-
nificant negative interactions with SPEECH and
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THOUGHT, indicating that as we ascend from our
reference class to older children that use these in-
termediate and advanced forms of CPR, the lexical
complexity of the utterances decreases, which is
contrary to what we hypothesised with respect to
LC. We do not see evidence for our hypothesis
that average LC for more complex types of CPR is
higher compared to ego narration, while taking age
differences into account.

Next we elaborate on our results for SC. Here
we see no evidence for our hypothesis that more
complex forms of CPR co-occur in utterances that
have higher average syntactic complexity, while
taking age differences into account. Main and in-
teraction effects are all insignificant, except PER as
main effect, which implies that with respect to our
young EGO-NARR reference class, the average SC
is higher when young children employ PER as type
of CPR. This is contrary to what we hypothesised
in Section 2.6, as this a basic CPR type which we
expected to co-occur with less complex syntax.

It appears that our results are not in line with ear-
lier work suggesting that children’s more advanced
lexical and syntactical skills co-occur with better
socio-cognitive skills (as reviewed in e.g. Milligan
et al., 2007). One possibility is that the way we
looked at lexical and syntactic information in utter-
ances here, provides a too limited view on the con-
texts in which different types of CPR occur. Given
that our previous work demonstrates that lexical
richness on the level of the entire stories children
tell predicts the occurrence of more sophisticated
story characters (van Dijk and van Duijn, 2021),
we suggest that automatically extracted informa-
tion on the story level (as opposed to the utterance
level only) could be more helpful for modelling
CPR occurrence in the future.

5 Reflection and Conclusion

Our inventory shows that CPR is ubiquitous in
freely told children’s stories and that it takes many
different forms. We discussed that classification of
perspective phenomena into a system of CPR types
requires knowledge of linguistic and narratological
theory, and that it is regularly dependent on thor-
ough analysis of an utterance’s context within a
story. Reliance on a single annotator is a weakness
of this study; however, we believe to have satisfied
our goal of building a meaningful (foundation of a)
bridge between long-standing research traditions
in the Humanities and current approaches in the

computational sciences.
Regarding ego narration we have identified

cases exhibiting a problematic mixing between chil-
dren’s own perspective and the narrator’s or charac-
ters’ perspectives in the story, and argued for seeing
these as a preliminary stage of CPR. Also, building
on existing work from developmental psychology
and cognitive linguistics, we have introduced the
types IIA, PER, and VP in our analysis, covering
perspectives implied in actions, perceptions, and
single lexical units such as ‘secretly’. This was
particularly useful for getting a grasp on the more
basic stages of perspective coordination as present
in our sample of children’s stories. Although we
did not see occurrence of these basic stages peak
at younger ages, as we expected, we presented
evidence that indeed more complex types are im-
plemented more frequently at later ages.

Furthermore, our aim was to link automatically
extracted linguistic information to the occurrence
of different types of CPR, while also taking age dif-
ferences into account. The picture that emerged for
lexical and syntactic complexity was more compli-
cated than we anticipated. By taking into account
dependency of utterances coming from the same
speaker by using random intercepts, and by includ-
ing interactions with age in our statistical models,
we tried to describe as much variation as possible in
the language children use when rendering character
perspectives. As we saw, overall average differ-
ences in lexical and syntactic complexity between
ages were small at the outset, and we were not able
to link higher linguistic complexity to advanced
types of CPR. Here the overall sparse occurrence
of several of the individual types likely calls for ex-
ploiting a larger part of our story database in the fu-
ture. We also learned that using perplexity and tree
depth to describe the immediate (utterance-level)
contexts in which CPR patterns occur, is challeng-
ing, suggesting that additional types of linguistic
information from wider (story-level) contexts could
be needed.

All in all, these findings and lessons encourage
us to pursue the line of inquiry set out in this pa-
per. This will also require refining our framework,
models, and automatically extracted information in
interaction with linguistic and narratological theory,
for which additional interdisciplinary cooperation
is indispensable.
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Ganti, Achyutarama, 57
Ghosh, Sayan, 13

Hosseini, Pedram, 38

Jafarpour, Anna, 1

Ma, Rong, 57
Ma, Zexin, 57
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