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Abstract
The most widely used metrics for machine
translation tackle sentence-level evaluation.
However, at least for professional domains such
as legal texts, it is crucial to measure the con-
sistency of translation of terms throughout the
whole text.

This paper introduces an automated metric for
term consistency evaluation in machine trans-
lation (MT). To demonstrate the metric’s per-
formance, we used the Czech-to-English trans-
lated texts from the ELITR 2021 agreement
corpus and the outputs of the MT systems that
took part in WMT21 and WMT22 News Tasks.
We show different modes of our evaluation al-
gorithm and try to interpret the differences in
the ranking of the translation systems based
on standard sentence-level metrics and our ap-
proach. We also demonstrate that the pro-
posed metric scores significantly differ from
the widespread automated metric scores, and
correlate with human assessment.

1 Introduction

Throughout the last decade, the quality of machine
translation (MT) has improved significantly, and
it is becoming a common phenomenon for various
neural MT (NMT) systems to get better scores in
manual direct assessment and other metrics than
reference human translations (Akhbardeh et al.,
2021; Bojar et al., 2018). However, such figures are
obtained when the MT outputs are evaluated on the
sentence level (i.e., each sentence is assessed sepa-
rately, without context); in document-level evalua-
tion, human translations typically remain the best,
although exceptions exist (Popel et al., 2020). We
can explain this situation by the fact that most of
the current state-of-the-art NMT systems translate
documents sentence by sentence, which thus can
provoke inconsistencies in the translation of differ-
ent linguistic elements – from anaphoric pronouns
to named entities and terminology. We focus on
the latter.

While term inconsistencies can be tolerable for
the general spheres of communication, they are
unacceptable for several professional domains, es-
pecially legal texts, where the coherent usage of
terms is the ultimate characteristic.

In the case of the term translation in the legal
domain, the goal of the MT system can be split into
several parts:

1. To translate one source term to only one tar-
get term (we will call this property “consis-
tency”);

2. To ensure that every source term is mapped to
a distinct target term (we will call this property
“unambiguity”);

3. To ensure that the target term is an adequate
translation of the source term in general.

In this paper, we present a novel metric that fo-
cuses on the consistency and unambiguity of terms,
whereas measuring the third parameter, adequacy,
is delegated to the mainstream automated metrics
such as BLEU (Papineni et al., 2002) and chrF
(Popović, 2015). Our proposed metric can be ap-
plied automatically, and it needs a small amount of
human preprocessing and annotation (for instance,
it does not require reference translation of the sen-
tences). However, it can include manually tuned
parameters as a variable.

In Section 2, we describe the background in the
field of the term consistency in MT; in Section 3 we
introduce the algorithm of our metric; in Section 4
we present the data on which the metric is applied;
in Section 5 we discuss the results and compare
them to the widespread automated metrics in MT.
Limitations of our method are highlighted in Sec-
tion 6.

2 Background

Scholars have been drawing attention to document-
level consistency for over a decade. For instance,
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Hardmeier (2012) presents a number of discourse-
related phenomena (such as pronoun use and verb
tense modeling) that should be taken into account,
as well as an overview of the metrics that were
designed to catch the consistency (by that moment,
they did not correlate with human judgments much).
Since this time, there have been various experi-
ments in enhancing the sentence-level MT models
for better consistency, by a variety of means, from
hierarchical approaches (Ture et al., 2012) to post-
editing the output sentences (Voita et al., 2019b).
Notably, the main focus of the proposed systems
tends to be on the discourse-related features of
texts, such as verb forms, anaphora, ellipsis, named
entities, etc. (Voita et al., 2019a), rather than on the
terminology consistency.

There has also been progress in designing
the evaluation for lexical consistency in domain-
specific spheres. For example, the creators of SAO
WMT test suite (Vojtěchová et al., 2019) point out
that the most accurate evaluation for the audit re-
ports is performed manually by professionals in
the field, while neither the automated metrics nor
the direct evaluation by non-experts gives valuable
information about the ranking of the systems’ qual-
ity. The same authors in 2020 introduced the con-
cept of the “markables”: the linguistic elements
to which the human annotators have to pay spe-
cial attention (Zouhar et al., 2020). In the paper,
they considered the domains of Sublease, News,
and Audit, and the main markables were the cru-
cial terms in the document. The research reaffirms
that the automated metrics such as BLEU are not
very informative with respect to term consistency,
while the non-professional annotators cannot spot
the domain-specific inconsistencies; however, the
additional annotation of the “markables” allows
even the “lay” annotators to keep in mind the nec-
essary terms, which makes the manual annotation
more accurate and informative.

Another notable research by Alam et al. (2021)
presents the ideas for automated metrics for the
term consistency evaluation, namely, exact match
accuracy, window overlap, and TER with big-
ger penalties for terms. The results of this ap-
proach, tested on the domain of medical texts about
COVID-19, show a correlation with human profes-
sional judgments; however, for most of the metrics,
reference translations or at least term dictionaries
are necessary. Thus, the relevance of designing
more automated metrics in the field is still valid.

3 Metric

Before explaining the metric in detail, we will reit-
erate our aim. Our first objective is to reward trans-
lation consistency (i.e., penalize the one-to-many
correspondences in source-to-target term pairs).
Secondly, we want translated terms to be unambigu-
ous (i.e., we should penalize the many-to-one cor-
respondences in source-to-target term pairs). Op-
tionally, we also want to include adequacy in our
estimation (i.e., penalize the inappropriate transla-
tion of the term); otherwise, we will rely on the
widely accepted metrics for adequacy. Finally, we
want the algorithm to be as automatic as possible,
i.e., to avoid the necessity of human annotation on
any level. To meet these demands, we introduce
the following pipeline.

1. General preprocessing: We tokenize the
texts. The tokenization needs to be consis-
tent in both source and target texts to run the
alignment algorithms (Step 3 below).

2. Source terms extraction: We extract “cru-
cial” terms in the source text. The task can
be reduced to keyword extraction, which has
various approaches. In our study, we used the
manual method based on regular expressions:
in legal-like texts, the terms relevant for the
document are announced uniformly at the be-
ginning of the document (for example, by the
phrases “hereinafter referred as...”). We jus-
tify this choice in Section 6. As a result of this
step, we get a set of the terms that occur in the
text (hereinafter: src term set), and, for each
sentence, we get a list of terms that appear
there.

3. Term Alignment: For automation, we sug-
gest using any word alignment algorithm. In
this experiment, we used fast-align algorithm
introduced by Dyer et al. (2013). Now, for
each text separately, we extract the alignments
of the source terms obtained in Step 1.1 At the
end of this step, for each document, we have,
firstly, lists of aligned target terms in each sen-
tence, secondly, the dictionary of source terms
and the counts of their corresponding align-
ments in this text (hereinafter: src-tgt dict).

1To create a better word alignment, we firstly collect all
outputs of the same system into one text, apply fast-align to
such big texts, and then split the alignments back to the initial
document level.

451



4. Choosing the “pseudo-reference” transla-
tions: To measure the performance of the MT
system, we have to compare the real occur-
rences of the translations (obtained in Step
3, hereinafter called “candidate” translations)
to the translations that we expect to be used
throughout the text (we call them “pseudo-
reference” translations). Choosing the pseudo-
reference translation is the trickiest element of
the task. However, we can introduce several
solutions to it. On the one hand, we can count
the first occurrence of each translated term
as the pseudo-reference. This is reasonable
in the logic of legal texts, where the terms
are “introduced” at the beginning and consis-
tently used afterwards. On the other hand, we
can choose the most frequent translation of
the term to be the correct translation. In our
experiment, we tried both approaches, which
are easily done by the src-tgt dict or by the
lists of the target terms for each sentence in
the text. As a result of this step, we obtain
the list of the “pseudo-reference” target terms
for each sentence. Notably, the choice of the
“pseudo-reference” terminology is calculated
separately for each document.

5. Evaluation: After the four steps, the final
data structure consists of quintuples, where
each quintuple consists of the source sen-
tence, the target sentence, and three lists: of
the source terms, of the “candidate” occur-
rences of the translated source terms, and of
the “pseudo-reference” translations. We can
represent them as a variant of the TORT an-
notation (term-only reference translation, in-
troduced by Bafna et al., 2021), where for
each MT output sentence, there is a list of cru-
cial reference terms instead of the whole text.
Such lists of lists of “candidate” and “pseudo-
reference” occurrences can be measured by
the widespread data science metrics – multi-
class precision, recall, true positive rate, etc.
For better granularity, we also suggest group-
ing the lists by the source terms and counting
the percentage of the correct occurrences of
the exact term (hereinafter we call it "our" or
"our own" metric).

Therefore, the main novelty of our approach is
not the metric itself but an algorithm for automatiz-
ing the data collection for applying the widespread
metrics.

4 Data

We used the data from the ELITR agreement test
suite to test the metric. The test suite consists of
various short agreement documents, namely, 18
purchase agreements, 13 lease and sublease agree-
ments, and two agreements on renting or using
the software. All documents have Czech as the
source language and English as the target language;
only for three files, the reference English transla-
tions are provided. As the MT outputs, we used
the results of seven MT systems that took part in
2021 and 2022 competitions on this test suite. De-
tailed information about the systems is presented
in Akhbardeh et al. (2021) and ?, and the test suite
texts are available online.2

5 Results and Discussion

In this section, we firstly comment on the absolute
scores of the different variants of the proposed met-
ric; secondly, we compare the ranking of the MT
systems by our metric and by the ones represented
in the findings of WMT21 and WMT22.

5.1 Proposed Metric Scores

Speaking about the absolute scores (see Table 1),
we can see that for both years, if we fix formula
that we use (either F1 or our own metric), the
most frequent pseudo-reference initialization is reg-
ularly higher than the first-occurrence one (1-3%
for F1; 3-5% for our metric). If we fix the pseudo-
reference initialization and compare different for-
mulas, the difference is bigger and varies between
7-9%. This can be a reflection of the fact that the
NMT models are sentence based. The reason is
following: if a model has a pre-trained distribution
of translations for each term, then it may tend to
choose the same likeliest translation for the term
in the majority of the sentences. Thus, such likeli-
est translations will be most frequent in the src-tgt
dicts, and will be chosen as "pseudo-references" in
case of the most frequent initialization.

If we take into account the ranking of the algo-
rithms, we can see that the big difference tends
to be between the variants with different pseudo-
reference choice. Kendall’s tau paired comparisons
between the variants support this hypothesis: the
most correlating rankings are the F1 and our metric
with first-occurrence initialization, next best corre-
lation is between the F1 and our metric with the

2https://github.com/ELITR/agreement-corpus
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Year MT System 1st;
F1

1st;
Own

Freq;
F1

Freq;
Own

1st;
F1

rank

1st;
Own
rank

Freq;
F1

rank

Freq;
Own
rank

2
0

2
1

CUNI-Doc
Transformer 0.897 0.804 0.915 0.835 3 4 4 4

CUNI-Trans
former2018 0.857 0.776 0.895 0.827 8 7 8 7

Facebook-AI 0.907 0.838 0.930 0.871 1 1 1 1
Online-A 0.883 0.795 0.914 0.829 4 5 5 6
Online-B 0.880 0.792 0.925 0.852 6 6 2 2
Online-G 0.871 0.771 0.900 0.811 7 8 6 8
Online-W 0.881 0.807 0.898 0.831 5 3 7 5
Online-Y 0.900 0.813 0.921 0.840 2 2 3 3

2
0

2
2

ALMAnaCH-
Inria 0.816 0.688 0.885 0.807 11 11 10 9

CUNI-Doc
Transformer 0.897 0.805 0.916 0.836 4 6 4 6

CUNI-Trans
former 0.848 0.751 0.882 0.790 10 10 11 11

JDExplore
Academy 0.899 0.817 0.928 0.863 3 4 1 1

Lan-Bridge 0.902 0.826 0.918 0.846 2 2 3 2
Online-A 0.877 0.773 0.924 0.836 7 7 2 7
Online-B 0.902 0.831 0.912 0.842 1 1 5 4
Online-G 0.871 0.772 0.898 0.807 8 8 8 10
Online-W 0.889 0.816 0.903 0.838 6 5 7 5
Online-Y 0.860 0.767 0.892 0.809 9 9 9 8

SHOPLINE-
PL 0.895 0.822 0.910 0.845 5 3 6 3

Table 1: Scores of different metric variants. The first position in the column name denotes the method for choice of
pseudo-reference (“Freq” for “most frequent translation”, “1st” for “first occurrence”); the second means the metric
(“F1” for F1 score and “Own” for our own metric – averaged percentage of the correct hits per term). The last four
columns show the ranking of the systems.
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Compared Setups τ
2021

τ
2022

1st;F1 VS 1st;Own .786* .891*
1st;F1 VS Freq;F1 .643* .636*
1st;F1 VS Freq;Own .571 .673*

1st;Own VS Freq;F1 .429 .527*
1st;Own VS Freq;Own .643* .709*
Freq;F1 VS Freq;Own .786* .600*

Table 2: Pairwise Kendall’s Tau correlations between
the rankings of the scores obtained by different variants
of our algorithm. The first column shows the pairs of
variants we compare (separated by “VS”). The second
and the third columns show Kendall’s Tau scores; the
asterisk denotes the values that are statistically signifi-
cant for the null hypothesis of τ = 0(p < 0.05).

same most frequent initialization. The next level of
correlation is for the pairs of different initializations
with the same metric (F1 or our own, respectively);
the lowest correlation is between the most distant
variants (such as F1 with the first-occurrence ini-
tialization and our metric with the most-frequent
initialization). Notably, such a clear trend can be
seen only on the results of WMT2021 systems,
while on 2022 data, the only clear correlation is be-
tween the F1 and our metric with first occurrence
initialization. The detailed tau values are shown
in Table 2. Looking back at Table 1, we can see
that, for 2021 systems, the best ones are Facebook-
AI, Online-Y, and Online-B according to any met-
ric variant, and the worst are CUNI-Transformer
and Online-G. As for 2022 systems, the best-rated
ones are JDExploreAcademy, Lan-Bridge, CUNI-
DocTransformer, and Online-B, while the worst-
rated ones are CUNI-Transformer ALMAnaCH-
Inria, Online-Y, and Online-G.

5.2 Comparison with Standard Automatic
Metrics and Direct Assessment

We also wanted to compare our metrics to the tradi-
tional manual and automated evaluation approaches
for MT. Unfortunately, the only published results
of the considered MT systems were based on the
evaluation of another dataset of news texts, see
Akhbardeh et al. (2021) and the actual scores on-
line.3 However, they can still give us an approx-
imate idea of the systems’ relative performance.
For the 2021 news track, we have both automatic
scores (BLEU and chrf) and human direct assess-

3https://github.com/wmt-conference/
wmt22-news-systems

Metrics Compared τ
2021

τ
2022

1st;F1 VS BLEU .357
-.5271st;F1 VS chrf .286

1st;F1 VS DA .714* N/A
1st;Own VS BLEU .143

-.6361st;Own VS chrf .071
1st;Own VS DA .500 N/A
Freq;F1 VS BLEU .143

-.527Freq;F1 VS chrf .071
Freq;F1 VS DA .786* N/A

Freq;Own VS BLEU -.071
-.636Freq;Own VS chrf -.143

Freq;Own VS DA .571 N/A

Table 3: Pairwise Kendall’s Tau correlations between
our metrics and the standard metrics (DA for direct
assessment). The columns are arranged the same way as
in Table 2; the statistical significance pointed by asterisk
is p < 0.05 (for positive tau values only). For 2022 data,
we do not have DA scores, thus it is marked “N/A”;
also the rankings by BLEU and chrf are same, thus the
corresponding cells in 2022 are merged.

ment, while for the 2022 track, we only have the
automated metrics, the same as for the previous
year. To compare the rankings of our metric and
the standard ones, we find it logical to use Kendall’s
tau correlation, as it was applied in previous met-
rics shared tasks Macháček and Bojar (2014). The
results of this comparison can be seen in Table 3.
Regarding the WMT2021 outputs, on the one hand,
the correlation between any automatic metric and
any of our variants is not as high (and the p-values
do not show any significance). The correlation with
direct assessment scores, on the other hand, is high
(more than 0.6 on average), and shows also the sta-
tistical significance in 2 out of 4 cases (for F1 with
both variants of pseudo-reference initialization).

Unfortunately, we cannot compare the 2022 re-
sults with human scores yet. For the 2022 auto-
matic scores, the discrepancy between our metric
and automated metrics is even bigger, which is rep-
resented by the negative τ value. If we analyze
the ranking of the systems by the standard met-
ric and of the proposed metrics, we can see that,
for 2021, the tentative clustering into three groups
(best-average-worst system) roughly coincides with
the automated metrics, while for 2022 the general
coincidence remains, but there are counterexam-
ples such as Online-W which is best by BLEU
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and chrf, and average by our metric. We can inter-
pret the lack of correlation between the automated
metrics and our metric the following way: the pro-
posed metrics can give additional information com-
pared to the dominant automated ones; moreover,
they tend to correlate with the human document-
level judgments, which are, as it has already been
mentioned, more sensitive to the inconsistencies in
translations on the document level.

5.3 Comparison of 2021 and 2022
Performance

The last notable comparison is the progress of sys-
tems that participated in both the 2021 and 2022
competitions; there were six such systems. We sub-
tracted the 2021 scores from the 2022 scores and
ranked the differences from the most significant
increase to the biggest decrease. We did that both
for our metrics and for the standard automatic ones.
The first notable difference is that the changes in
scores with our metrics are very small compared to
BLEU and chrf, they are not bigger than 3% (while
the smallest change in BLEU and chrf are 15% and
10%, correspondingly). Based on that, we may
hypothesize that our metrics show that the system
developers did not aim at increasing the term con-
sistency of the translations. However, to check this
hypothesis, we should analyze the architecture of
the systems and possibly to compare their perfor-
mance against the systems intentionally oriented at
term preservation, such as Voita et al. (2019a). The
detailed comparison of 2021 and 2022 algorithms
is shown in Table 4.

6 Limitations and Perspectives

As was stated, we proceed with testing our metrics,
both “extensively” (on more data) and “intensively”
(by tweaking the inner parameters of the metric it-
self). Regarding the “extensive” analysis, we firstly
should retrieve the automatic metrics obtained for
the ELITR agreement corpus and compare them to
our findings. Secondly, we should test our method
on other language pairs or at least on the opposite
English-to-Czech direction.

The second priority covers a more “intensive”
analysis of the metric. The method that we suggest
is based on several automated (or semi-automated)
steps. For each of the steps (keyword extraction,
word alignment, manual restriction of the term
translations), different approaches and algorithms
can be used. So far, we have tested the YAKE

Campos et al. (2018) and KeyBERT4 keyword ex-
tractors for the first step. We compared their per-
formance on the legal text outside the main ELITR
collection (this means that, for regex-based extrac-
tor, we created the templates based on the ELITR
connection and applied it to the testing text). Ten-
tative analysis shows that for the considered text,
regex term extractor demonstrates the best perfor-
mance, with 100% precision and 64% recall (7 out
of 11 terms). Both YAKE and KeyBERT output
an excessive number of false positive results, thus
showing a dramatic decrease in precision (best per-
formance – YAKE with 1-token keyword retrieval,
35%). The recall scores for these algorithms de-
crease as well: the comparable result is performed
only by YAKE (54% for 1-token keyword retrieval),
while the 2-token length YAKE shows 36% and
KeyBERT shows 9%.

This can lead us to the conclusion that the regex
term extraction is the best algorithm. However, if
we apply these extractors to different texts of a sim-
ilar domain – audit report (retrieved from another
ELITR repository,5) we will see that the regex key-
word extraction outputs no terms at all. The reason
is that the terms in this report are introduced only in
parentheses, with no additional explicit hints (such
as “hereinafter referred as. . . ”) in the legal texts.
Both machine learning-based algorithms, in con-
trast, manage to catch at least some of the necessary
terms. This drives us to the conclusion, that for the
robustness of the regex-based term extraction, we
should take into account different “strategies” of
introducing the terms in the document (sometimes –
by parentheses, sometimes – by additional phrases).
This means that, before evaluating a new collection
of the exact text, we still need some human effort to
understand the strategy of the term marking there.
Another way for a bigger automatization can be
using the combination of different keyword extrac-
tion algorithms, and choosing the terms through
a majority vote or taking the union. Finally, we
can look at the problem of the term extraction and
alignment from an opposite perspective: if there
is no reliable combination of the automated algo-
rithms for these two steps, we can use our metric
semi-manually: the steps 2-3 from Section 3 will
be completely handed over to human annotators,
and their results will be processed automatically

4https://maartengr.github.io/KeyBERT/index.
html

5https://github.com/ELITR/
wmt20-elitr-testsuite
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1st;
F1

1st;
Own

Freq;
F1

Freq;
Own

1st;
F1

rank

1st;
Own
rank

Freq;
F1

rank

Freq;
Own
rank

BLEU chrf BLEU
rank

chrf
rank

CUNI-Doc
Transformer .0006 .0012 .0006 .0013 3 3 3 3 .1603 .1109 5 4

Online-A -.0065 -.0219 .0099 .0065 5 5 1 2 .1985 .1371 2 2
Online-B .0223 .0395 -.0126 -.0097 1 1 5 5 .1749 .1197 3 3
Online-G -.0005 .0006 -.0012 -.0049 4 4 4 4 .1533 .1031 6 6
Online-W .0081 .0085 .0051 .0066 2 2 2 1 .2733 .1835 1 1
Online-Y -.0399 -.0465 -.0288 -.0305 6 6 6 6 .1668 .1078 4 5

Table 4: Comparison of systems’ progress from 2021 to 2022. The columns with the names of metrics (or the
variants of our metric) denote the result of subtraction of the 2022 scores from 2021 scores. The “rank” columns sort
the systems by their progress in the corresponding metric (1 - biggest increase, 6 - lowest increase/biggest decrease).

by steps 4-5. Of course, such implementation will
be more time- and effort-consuming, but, firstly, it
should still be faster than other manual evaluation
approaches such as MQM, secondly, it will give us
a model results of term extraction and alignment,
against which we will compare the automated algo-
rithms.

The last notable limitation of the proposed ap-
proach is rooted in linguistic issues. Although the
legal texts are very consistent in using the same
term for the same concept, there regularly appear
cases of “legitimate” homonymy, where two terms
can denote the same concept. This usually occurs
when two or more antecedents can be referred to
separately or by one term. The example is the
following sentence: X, hereinafter referred to as

“Seller”, and Y, hereinafter referred to as “Buyer”,
together also as “contracting parties”.... Such am-
biguity (when person X can be both referred as
“Seller” and as “contracting parties”) may cause
the problems even within the correct translation,
if in the original the chosen formulation would be
“the Seller and the Buyer”, and in the target lan-
guage it would be chosen as “contracting parties”.
The current metric does not have any capacity to
capture this feature of the legal language domain.

7 Conclusion

We have presented the metric for evaluating the
terminology consistency of the automatically trans-
lated texts. Among its main advantages is its abil-
ity to be automatized and its relative simplicity of
interpretation. We have tested our metric on the
texts from the legal domain in the Czech-to-English
translation pair, and we have obtained the results
that, according to preliminary estimates, correlate

with human document-level judgements and sta-
tistically differ from those of the automated met-
rics such as BLEU or chrF. We are continuing our
analysis to understand the scope of our metric’s
functionality and test it on other language pairs.

We publish our code of the project online at the
Github page6 of the Institute of Formal and Applied
Linguistics, Charles University. We will appreciate
feedback on the current algorithm, and we are open
to discussion and suggestions on its improvement.
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