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Abstract
The lack of resources such as annotated
datasets and tools for low-resource languages
is a significant obstacle to the advancement of
Natural Language Processing (NLP) applica-
tions targeting users who speak these languages.
Although learning techniques such as semi-
supervised and weakly supervised learning are
effective in text classification cases where an-
notated data is limited, they are still not widely
investigated in many languages due to the spar-
sity of data altogether, both labeled and unla-
beled. In this study, we deploy both weakly,
and semi-supervised learning approaches for
text classification in low-resource languages
and address the underlying limitations that can
hinder the effectiveness of these techniques.
To that end, we propose a suite of language-
agnostic techniques for large-scale data collec-
tion, automatic data annotation, and language
model training in scenarios where resources are
scarce. Specifically, we propose a novel data
collection pipeline for under-represented lan-
guages, or dialects, that is language and task
agnostic and of sufficient size for training a lan-
guage model capable of achieving competitive
results on common NLP tasks, as our experi-
ments show. The models will be shared with
the research community 1.

1 Introduction

In recent years, the emergence of social media plat-
forms allowed the increased use of the informal
form of a language in online user-generated con-
tent. As a result, more languages are present in
online content, introducing a challenge to language
processing tools that are developed to improve user
experience. This is evident in the discrepancy in
the levels of support for many tasks in language
technologies for different languages, such as the
lack of keyboard support and spell checking exten-
sions for low resource languages, even those with
a large online user base (Soria et al., 2018).

1https://huggingface.co/reemalyami

Supervised learning models for text classifica-
tion are ubiquitous in natural language processing
tasks (Minaee et al., 2021). For high-resource lan-
guages such as English, Chinese, and German, a
variety of annotated datasets are constantly made
available by both industry and academia (Wang
et al., 2019a; Xu et al., 2020; Schabus et al., 2017).
On the other hand, low-resource languages such as
many Asian languages still suffer from a shortage
of annotated datasets for fundamental NLP tasks,
including text classification (Joshi et al., 2020).
Given that many NLP applications, whether speech
or text, heavily rely on classification, this short-
age can negatively impact the accessibility of AI-
enabled services to speakers of these languages
(Minaee et al., 2020). To assist in reducing this gap
of opportunity, a large body of studies in the NLP
community is dedicated to facing challenges with
low-resource languages using several approaches.

One approach is to focus on developing multilin-
gual models that are capable of learning language-
agnostic representations of data (Wang et al., 2020).
Another approach uses meta-learning and few-shot
learning models to improve results on tasks with
small sets of annotated data (Pires et al., 2019;
Artetxe et al., 2017). Adapting to small sets of data
can also be achieved using semi-supervised models
where a seed of annotated data is used to boot-
strap a supervised model using only a relatively
small set of labeled data (Van Engelen and Hoos,
2020). Weakly supervised models fall into this
class of approaches as well, where primary exter-
nal knowledge sources are incorporated to provide
larger sets of annotated data for the model (Elna-
gar et al., 2019; Guellil et al., 2020). For extremely
low-resourced languages, these techniques are diffi-
cult to apply due to the lack representative datasets
whether labeled or unlabeled (Joshi et al., 2020).

In this work, we address the challenges facing
incorporating learning techniques designed for sce-
narios where annotated data is scarce. Specifically,
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for Arabic dialects, the main challenge is that in
data sources where dialectal data in a raw form
is abundant, it is rarely distinguished from other
Arabic dialects, posing a challenge when the goal
is to target a specific dialect. To that end, we curate
and construct datasets and dictionaries, develop
an automatic annotation scheme, develop multiple
Pre-trained Language Models (PLMs) and conduct
an empirical study to examine the performance
of the text classification task under the learning
paradigms of semi, weak and full supervision. Al-
though Arabic is a widely spoken language, with
over 400 million speakers, it still remains a low-
resource language, especially in terms of the avail-
ability of annotated datasets for emerging NLP
tasks (Althobaiti, 2020). Thus, the approaches pro-
posed in this work, although testing on Arabic, are
applicable to any similarly low-resourced language.

In summary, the contributions of this paper are:

1. Propose a novel data collection pipeline from
Twitter that is language and task agnostic.

2. Construct seven Arabic dialect-specific dictio-
naries.

3. Develop an automatic annotation technique
for Arabic dialects.

4. Train seven Arabic dialect-specific language
models.

5. Propose a novel technique for Arabic dialect
classification that improves over conventional
semi-supervised methods.

6. Evaluate the performance of Arabic dialect
identification in supervised, weakly super-
vised, and semi-supervised settings.

The remainder of this paper is organized as fol-
lows. In the next section we present related work.
Section 3 presents the data collection and annota-
tion pipeline. In Section 4 we describe the pro-
posed language models. Section 5 describes the
classification models. In Section 6 we describe the
experimental setup and evaluation. In Section 7 we
provide a discussion. In Section 8 we conclude and
describe future directions for the work.

2 Related Work

2.1 Arabic Dialect Datasets
Arabic belongs to the group of diglossic languages,
where different variations of the language are spo-
ken in the community sharing the language. Arabic

has two general forms, Modern Standard Arabic
(MSA) the form used in written and formal commu-
nication among all speakers, and dialectal Arabic
(DA), which are local variants of the language used
in day-to-day communication varying based on re-
gion. In Arabic, there are multiple dialects in dif-
ferent regions of the Arab world: Gulf, Levantine
and North Africa. Users commonly communicate
in informal contexts using their local dialect rather
than the formal MSA, more so in spoken than writ-
ten. This introduces a challenge for Arabic-based
applications. As a consequence of the scarcity of
dialectal resources for Arabic, many studies fo-
cus on building Arabic dialectal corpora to inves-
tigate various NLP tasks in Arabic (Einea et al.,
2019; Abdul-Mageed et al., 2020; Bouamor et al.,
2018; Haouari et al., 2020; Elnagar et al., 2018;
Hasanain et al., 2018) (Alyami and Olatunji, 2020;
Al-Twairesh et al., 2018; Baly et al., 2019; Abdul-
Mageed et al., 2018a; Abidi et al., 2017; Itani et al.,
2017; Elnagar and Einea, 2016). Several of these
datasets are publicly available (Haouari et al., 2020;
Bouamor et al., 2018; Abdul-Mageed et al., 2020;
Elnagar et al., 2018; Einea et al., 2019) and have
greatly assisted both the research community and
industry in tackling Arabic NLP challenges.

Datasets for the Arabic Dialect Identification
(ADI) task vary in size, variety, granularity level,
and the domain of the text. As seen in early
work, datasets that investigate specific dialects on
a specific domain, namely, news domain, do so
on a certain granularity level that is the regional
level (Zaidan and Callison-Burch, 2011, 2014; Mal-
masi et al., 2016). Other work developed dialec-
tal datasets at the city and country levels. The
first focuses on the dialects in specific cities in
a country (Bouamor et al., 2018, 2019a; Abdul-
Mageed et al., 2018b). Country-level studies fo-
cus on a specific country and all the sub-dialects
spoke in that country. More recent works on the
country level dialect focus on a specific task (Yang
et al., 2020; Farha and Magdy, 2019; Habash et al.,
2019) or investigate the combination of MSA data
with other dialects (AlYami and AlZaidy, 2020;
Alshargi et al., 2019; Khalifa et al., 2016). In many
works, the collected data is based on crawling data
from user-profile content, resulting in data samples
that, semantically, represent the content discussed
by specific users around a specific set of seed words
(Abdul-Mageed et al., 2020; Bouamor et al., 2018,
2019a). In regards to automatic annotation of Ara-
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bic datasets, the existing tools focus specifically
on linguistic annotation for limited Arabic vari-
eties, especially MSA, which in turn cannot readily
be used to annotate other dialects (Habash et al.,
2009).

2.2 Arabic Dialect Identification

In many cases, it is beneficial to identify the spe-
cific dialect prior to performing core NLP tasks
such as parsing, tokenizing or other downstream
tasks such as semantic inference (Abdelali et al.,
2016). For this reason, we conduct our study on
the specific problem of Arabic dialect classification.
Many ADI studies use n-gram based Language
Model (LM) where they adopt different character
level n-gram representations due to the Out Of Vo-
cabulary (OOV) problem (Malmasi and Zampieri,
2017; Mishra and Mujadia, 2019; Ragab et al.,
2019). Other features for classification such as
Term Frequency — Inverse Document Frequency
(TF-IDF) are used as well (Ragab et al., 2019;
Bouamor et al., 2019b; Abdelali et al., 2021; Ta-
lafha et al., 2020; Gaanoun and Benelallam, 2020).
Since many of these techniques lead to produc-
ing sparse representations, other work proposed
utilizing static dense vectors (Elaraby and Abdul-
Mageed, 2018; Meftouh et al., 2019).

Although dense vectors tend to improve classifi-
cation performance in general, their adaptations in
ADI yield results comparable to those of the n-gram
models (Abu Farha and Magdy, 2019). Addition-
ally, a key aspect to consider in Arabic dialects is
polysemous words due to Arabic dialects having
a shared vocabulary among them, yet the words
in many cases have different meanings from one
specific dialect to another (Zampieri and Nakov,
2021). Recent studies building on contextual fea-
tures demonstrated promising results on a range of
token and sequence classification tasks, including
the dialect identification task (Zhang and Abdul-
Mageed, 2019; Abdelali et al., 2021; Gaanoun and
Benelallam, 2020; Abdelali et al., 2021).

Due to the shortage in datasets for many indi-
vidual Arabic dialects, few efforts have utilized
semi-supervised learning (SSL) in classifying Ara-
bic dialects that showed promising results and some
outperformed supervised learning approach (Zhang
and Abdul-Mageed, 2019; Beltagy et al., 2020; Al-
thobaiti, 2021). In recent years weak-supervision is
utilized in text classification problems such as Ara-
bic dialect identification, sentiment analysis and

document classification as seen in the case of clin-
ical text classification (Huang, 2015; Deriu et al.,
2017; Meng et al., 2018; Wang et al., 2019b).

3 Data collection and annotation for
low-resource languages

In this section we describe our proposed ap-
proaches for large data collection for specific lan-
guages and dialects and our automatic annotation
approach for large data.

3.1 Large Data Collection
In order to build large datasets for low-resource lan-
guages we propose two approaches used to develop
two datasets, Arabic Dialect Short Text dataset
(ADST) and the Arabic Dialect Dictionary dataset
(ADD). The collection approach for each is de-
scribed below.

Arabic Dialect Short Text (ADST) is collected
from Twitter, since many Arab countries are among
the top 20 countries to use Twitter (Twi), in addi-
tion to the Twitter’s feature that allows retrieving
tweets given specific keywords. We use Tweepy
API that permits data collection for research pur-
poses under the digital millennium copyright act
2. Our approach for language or dialect specific
data, defines two parameters: keywords and the
location of the dialect, defined using country geo-
coordinates (latitude and longitude) via Free map
online tool 3 (loc).

In contrast to studies where keywords are
static, which limits dialect diversity and cover-
age (Bouamor et al., 2019a; Abdul-Mageed et al.,
2020), we propose to collect keywords dynami-
cally, i.e. collected from Twitter on a daily basis.
Keyword are obtained from the trending keywords
feature in Twitter for each of the targeted countries
to capture words related to the speakers of a given
dialect.

In order to collect country coordinates for Twit-
ter Data Collection we divide this into two sub-
components. These components are as follows:

1. Country Centric Point: To ensure collecting
dialectal tweets from the specified countries.
One of the parameters that can be passed to
the Twitter query is the latitude and longitude
of the targeted point to collect tweets from

2https://help.twitter.com/en/
rules-and-policies/copyright-policy

3https://www.freemaptools.com/
radius-around-point.htm
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the selected geographical location on the map.
Since Twitter permits that a geometric cen-
tering point on the country’s map is specified
using latitude and longitude and curating all
the tweets in the circle radius inside each coun-
try using an online tool to obtain these data
points as illustrated in the Figure 1.

Figure 1: Specifying a centring geographical point in Saudi
Arabia.

2. Coordinates: After defining a centring point
the countries coordinates were retrieved along
with area of the circle radius. In order to verify
the retrieved coordinates another online tool
is utilized were it yielded identical results 4.

Data Preprocessing

The preprocessing step includes de-duplication,
Arabic letter normalization, removal of digits, char-
acter elongation, and samples with less than seven
tokens in order to have richer representation. The
effect of preprocessing on ADST size is shown in
Table 1.

Country Retrieved Tweets Unique Tweets 7+ Tokens Tweets
Saudi Arabia (SA) 4,693,533 3,614,590 2,415,622

Egypt (EG) 5,677,800 3,313,610 2,099,977
Kuwait (KU) 4,047,308 823,546 477,973
Oman (OM) 665,463 316,500 200,384

Lebanon (LB) 670,715 294,275 204,430
Jordan (JO) 657,472 232,124 97,400
Algeria (DZ) 245,480 115,564 103,488

Table 1: ASTD size and the effect of the preprocessing
on the tweets

Arabic Dialect Dictionary (ADD)
In this study a dictionary refers to a list of words
and symbols that is usually used to automatically
label data in case human annotation is unavailable
as it is a cost effective method (Jurafsky and Martin,
2009). In our work seven Arabic dialectal dictionar-
ies are built from different Arabic dialect sources.

4https://latitude.to/lat/23.48690/lng/
44.82030

A dictionary for each country is built by collect-
ing popular dialect-specific terms from public web-
sites Mo3jam 5 and Atlas Allhajaat 6, where both
sources provide a list of dialectal terms. The ADD
is normalized using a similar process to ASTD
in addition to stopword removal. Stopwords are
collected from an online linguistic repository (El-
Khair, 2017; ASW) of 1,614 stopwords. Finally,
the ADD is reviewed by a human reviewer for fi-
nal cleaning; the resulting dictionary description is
shown in Table 2.

Country SA DZ EG JO LB KU OM
#ADD 7,045 3,869 2,227 1,453 1,195 2,066 1,550

Table 2: The ADD Size

3.2 Automatic Data Annotation

Annotating a large dataset of Arabic dialects for
the ADI task manually is costly, which introduces
the need for an automatic annotation approach.

Figure 2: Tweets Automatic Annotation Process.

Our proposed automatic annotation process is
shown in Figure 2. The annotation is performed
through a labeling function that utilizes ADD as an
external source to generate automatic labels. The
data is annotated automatically using the dialect-
specific dictionary (ADD), where the tweets cu-
rated from a particular country are labeled as a pos-
itive sample of the country dialect only if the tweet
contains n or more tokens from the corresponding
country’s dictionary, as illustrated in Figure 3. In
our work we set n = 2 after an empirical assess-
ment. After annotating the dialect, each dialect
has its own automatically annotated dataset. Each
dataset contains the positive dialect instances, and
for the negative samples, the other automatically
labeled dialect samples from other dialects are in-
corporated, producing a balanced dataset. The size
of the resulting dataset is shown in Table 3.

5https://ar.mo3jam.com/
6http://www.atlasallhajaat.com/
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Figure 3: Sample tweet that is automatically labeled

Dialect SA DZ EG JO LB KU OM
Total 104,976 61,860 104,976 17,496 20,304 53,052 29,664

Table 3: Automatically Annotated Data

4 AraRoBERTa

This section provides a description of the dialect-
specific language models developed using the
large datasets we collected. To obtain the Ara-
bic RoBERTa (AraRoBERTa) models, we train
7 BERT-based models using the RoBERTa-base
configuration with Masked Language Modeling
(MLM) pre-training objective (Devlin et al., 2018;
Liu et al., 2019). It consists of 12 encoder lay-
ers/blocks, 768 hidden dimensions, 12 attention
heads, and 512 maximum sequence length (Devlin
et al., 2018; Wolf et al., 2020). The batch size is 32
with 10 epochs after initial experimentation based
on the loss. Although initial experimentation is
done on the hyperparameter, the adopted values are
similar to the literature.

The optimization is similar to the adopted BERT
optimization (Liu et al., 2019), using the Adam
optimizer (Kingma and Ba, 2017) with similar pa-
rameters. The collected tweets described in Section
3.1 from each dialect are utilized for pre-training
the corresponding AraRoBERTa dialectal language
model as shown in Table 4. We use the Byte Per
Encoding (BPE) tokenizer using HuggingFace im-
plementation 7. BPE resolves the OOV problem,
making it simpler, more efficient, and provides a
small vocabulary size that is 52K (Sennrich et al.,
2016). The developed AraRoBERTa models and
the selected contextual baselines are described in
Table 4 in term of the Arabic training data, the
vocabulary size and the model configuration. In
this work AraRoBERTa is built using HuggingFace
Transformers API (Wolf et al., 2020) on (1x16GB
NVIDIA Tesla P100) GPU.

Also, other contextual baselines are used to com-
pare the performance of AraRoBERTa variations
against as shown in Table 4. These models are: 1)
mBERT: The multilingual version of BERT that is

7https://huggingface.co/docs/
transformers/tokenizer_summary#
byte-pair-encoding

trained on 100 languages including Arabic (Devlin
et al., 2018). 2) XLM-R The multilingual version
of RoBERTa that is trained on 100 languages (Con-
neau et al., 2020). 3) AraBERT A monolingual
model developed on Arabic specifically MSA (An-
toun et al., 2020).

5 ADI Models

The ADI task is formed as a classification task.
We adopt three classification models using semi
and weak supervision paradigms. In these models,
we build on a transformer-based classifier. In this
section, we provide an overview of our proposed
models.

5.1 Dialect Classification Problem
The Arabic dialect classification problem is de-
fined as follows. Given a set of short texts,

D = {(t1, y1), (t2, y2), ...(tn, yn)}
where t denotes the short text instances, n denotes
the number of instances and the label is denoted by
Y = {P,N} where P represent a specific Arabic
dialect and N represent the negative samples that
does not belong to the dialect, the model performs
binary classification to assign each ti a yj label.

5.2 Semi-Supervised Model
The conventional SSL approach known as self-
training illustrated in Figure 4 does not ensure
having negative samples in the training data since
the data is collected from a specific country affect-
ing the performance of the model. Hence, another
semi-supervised approach is proposed to mitigate
the limitation of the conventional SSL approach.

Figure 4: The pipeline for conventional semi-supervised clas-
sification model.

The proposed SSL task learns from both the la-
beled and unlabeled data. For the labeled data, we
manually annotated dataset as follows. A human
expert labels each tweet as belonging to one of
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Model Training Data Vocabulary Configuration
Source Variant #Tokens Tokenizer Size Arch. #Params.

mBERT Wikipedia MSA/Multi-Lang Ar(153M)/All(1.5B) WP Ar(5K)/All(110K) base 110M
XLM-RB CommonCrawl MSA/Multi-Lang Ar(2.9B)/All(295B) SP Ar(14K)/All(250K) base 270M
AraBERT Several (3 sources) MSA 2.5B SP Ar(60K)/All(64K) base 135M

AraRoBERTa-SA

Arabic Twitter

SA DA 45.4M BPE 52K base 126M
AraRoBERTa-EG EG DA 37.2M BPE 52K base 126M
AraRoBERTa-KU KU DA 8.9M BPE 52K base 126M
AraRoBERTa-OM OM DA 3.8M BPE 52K base 126M
AraRoBERTa-LB LB DA 3.6M BPE 52K base 126M
AraRoBERTa-JO JO DA 2.6M BPE 52K base 126M
AraRoBERTa-DZ DZ DA 1.9M BPE 52K base 126M

Table 4: Configurations of existing models and AraRoBERTa models. WP is WordPiece and SP is SentencePiece
tokenizers.

seven pre-defined dialects which is then reviewed
by another expert. Both annotators are either na-
tive speakers or closely familiar with the dialect.
The seven dialects we consider are: Saudi Arabia,
Kuwait, Oman, and Egypt, Algeria, Jordan, and
Lebanon. For the last 3 countries, native speakers
are recruited to label the data from a freelance ser-
vice website 8. The annotators are compensated
based on their offer in the platform. A request
explaining the required task is raised, then each
freelancer offers her/his services with the price de-
fined by the freelancer. If a mutual agreement is
reached, the freelancer is paid before performing
the task.

Only annotators with the location corresponding
to the needed dialect were hired. A meeting with
each freelancer is conducted to explain the task
then an initial sample of 10 tweets is annotated by
the annotator to ensure the task is understood by the
annotator. In addition to this data, the dataset from
the NADI shared task, released under the creative
commons license, is used (Abdul-Mageed et al.,
2020). The proposed semi-supervised model is il-
lustrated in Figure 5. For dialect i the classifier CSi

takes as an input the annotated data DA and after
initial training it is utilized to produce the pseudo-
labels: YS = {PS , NS} on the unlabeled data DU .
In the pseudo-labeled data DSi the negative sam-
ples are denoted by NSi = PS1 , . . . PSm−1 where
PSi ̸∈ NSi and |PSi | == |NSi | as illustrated in the
figure where the colors denote the negative sample
that corresponds to the positive sample for each
dialect. That is then augmented with the labeled
data for the model to train on both data until the
defined termination criteria is reached.

8https://khamsat.com/

Figure 5: The pipeline for the proposed semi-supervised clas-
sification model.

5.3 Weakly-Supervised Model

This learning task learns from unlabeled data by
providing an approximate label. The set of weak
labels (class) are assigned using a labelling func-
tion g that utilizes an external source of infor-
mation to annotate the unlabeled instances DU

producing YW , where YW = {Pw, Nw}, denot-
ing a weak label. This is performed on all un-
labeled data to create a new training set DW =
{(tw1 , yw1), (tw2 , yw2), .....(twm , ywm)}, where m
denotes the number of samples and wi ∈ YW . Here
the labels YW are produced automatically, as illus-
trated in Figure 6. The weakly labeled data DW

produced by the automatic annotator for dialect i is
subsequently used to train a binary classifier CWi

to predict dialect i.

6 Experiments and Evaluation

Here we describe the evaluation experiments for
fully, semi and weakly supervised learning models
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Figure 6: The pipeline for the weakly-supervised classification
model.

for the ADI task. The performance is evaluated
using the F-1 measure, following existing literature.

6.1 Supervised ADI

We follow an experimental setup similar to the pre-
training task as described in Section 4 except for
the number of epochs, which is five. This experi-
ment evaluates the performance of AraRoBERTa
variations on the dialect classification task using
the manually annotated data described earlier with
a train/validation/test split of 70/10/20 respectively.
Additionally, the results are compared with other
contextual baselines described earlier and with a
traditional machine learning model, namely, Logis-
tic Regression (LR) as it yielded the best results
on the same task in a previous study (AlYami and
AlZaidy, 2020). The training data for LR is similar
to the ones described above and TF-IDF is used
to represent text. The experiment is preformed
with 10-fold cross validation and a train/test split
of 80/20.

Experimental Results The results for the super-
vised experiments are shown in Table 5. Larger
AraRoBERTa models, namely, AraRoBERTa-SA
and AraRoBERTa-EG, outperform other models.
AraRoBERTa-KU model outperforms its multi-
lingual counterparts and is slightly lower than
AraBERT. In other cases, both AraRoBERTa and
AraBERT yielded similar results, and the other mul-
tilingual models outperformed them. Except for
AraRoBERTa-OM yielding the lowest performance
among other models. Although AraRoBERTa mod-
els are trained on maximum 1.8% of the data that
AraBERT is trained on, it yields very competitive
results. In five out of seven AraRoBERTa flavors,
it outperformed the contextual baseline models as
shown in Table 5.

For the remaining two, although trained an even
smaller fraction, it yielded a similar performance
to AraBERT and multilingual models. This encour-
ages training other models on a specific content
even if the available data size is smaller compared
to other training data in the literature. Addition-
ally, when comparing AraRoBERTa against LR

the two largest AraRoBERTa models outperform
it. Also, AraRoBERTa-KU yields a slightly lower
result. However, from the results, when having ac-
cess to small dataset size, traditional ML performs
better.

Dialect AraRoBERTa AraBERT mBERT XLMR LR
SA 0.836 0.806 0.823 0.784 0.791
EG 0.934 0.898 0.872 0.879 0.862
KU 0.916 0.913 0.883 0.886 0.921
OM 0.718 0.845 0.839 0.896 0.883
LB 0.849 0.849 0.879 0.866 0.892
JO 0.848 0.856 0.872 0.833 0.881
DZ 0.859 0.855 0.873 0.908 0.923

Table 5: The supervised classification results. The best
results are in bold.

6.2 Semi-supervised ADI

The performance of semi-supervised classifiers is
evaluated on the same test set used in the super-
vised baseline. Then, it is compared against it.
The sample size for the unlabeled data is reduced
due to computational limitations where a random
sample of 16,000 training samples are selected to
perform the semi-supervised experiments with a
0.95 threshold for the prediction confidence for the
pseudo-labeled instances. The training stops when
the remaining unlabeled data points are less than
5% .

Experimental Results The results of the SSL
classifier are shown in Table 6. We can notice
it outperforms the performance of the supervised
models in multiple dialects. Also, we can notice
that AraRoBERTa-Om and AraRoBERTa-LB that
were built on the lower end in terms of training
data, yield better performance than its supervised
AraRoBERTa counterparts.

!

Dialect Supervised SSL
SA 0.84 0.83
EG 0.93 0.93
KU 0.92 0.89
OM 0.72 0.80
LB 0.85 0.88
JO 0.85 0.83
DZ 0.86 0.87

Table 6: The semi-supervised classification results. The
best results are in bold.

266



6.3 Weak-supervised Dialect Classification

The performance of weak-supervised classifiers
is evaluated on the same test set used in the super-
vised baseline. Then, it is compared against it. This
setup follows the supervised setup, however, the
number of epochs is different since initial experi-
ments showed that three epochs are suitable as the
training data is larger and the training loss flattens
before reaching three epochs.

Experimental Results The results for the weak-
supervised experiments are shown in Table 7 in
general for all models across dialects yield lower
performance compared to AraRoBERTa supervised
classifiers as shown by the performance change.
Although the classification data size is larger by
around 6x for the Jordan dialect and up to 33x
for Saudi dialect. However, the degrade in per-
formance is noticeable in AraRoBERTa models
trained on smaller data size like AraRoBERTa-JO
rather than larger models like AraRoBERTa-SA.

!

Dialect Supervised WSL
SA 0.84 0.81
EG 0.93 0.86
KU 0.92 0.61
OM 0.72 0.40
LB 0.85 0.78
JO 0.85 0.71
DZ 0.86 0.78

Table 7: The weak-supervised classification results. The
best results are in bold.

7 Discussion

This section provides an analysis for the experimen-
tal results and discusses the significant findings.

7.1 Supervised Classification Model

As shown in the experiments above, we note that
the least performing model on the supervised clas-
sification task is AraRoBERTa-OM. The model
has a false-negative rate of 20.75%, whereas the
false-positive rate is only 2.25%, indicating a bias
towards rejecting Omani texts although the model
is balanced for positive and negative samples. To
probe this further, the model was tested again on
a slightly-modified version of the test set, where
we replaced positive samples that were misclassi-
fied by the model, with different positive samples
that contained more Omani-specific terms. The

amount of replaced samples is around 10% of the
test data. As a result, the ability of the model to
identify the Oman dialect increased, reflected by an
3% increase in the true-positive rate and a decrease
in the false-negatives from the previous 20.75%
to 18.12%. This can be due to the training set of
AraRoBERTa-OM, which could have contained a
larger portion of utterances with majority of tokens
are Omani specific terms and did not account for
ones with majority of tokens that are common with
other dialects.

In other cases, the classification inaccuracies
may not be a result of the training set for the lan-
guage model but rather be due to the dialect itself.
For instance, AraRoBERTa-SA and AraRoBERTa-
LB both exhibit a more inclusive bias, i.e. labeling
other dialects as positive, with false-positive rates
of 11.38% and 11.62%, respectively, compared to
low false-negatives of around 4% for each. To
probe this further we examine missclassified sam-
ples in the test set, where we show some examples
in Figures 7 and 8. For the examples in Figure 7 ,
although the full tweet belongs to another dialect,
Jordan dialect, we can see all of the words in the
tweet can be used by Saudi speakers in regions near
the Saudi/Jordan border.

On the other hand, in Figure 8, the first sample is
Egyptian dialect where the second is Saudi, using
words that are specific to these dialects. This con-
trast indicates that a bias towards false-positives
can be attributed to either a training set for the lan-
guage model that is not sufficiently representative
of the dialect, or to the approach with which Ara-
bic dialects are generally defined, i.e. by country.
Typically, regions along the borders of countries
commonly share a similar dialect, which in cer-
tain datasets becomes more pronounced in cases of
large and centrally located countries such as Saudi
Arabia.

Figure 7: A sample of the misclassified tweets by
AraRoBERTa-SA, these samples are negative samples. How-
ever, the model classified them as Saudi.

7.2 Semi-supervised Learning
The results of the SSL classifier are shown in Table
8. Note that the performance at iteration-0 is su-
pervised and semi-supervised at iteration 1 and 2.
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Figure 8: A sample of the misclassified tweets by
AraRoBERTa-LB, these samples are negative samples. How-
ever, the model classified them as Lebanese.

The performance in later iterations outperforms the
model’s performance at iteration-0 in the majority
of the models. Indicating the effectiveness of the
proposed approach.

LM Iteration Training F-1 Remaining %

AraRoBERTa-SA
0 2,800 0.818 9%
1 28,528 0.834 7%
2 30,028 0.83 <1%

AraRoBERTa-EG
0 2,800 0.933 63%
1 17,020 0.925 34%
2 23,608 0.911 2%

AraRoBERTa-KU
0 2,800 0.902 68%
1 17,416 0.882 28%
2 22,420 0.886 2%

AraRoBERTa-OM
0 2,800 0.84 51 %
1 17,284 0.802 43%
2 22,564 0.784 3%

AraRoBERTa-LB
0 2,800 0.876 72%
1 23,440 0.883 25%
2 27,928 0.864 1%

AraRoBERTa-JO
0 2,800 0.839 65%
1 20,488 0.832 32%
2 27,016 0.812 <1%

AraRoBERTa-DZ
0 2,800 0.859 84%
1 27,016 0.854 13%
2 29,608 0.873 <1%

Table 8: The semi-supervised classifiers results. The
Remaining % equals the remaining samples/original
sample size (16K).

7.3 Weak-supervised Classification Model
In order to understand the results obtained by the
AraRoBERTa models in weak-supervised setup,
we looked at the performance of the models on
the validation data as shown in Table 9. We can
see the results obtained indicate the model learned
from the automatically labeled data and obtained
high results. However, the performance on the test
data indicates that the models with lower results
have learned from noisy samples, which can be
one of the downsides of utilizing this approach.
Here we can see this when comparing super-
vised AraRoBERTa-KU and the weak-supervised
AraRoBERTa-KU, we can see the model is pre-
dicting the automatic positive sample as a negative
sample. Indicating that these samples are noisy
since the supervised version can identify the posi-
tive samples easily. On the other hand, we can see
the effectiveness of weak-supervised on the same

task but in different dialects like SA and EG. Pro-
viding a promising way of automatically labeling
the dialect given a model trained on large data like
SA and EG.

Dialect Validation Test Performance
Change

SA 0.9 0.812 -8.8%
EG 0.955 0.857 -9.8%
KU 0.948 0.744 -20.4%
OM 0.915 0.404 -51.1%
LB 0.966 0.783 -18.3%
JO 0.884 0.708 -17.6%
DZ 0.929 0.776 -15.3%

Table 9: The performance of AraRoBERTa in the weak-
supervised setting on both the validation and test phases
in all dialects based on the F-1 score.

8 Conclusion

This paper proposed different approaches for Ara-
bic dialect text classification as a low-resource sce-
nario and conducted an empirical study to evaluate
the performance of the adopted approaches. The
paper proposed a novel data collection pipeline
from Twitter that is language and task agnostic.

Also, developed dialect-specific contextual lan-
guage models to learn from unlabeled data that
yield effective and stable performance across di-
alects, as seen in supervised classification. While
AraRoBERTa models were pretrained on a frac-
tion of the data size that other contextual baselines
were trained on, the results showed that most of
the supervised AraRoBERTa models outperformed
these models. In addition, when compared to the
traditional ML model, larger AraRoBERTa models
outperform it as well.

Additionally, to the best of our knowledge, we
constructed the first dialectal dictionary to utilize
it in the automatic annotation in scenarios where
labeled data are not available and then utilized in
a weak-supervised task. Although the automatic
function contains one hand-crafted rule, this ap-
proach is a promising technique for annotating
large data and utilizing it in a text classification
task. Also, the proposed SSL model can be adopted
when only a few labeled examples are available
where it shows its effectiveness and stability.
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