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Abstract

Social media platforms are becoming inherent
parts of people’s daily life to express opinions
and stances toward topics of varying polarities.
Stance detection determines the viewpoint ex-
pressed in a text toward a target. While commu-
nication on social media (e.g., Twitter) takes
place in more than 40 languages, the major-
ity of stance detection research has been fo-
cused on English. Although some efforts have
recently been made to develop stance detec-
tion datasets in other languages, no similar ef-
forts seem to have considered the Arabic lan-
guage. In this paper, we present MAWQIF, the
first Arabic dataset for target-specific stance
detection, composed of 4,121 tweets annotated
with stance, sentiment, and sarcasm polarities.
MAWQIF, as a multi-label dataset, can provide
more opportunities for studying the interaction
between different opinion dimensions and eval-
uating a multi-task model. We provide a de-
tailed description of the dataset, present an an-
alysis of the produced annotation, and evaluate
four BERT-based models on it. Our best model
achieves a macro-F1 of 78.89%, which shows
that there is ample room for improvement on
this challenging task. We publicly release our
dataset, the annotation guidelines, and the code
of the experiments.1

1 Introduction

Currently, online forums and social media plat-
forms are being inherent parts of people’s daily
life as a media of expressing their stances toward
different targets (e.g., events, politics, services, or
controversial news). Consequently, the demand
for automatic solutions for stance detection signifi-
cantly increases as the volume of unstructured data
does.

Stance detection is the task of predicting whether
the author of a written text is in favor of, against,
or neutral toward a subject of interest (i.e., target),

1https://github.com/NoraAlt/Mawqif-Arabic-Stance

in which the stance is explicitly or implicitly stated
in the text (Küçük and Fazli, 2020; AlDayel and
Magdy, 2021). Automatic and high-performance
solutions for stance detection can play a valuable
role in decision-making for politicians, businesses,
and authorities. The input to the stance detector is
usually a pair of written text and a target. However,
other inputs can be used to boost the model per-
formance such as the user’s social activity on the
social media platforms (e.g., retweets and likes).

Existing stance detection datasets can be catego-
rized based on the target dependency into target-
specific, cross-target, and target-independent. In
target-specific stance detection, a specific target
(e.g., Donald Trump or BREXIT referendum) has
to be given along with the user’s text, and some-
times the user’s information, in order to detect the
stance toward the predefined target. In cross-target
stance detection, the objective is to build a classifier
that can transfer the learned knowledge between
targets using a large dataset that comprise a wider
range of different targets. In the target-specific and
cross-target tasks, the target of the stance is an ex-
plicit entity (e.g., person, event, or controversial
issue), whereas the target in target-independent
tasks is a claim or a piece of fake news and the
objective is to detect whether the comments are
confirming the claim/news or denying its veracity.

A significant number of stance detection tech-
niques have been proposed in the literature. How-
ever, most of these studies used an old public
dataset, SemEval-2016 (Mohammad et al., 2016),
including those published recently (Chen et al.,
2021; Li et al., 2021b; Al-Ghadir et al., 2021; All-
away et al., 2021; Liang et al., 2021). We believe
that more benchmarked stance detection datasets
should be released under a common open license
for public usage. Non-English data, multilingual
data, and annotations of other opinion dimensions
(e.g., sarcasm and emotions) should all be consid-
ered for establishing new stance detection datasets.
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We aim to facilitate the research on target-
specific stance detection of Arabic micro-blogs.
To our knowledge, this problem has not been stud-
ied for the Arabic language and there is no pub-
licly available dataset for Arabic that can be used
for target-specific stance detection. Arabic is a
challenging language for most natural language
processing (NLP) applications due to its unique
nature in the variety of dialectics and its rich and
complex morphology (Badaro et al., 2020). Fur-
thermore, different from media that use Modern
Standard Arabic (MSA) with formal linguistic cri-
teria, social media texts represent dialectal Arabic
and contain an informal writing style (e.g., spelling
errors, abbreviations, irregular grammar, emojis,
and symbols). Thus, automatically detecting the
user’s stance on social media, specifically in Arabic,
is a worthwhile and challenging task. In addition,
the increase of Arabic content on social media, and
the mobilized masses for political and economic
changes in the Middle East have motivated us to
search in this direction.

In this paper, we release MAWQIF, the first Ara-
bic dataset that can be used for target-specific
stance detection. This dataset consists of 4,121
tweets in multi-dialectal Arabic. Each tweet is an-
notated with a stance toward one of three targets:
“COVID-19 vaccine,” “digital transformation,” and
“women empowerment.” In addition, this is a multi-
label dataset where each data point is annotated for
stance, sentiment, and sarcasm, which will provide
a benchmark for the three tasks. It will also help
in analyzing the interaction between the different
opinion dimensions (i.e., stance, sentiment, and
sarcasm).

Our contributions in this paper can, therefore, be
summarized as follows. 1) We construct and re-
lease MAWQIF, the first multi-label Arabic dataset
for stance detection. The proposed dataset consists
of 4,121 tweets covering three topics (i.e., targets)
that are controversial in the Middle East. We also
provide a detailed description of the dataset and an
analysis of the produced annotation; 2) The pro-
posed dataset is annotated for stance, sentiment,
and sarcasm. This provides more opportunities for
studying the interaction between different opinion
dimensions, and evaluating a model trained on dif-
ferent opinion dimensions in a multi-task paradigm
to boost the performance of stance detection; 3)
We benchmark the proposed dataset on the stance
detection task and evaluate the performance of four

BERT-based models.

2 Related work

Stance detection is a relatively new field of study;
however, considerable effort has been devoted
into building datasets for stance detection tasks.
From the definitions of the three stance detection
tasks (presented in Section 1); the structure of the
datasets used for target-independent tasks is dif-
ferent than the datasets used for target-specific or
cross-target tasks. In target-independent stance
detection, each input entry is usually in the form
of a pair of textual claims and responses. Ex-
amples of target-independent datasets are: Emer-
gent (Ferreira and Vlachos, 2016), IBM Debater
(Bar-Haim et al., 2017), Pheme (Kochkina et al.,
2017), RumourEval-17 (Derczynski et al., 2017),
FNC-1 (Hanselowski et al., 2018), Args.me (Ajjour
et al., 2019), Perspectrum (Chen et al., 2019),
RumourEval-19 (Gorrell et al., 2019), Arabic News
Stance (Khouja, 2020), and (Baly et al., 2018).
Meanwhile, the input entry for target-specific and
cross-target stance detection systems usually con-
sists of a text and target pair.

Several datasets have been proposed for target-
specific and cross-target stance detection. These
datasets have been collected from different plat-
forms such as social media (Mohammad et al.,
2016; Xu et al., 2016; Sobhani et al., 2017; Taulé
et al., 2017; Küçük and Can, 2018; Lai et al., 2018;
Conforti et al., 2020; Lai et al., 2020; Cignarella
et al., 2020; Grimminger and Klinger, 2021; Zo-
tova et al., 2021), debate websites (Stab et al., 2018;
Hosseinia et al., 2020; Vamvas and Sennrich, 2020),
and news commentaries (Hercig et al., 2017; All-
away and Mckeown, 2020). With regard to lan-
guage orientation, most of the available stance de-
tection datasets are monolingual where their data
are available in one language. The majority of
these monolingual datasets are in English language
(Mohammad et al., 2016; Sobhani et al., 2017; Stab
et al., 2018; Allaway and Mckeown, 2020; Conforti
et al., 2020; Lai et al., 2020; Hosseinia et al., 2020;
Grimminger and Klinger, 2021). For Italian, Lai
et al. (2018) and Cignarella et al. (2020) collected
tweets targeting the Italian constitutional reform
and the Sardines movement, respectively. Similarly,
Küçük and Can (2018) collected Turkish tweets tar-
geting football clubs. Furthermore, a dataset for
Chinese language is presented in (Xu et al., 2016),
and a Czech stance detection dataset is presented
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Language Dataset Name / Ref. Targets Annotation Size

English

SemEval-2016 Task 6 (Mohammad
et al., 2016)

Atheism, Climate change,
Feminist movement, Hillary
Clinton, Abortion legalization

Stance, Sentiment 4,163 Tweets

Multi-target SD (Sobhani et al., 2017) 2016 US presidential electors Stance 4,455 Tweets

UKP (Stab et al., 2018) 8 controversial topics Stance 25,492 Comments

Procon20 (Hosseinia et al., 2020) 419 controversial issues Stance 6,094 Comments

VAST (Allaway and Mckeown, 2020) Several topics Stance 23,525 Comments

WT-WT (Conforti et al., 2020) Health insurance companies Stance 51,284 Tweets

TW-BREXIT (Lai et al., 2020) BREXIT referendum Stance 1,800 Triplets of
tweets

Election-2020 (Grimminger and
Klinger, 2021)

2020 US presidential electors Stance,
Hate speech 3,000 Tweets

Italian ConRef-STANCE-ita (Lai et al.,
2018)

Italian constitutional reforms Stance 963 Triplets (tweet,
retweet, reply)

SardiStance (Cignarella et al., 2020) Sardines movement Stance 3,242 Tweets

Chinese NLPCC-2016 Task 4 (Xu et al., 2016) 5 topics Stance 3,250 Weibo posts

Czech Hercig et al. (2017) Miloš Zeman, Smoking ban Stance, Sentiment 5,423 Comments

Turkish Küçük and Can (2018) Football clubs Stance 1,065 Tweets

Spanish,
Catalan

IberEval 2017 (Taulé et al., 2017) Catalan independence Stance 5,400 Tweets (for
each language)

Zotova et al. (2021) Catalan independence Stance (automatic
annotation)

Spanish: 10K
Tweets, Catalan:
10K Tweets

German,
French,
Italian

X-stance (Vamvas and Sennrich,
2020)

150 political issues Stance (automatic
annotation)

German: 40,200,
French: 14,129,
Italy: 1,173

Table 1: Publicly available datasets for target-specific and cross-target stance detection.

in (Hercig et al., 2017). However, few datasets
are multilingual where more than one language is
considered in collecting the data. Vamvas and Sen-
nrich (2020) proposed a multilingual dataset with
French, German, and Italian languages. Two other
datasets considered Catalan and Spanish languages
in one dataset (Taulé et al., 2017; Zotova et al.,
2021). Table 1 summarizes the publicly available
datasets used for target-specific and cross-target
stance detection.

In our dataset, we attempt to address two gaps;
the language and the annotation of other opinion di-
mensions. Despite the growing interest in studying
stance detection, no study, as far as we know, con-
sidered Arabic language for target-specific stance
detection. In this paper, we release the first Ara-
bic target-specific stance detection dataset. It is
worthwhile noting that there are two stance detec-
tion datasets that target Arabic language (Khouja,
2020; Alhindi et al., 2021). However, these two
datasets are dedicated to study claim verification,

as they consist of claim/reference pairs to predict
the stance of a claim toward the reference sentence.
Thus, they cannot be used for building a target-
specific stance detection model. In addition, the
two datasets are comprising texts in modern stan-
dard Arabic, which is not the language used in so-
cial media debates where dialectal Arabic is quite
prevalent.

Moreover, most of the existing datasets anno-
tated each text with stance labels (Favor, Against,
None). Other studies considered the sentiment po-
larity during data annotation. The aim of involving
sentiment annotation was to analyze the interaction
between stance and sentiment in order to boost the
performance of stance detection (Mohammad et al.,
2016; Hosseinia et al., 2020). However, there is no
study to the best of our knowledge has considered
sarcasm features for stance detection. According
to the findings of a comparative empirical study by
(Ghosh et al., 2019), the main source of misclassi-
fication in stance detection is texts with sarcastic
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content. Therefore, studying sarcasm could be ben-
eficial for improving the performance of stance
detection models. We thus proposed to annotate
our dataset with sarcasm in addition to stance and
sentiment polarities. Our dataset is established in
order to create a novel Arabic linguistic resource
for stance, sentiment, and sarcasm.

3 MAWQIF Dataset

In this section, we explain the procedure followed
to collect a set of opinions (texts) toward selected
targets for stance detection. We also present the
crowdsourcing setup used for stance annotation and
discuss the statistics of the proposed dataset.

3.1 Data Collection and Filtering
Most of the available stance detection datasets fo-
cus mainly on a narrow range of political topics,
such as elections and referendums. In contrast, we
extended the considered domains in our dataset to
include other topics related to hot social issues in
the Middle East. Similar to prior works (Li et al.,
2021a; Conforti et al., 2020; Lai et al., 2020; Sob-
hani et al., 2016; Mohammad et al., 2016) that tar-
geted multiple topics, we considered three targets:
“COVID-19 vaccine,” “digital transformation,” and
“women empowerment.” The proposed dataset has
been collected from Twitter platform. We crawled
tweets using Snscrape2 crawler which is a python
library for social networking services.

A set of keywords and query hashtags were
used as seeds to collect target-related tweets. This
phase resulted in collecting around 400K tweets.
It should be noted that a considerable number of
collected tweets contain stance-indicative hashtags;
however, this does not imply that the tweet will
take the same stance as indicated by the hashtag.
An example from our dataset:

The second phase in the data collection stage
was to filter and prepare the collected data. We per-
formed the following preprocessing steps: 1) We

2https://github.com/JustAnotherArchivist/snscrape

kept only the Arabic tweets, which include multi
dialects, and removed tweets in other languages.
2) We removed duplicates and retweets. 3) Tweets
from news media accounts were eliminated using
the information contained in user_description at-
tribute available in the Snscrape tweet object. 4)
We defined a set of keywords and phrases that usu-
ally appear in advertisements and adult tweets to ex-
clude these types of tweets. 5) Tweets were cleaned
from URLs and user mentions. Applying these fil-
ters resulted in reducing the collected tweets to
around 200K tweets for all three targets combined.
Finally, we randomly sampled around 1,400 tweets
for each target, obtaining 4,121 tweets in total for
annotation.

3.2 Annotation

To annotate our data, we used Appen crowdsourc-
ing platform3 to hire native Arabic speakers who
live in Arab countries for the annotation task. We
asked the contributors (i.e., annotators) to perform
stance, sentiment, and sarcasm annotations for each
tweet of the proposed dataset. This will help in us-
ing the dataset for these three tasks.

To build our quality control step, we conducted
the annotation process in multiple iterations. In
each iteration, we used a batch of 100 tweets for
evaluating annotation quality. Initially, we created
an annotation form that provides instructions for
annotating the three dimensions (i.e., stance, sen-
timent, and sarcasm), and asked the annotators to
annotate each tweet with the three dimensions at
the same time. We noticed that the assignment
was quite challenging, resulting in a low score of
inter-agreement between annotators. Therefore, we
designed a separate annotation form for each di-
mension (i.e., we assigned three separate tasks for
different annotators). We noticed that letting the an-
notator focus on one task at a time was much easier
and resulted in a higher inter-agreement between
the annotators. In addition, it resulted in greater
consensus among the annotators. Therefore, rather
than generating a single annotation form for all
three dimensions, we picked the latter approach for
our annotation process.

In the stance annotation form, we asked the an-
notators to read a tweet and identify its stance (i.e,
Favor, Against, None) toward a predefined target.
The annotators were also asked to determine if the
target is mentioned explicitly or implicitly in the

3https://appen.com
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tweet. We designed similar annotation forms to
determine the sentiment of a tweet (i.e, Positive,
Negative, or Neutral), and to determine if the tweet
contains sarcastic content or not. With regard to
sarcasm, we define it, according to the Cambridge
English dictionary, as: “Sarcastic means the text
expresses an evaluation whose literal polarity is
different from the intended polarity to hurt some-
one emotionally or criticize something in a humor-
ous way”. To ensure the consistency between the
annotation of the proposed dataset and other simi-
lar datasets, we followed the stance and sentiment
annotation guidelines formulated in (Mohammad
et al., 2017). Our dataset release is accompanied
by the annotation guidelines.

Each tweet–target pair was annotated by three
to seven annotators. We require to stop collecting
annotations on a row when the row’s confidence
score is above 0.7 or when a maximum of seven
annotations is reached. Appen system provides a
mechanism to compute the confidence score based
on the level of agreement among multiple annota-
tors, weighted by the trust scores of the annotators.
We control the quality of the annotation by 420 test
questions with correct labels for stance, sentiment,
and sarcasm that were interleaved between the reg-
ular questions. An annotator’s trust score was com-
puted on these test questions; under-performers
who got scores below 80% were eliminated and all
their submitted annotations were also ignored.

3.3 Dataset Statistics
The distribution of the confidence in the annota-
tions of the three dimensions (i.e., stance, senti-
ment, and sarcasm) is shown in Figure 1. Based
on our analysis in evaluating the annotation quality
using our test questions, the confidence threshold
for high-confidence annotation was set to 0.7. We
observed a lower inter-agreement on the sentiment
annotation, with around 30% of annotations’ confi-
dence score below 0.7 (light red in Figure 1). This,
in line with our beliefs, confirm the highly subjec-
tive nature of sentiment annotation. Meanwhile,
stance annotations produced a higher agreement,
with 15% were considered as low-confidence. The
highest confidence annotations were achieved in
sarcasm, with only 5.75% below 0.7 score.

The MAWQIF dataset contains 4,121 annotated
tweets representing three targets: “COVID-19 vac-
cine” with 1,373 tweets, “digital transformation”
with 1,348 tweets, and “women empowerment”
with 1,400 tweets. This dataset is a multi-label

Figure 1: Distributions of the confidence in the stance,
sentiment, and sarcasm annotations.

dataset where each tweet is annotated for stance,
sentiment, and sarcasm. Table 2 show some exam-
ples from MAWQIF dataset. We split the dataset
into training and testing sets with 85% and 15%,
respectively. The data split statistics are shown in
Table 3.

Figure 2 illustrates the labels’ distribution across
all targets, and the distribution per target. As ob-
served from this figure, the percentage of tweets
that do not have a clear stance and are labeled as
none are low (9.51%) compared to the ones labeled
as neutral sentiment (31%). This demonstrates that
neutral tweets do not imply that they do not show
any stance. Regarding sarcasm, most of the tweets
were annotated as non-sarcasm (95.39%). This is
expected, given that we were not targeting sarcastic
text in our dataset.

The labels’ distribution varies between the three
targets. Tweets discussing digital transformation
tend to lean toward a favorable stance compared
to the other targets. Regarding sentiment polarity,
positive content appears more frequently when dis-
cussing women empowerment or digital transfor-
mation, compared to the COVID-19 vaccine topic
with only 25% positive tweets. Furthermore, sar-
castic content appears more frequently in COVID-
19 vaccine related tweets.

We also studied the association between stance
and sentiment, and between stance and sarcasm
through a co-occurrence heatmap (Figure 3). Ex-
amination of the stance-sentiment matrix reveals
that stance is not always aligned with the sentiment
for a target within a text. This implies that a tweet
may have a negative polarity, but the stance is in
favor, or vice versa (some examples are shown in
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Table 2: Examples from MAWQIF dataset that show how stance may not align with sentiment polarity.

Train Test Total
Target #Tweets %Favor %Against %None #Tweets %Favor %Against %None
COVID-19 Vaccine 1167 43.62 43.53 12.85 206 43.69 43.69 12.62 1373
Digital Transformation 1145 76.77 12.40 10.83 203 76.85 12.32 10.84 1348
Women Empowerment 1190 63.87 31.18 4.96 210 63.81 30.95 5.24 1400
All 3502 61.34 29.15 9.51 619 61.39 29.08 9.53 4121

Table 3: Data split statistics of MAWQIF dataset.

(a) Overall labels’ distribution (b) Labels’ distribution per target

Figure 2: Labels’ distribution in MAWQIF dataset.

Figure 3: Association between Stance and Sentiment, (a) Stance-Sentiment association, (b) Stance-Sarcasm
association.
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Table 2). Around 34% of favor tweets are actu-
ally not positive, and 31% of tweets with negative
stances are annotated with a non-negative senti-
ment. From the stance-sarcasm matrix, we can
observe that sarcastic content appears more in in-
stances that are labeled as against compared to
instances of favorable stance.

4 Benchmark Experiments

In this section, we present benchmarking experi-
ments performed on the target-specific stance detec-
tion task. As mentioned earlier, the main purpose
of MAWQIF dataset is stance detection. Therefore,
we considered only the stance detection task for
the benchmark experiments. However, the senti-
ment and sarcasm annotations could be used in
further experiments (i.e, future studies) to analyze
the interaction between the three dimensions.

Models BERT-based models have been shown
to be effective in a variety of text classification
tasks (González-Carvajal and Garrido-Merchán,
2020), including dialectical Arabic text (Alturayeif
and Luqman, 2021). Thus, we chose to develop a
BERT-based classifier that we fine-tuned for target-
specific stance detection. Specifically, we fine-
tuned the following four BERT-based models for
stance detection:
1. CAMeLBERT-da, is a BERT-based model

trained on 5.8 billion tokens from the Dialec-
tal Arabic (DA) dataset (Inoue et al., 2021).

2. MARBERT, is a BERT-based model trained
on 15.6 billion tokens from 1 billion Arabic
tweets (Abdul-Mageed et al., 2020).

3. AraBERT, is trained on 8.6 billion tokens from
five datasets consisting of Modern Standard
Arabic (MSA) text (Antoun et al., 2020).

4. AraBERT-twitter, is trained by extending the
training of AraBERT (v0.2) on 60 million Ara-
bic tweets (Antoun et al., 2020).

We fine-tuned the four pre-trained models and
built a standard pipeline under the PyTorch Light-
ning framework. The fine-tuning code is available
online along with our dataset. The proposed sys-
tem starts by preprocessing the Arabic texts by
removing diacritics, tatweel, non-Arabic letters,
and repeated characters. Then, a WordPiece (Wu
et al., 2016) tokenizer is used to split the input text
into tokens compatible with BERT-based models.
For classification, the hidden representation of the
[CLS] token is fed into a feed-forward layer along
with a Softmax function. We set the maximum

sequence length to 128 tokens, and the batch size
to 32. Each of the four models is fine-tuned for 20
epochs; AdamW optimizer (Loshchilov and Hutter,
2017) is used with a learning rate of 2e-5. The
hyper-parameters used in these experiments have
been selected empirically.
Evaluation Metrics We evaluated our baseline
models using Favg2 and Favg3 scores. Favg2 is the
macro-average F1 over the “favor” and “against”
stance labels (the “none” class was ignored since it
was scarcely in the data). This score is computed
as follows:

Favg2 = Ff avor +Fagainst

2
(1)

where Ff avor and Fagainst are computed as fol-
lows:

Ff avor = 2Precision f avorRecall f avor

Precision f avor +Recall f avor
(2)

Fagainst = 2PrecisionagainstRecallagainst

Precisionagainst +Recallagainst
(3)

We selected Favg2 metric to align with other
stance detection datasets that report their results
using Favg2 metric (Mohammad et al., 2016). We
are also reporting our results using Favg3 that con-
siders all stances and it is computed as follows:

Favg3 = Fnone+Ff avor +Fagainst

3
(4)

Results Tables 4 and 5 present the obtained re-
sults of the proposed models with the development
and test sets, respectively. The development set
was obtained by dividing the training set into 5-
folds and training the model with cross-validation.
As shown in Tables 4 and 5, AraBERT-twitter
model yields the best overall and per-target per-
formance. This can be attributed to the type of the
train data (i.e, dialectical Arabic tweets) that were
used to train AraBERT-twitter model, which is sim-
ilar to the type of Arabic tweets used in MAWQIF

dataset. Furthermore, we can observe that the best
performed model (i.e. AraBERT-twitter) and the
other three models (CAMeLBERT-da, MARBERT,
and AraBERT) generalized quite well to the test
data, even achieving higher accuracies and macro-
F1 scores.

Although MARBERT was trained on dialectical
Arabic tweets, its performance is low compared
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COVID-19
Vaccine

Digital
Transformation

Women
Empowerment Overall

Model Favg2 Favg3 Favg2 Favg3 Favg2 Favg3 Ff avor Fagainst Fnone Favg2 Favg3 Acc

CAMeLBERT-da 71.84 57.42 59.36 42.35 73.61 49.07 79.90 56.63 12.30 68.27 49.61 71.72
MARBERT 73.94 63.96 49.30 44.99 78.31 52.21 82.83 51.53 26.79 67.18 53.72 74.86
AraBERT 76.01 57.62 59.51 49.19 73.41 48.94 80.85 58.44 16.47 69.64 51.92 73.77
AraBERT-twitter 76.77 61.71 62.25 56.31 84.91 56.60 83.78 65.51 25.34 74.64 58.21 76.56

Table 4: Stance detection results on the development set.

COVID-19
Vaccine

Digital
Transformation

Women
Empowerment Overall

Model Favg2 Favg3 Favg2 Favg3 Favg2 Favg3 Ff avor Fagainst Fnone Favg2 Favg3 Acc

CAMeLBERT-da 70.67 59.61 59.38 47.28 83.96 55.97 81.78 60.90 20.19 71.34 54.29 73.61
MARBERT 73.94 63.96 62.83 50.77 81.64 59.98 82.91 62.70 29.11 72.81 58.24 75.97
AraBERT 73.39 62.26 67.43 52.36 78.09 52.06 82.17 63.77 20.74 72.97 55.56 75.10
AraBERT-twitter 80.05 65.49 70.86 63.03 85.77 57.18 86.54 71.25 27.91 78.89 61.90 79.78

Table 5: Stance detection results on the test set.

to AraBERT-twitter. This may be explained by
the fact that MARBERT was trained with masked-
language modeling (MLM) objective only, whereas
AraBERT was trained with both MLM and the next
sentence prediction (NSP) objectives. While MLM
aims to capture the relationship between words,
NSP aims to understand longer-term dependencies
between sentences. Thus, NSP objective could
improve the ability to capture more information in
the sentence–stance pairs that appear in our training
dataset.

CAMeLBERT-da was trained on dialectical Ara-
bic data collected from social media sites and other
resources. However, CAMeLBERT-da has a lower
performance due to the smaller size of its training
data compared to the data used to train AraBERT-
twitter. CAMeLBERT-da was trained on 5.8 bil-
lion words with a vocabulary size of 30K, while
AraBERT-twitter was trained on 8.6 billion words
with a vocabulary size of 60K in addition to 60M
multi-dialect tweets.

It is also noticeable in the obtained results that
the performance of all models in detecting the none
stance is low compared with other stances. This
can be attributed to the small number of tweets
with none stance used in model training. However,
none is a class that is not of interest as the ultimate
goal is to infer if the author of a written text is
in favor of or against a specific target. On other
hand, the obtained results with the favor stance
were high compared with the against stance in all
experimented models. This indicates that there
is room for improvement in all models, where a
model can benefit from the techniques that mitigate

the impact of class imbalance.
Furthermore, we can observe from Table 5 that

the performance scores of all models were the high-
est with the “women empowerment” target. This
might be an indication of strong signals appearing
in the tweets discussing women empowerment that
separate instances that are in favor and those that
are against.

5 Conclusion

We introduced MAWQIF, the first multi-label Ara-
bic dataset for target-specific stance detection. The
proposed dataset consists of 4,121 multi-dialectal
Arabic tweets targeting three topics that are con-
troversial in the Middle East. MAWQIF is not
limited to stance annotation, it is further anno-
tated with sentiment and sarcasm polarity. Thus,
MAWQIF can serve as a new benchmark for three
tasks: stance detection, sentiment analysis, and sar-
casm detection. In addition, it can enable future
research in studying the interaction between differ-
ent opinion dimensions, and evaluating multi-task
models. We also presented a detailed description of
the dataset and an analysis of the produced annota-
tion. Lastly, we experimented on the target-specific
stance detection task and establish strong baselines
based on four BERT-based models.

Future work may improve upon the reported
results by minimizing the effects of class imbal-
ance, which can be accomplished by oversampling
or undersampling techniques, or by training with
weighted loss. Another interesting direction for
further research is developing a joint neural archi-
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tecture based on a multi-task learning paradigm
that jointly models sentiment and sarcasm to boost
the performance of stance detection.

To facilitate future research, we publicly release
our dataset, the annotation guidelines, and the code
that can be used to reproduce the presented evalua-
tion results.
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