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Abstract

In this paper, we conduct an empirical study on
a bias measure, log-likelihood Masked Lan-
guage Model (MLM) scoring, on a bench-
mark dataset. Previous work evaluates whether
MLMs are biased or not for certain protected
attributes (e.g., race) by comparing the log-
likelihood scores of sentences that contain
stereotypical characteristics with one category
(e.g., black) versus another (e.g., white). We
hypothesized that this approach might be too
sensitive to the choice of contextual words than
the meaning of the sentence. Therefore, we
computed the same measure after paraphras-
ing the sentences with different words but with
same meaning. Our results demonstrate that the
log-likelihood scoring can be more sensitive to
utterance of specific words than to meaning
behind a given sentence. Our paper reveals
a shortcoming of the current log-likelihood-
based bias measures for MLMs and calls for
new ways to improve the robustness of it.

1 Introduction

In recent years, pretrained transformer-based lan-
guage models, from BERT (Devlin et al., 2019)
to PaLM (Chowdhery et al., 2022), have shown
remarkable results in many downstream natural
languages processing (NLP) tasks such as ques-
tion answering, natural language inference, reading
comprehension, and text classification as demon-
strated by many benchmarks. Nevertheless, there is
a growing concern if such language models contain
social biases such as stereotyping negative general-
izations of different social groups and communities,
which might have been present in their training
corpora (Liang et al., 2021; Garrido-Muñoz et al.,
2021).

A cognitive bias, stereotyping, is defined as
the assumption of some characteristics are applied
to communities on the basis of their nationality,
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ethnicity, gender, religion, etc (Schneider, 2005).
Relatedly, Fairness (“zero-bias"), in the context
of NLP and machine learning is defined as pre-
venting harmful, discriminatory decisions accord-
ing to such unwanted, stereotypical characteris-
tics (Garrido-Muñoz et al., 2021).

There are benchmarks and metrics (Nadeem
et al., 2021; Nangia et al., 2020; May et al., 2019;
Rudinger et al., 2018; Zhao et al., 2018; Kurita
et al.) defined for auditing and measuring biases
in language models. In this paper, we focus on the
CrowS-Pairs dataset (Nangia et al., 2020) which
contains pairs of free-form contrastive sentences
where one is a stereotypical sentence which re-
flects a social bias towards a disadvantaged group
and the other with a perturbation of the same with
the advantaged group. It attempts to measure if
the language model prefers or likely to produce
more stereotypical sentence by calculating pseudo-
log-likelihood Masked Language Model (MLM)
scoring (Salazar et al., 2020). Nevertheless, some
analysis such as (Blodgett et al., 2021) questions
the extent to which such measures exactly capture
the bias of a model.

Figure 1: An example of original and paraphrased sen-
tences from the CrowS dataset.

In this paper, we conduct an empirical study
to investigate the robustness of the log-likelihood-
based bias measure by paraphrasing the test sen-
tences as in Figure 1 and analysing if they produce
consistent results. The goal of this study is to gain
insights about whether the bias is measured at the
meaning / sense of the sentence or at the utterance
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of specific words.
The contributions of this paper are (a) an analysis

of the impact of specific utterance of a sentence
rather than its meaning in bias measurements, (b)
a dataset of manual paraphrases derived from a
subset of the CrowS-Pairs dataset.

2 Experiment

In this section, we describe the experimental setup
and results.

2.1 Data and Measurement

For our experiment, we used a subset of the Crowd-
sourced Stereotype Pairs benchmark (CrowS-Pairs)
dataset provided by Nangia and Vania et al. (2020).
In total, the dataset contains 1508 examples that de-
scribe stereotypes dealing with nine different bias
types, such as race, sex, and religion. For each
example, two different paired sentences are pro-
vided; the two are identical except for the words
referring to the corresponding protected attribute
(e.g., race): a disadvantaged group (black) and a
control/advantaged group (white). To conduct the
experiment, we selected the first hundred samples,
where each sample has a pair of two versions. For
each sample, we manually produced modified sen-
tences that are semantically identical to the original
but paraphrased in different words, except for the
words describing the protected attribute.

To modify sentences from an example, we first
identify target words for paraphrasing, which de-
scribe stereotypical characteristics/behaviors of the
group, as Figure 1 shows. For instance, “John was
bad at saving money” contains a target phrase “bad
at saving money” which describes a biased char-
acteristic of the target group, female. Then, we
paraphrased the characteristic keeping the meaning
same, for example with “bad at cutting expendi-
ture" or “bad at pinching pennies". For the first 100
examples in the CrowS-Pairs, we produced 3 to 5
paraphrased target phrases per each. As a result, we
generated 383 samples in total. Table 1 describes
the total number of samples per bias category used
in our experiment.

Our main goal in this work was to analyse if we
get similar, consistent results about the existence
of bias after we paraphrase the original sentence
pair. For that, we ran the experiment on the para-
phrased dataset as discussed before. We calculated
an aggregated conditional pseudo-log-likelihood
measure for each sentence by iteratively masking

Table 1: The summary of the subset of CrowS-Pairs
used in the experiment. We increased the number of
samples by paraphrasing the original 100 sentences.

Bias Type Sentence Pairs
Race 106

Gender 109
Sexual Orientation 11

Religion 10
Age 6

Nationality 32
Disability 41

Physical appearance 30
Socioeconomic status 38

Total 383

one token at a time except for the words referring to
the protected group similar to (Nangia et al., 2020;
Salazar et al., 2020; Wang and Cho, 2019).

By comparing each sentence pair, we calculate
the log-likelihood difference between the stereo-
typical sentence and the other (MDIFF). Based
on if MDIFF is positive or negative, we also de-
rived a binary measure (MBIAS) depending on
if stereo-typical sentence is more likely under a
given masked language model (MLM), as Nan-
gia and Vania et al. (2020) did. If the original
CrowS sentence and its paraphrases have the same
MBIAS, we define that they are in agreement or
MAGREEMENT to be 1 and otherwise 0. The pro-
portion of agreement (MPER_AGREE) refers to the
percentage of sentence pairs having MAGREEMENT
equals to 1. We measured the proportion of
agreements for each original sentence by using
BERTBase (Devlin et al., 2019), RoBERTaLarge (Liu
et al., 2019), ALBERTXXL-v2 (Lan et al.,
2019), DistilBERTBase (Sanh et al., 2019), and
MPNetBase (Song et al., 2020).

Figure 2: Number of paired examples that fully agree
with each other (MAGREEMENT = 1) or not (MAGREEMENT
= 0) on the log-likelihood difference by five MLMs.
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2.2 Results

As illustrated in Figure 2, the proportion of agree-
ments (MPER_AGREE) shows that when we para-
phrase words of given sentences, the log-likelihood
differences of pairs agree with each other in less
than 80% of cases. The five models also tend to
show varying levels of agreements with 75% for
DistilBERTBase and 57% for MPNetBase. In sum-
mary, we observe that the MBIAS tend to change
when we paraphrase the sentence with different
word choices keeping the meaning intact.

We inspected the MPER_AGREE by nine bias at-
tributes in Figure 3. It shows that models show dif-
ferent MPER_AGREE for different bias attributes. For
the gender attribute, ALBERTXXL-v2, MPNetBase ,
and RoBERTaLarge show agreement levels of 38%,
43%, and 43%, respectively. Those values indicate
that the pseudo-log-likelihood score differences
of paired sentences tend to fluctuate their positiv-
ity/negativity. On the other hand, BERTBase and
DistilBERTBase show agreement levels of 67% and
71%, respectively. The two models provide more
consistent results than the other three models in
response to word choices of given sentences.

Figure 4 shows the distribution of MDIFF be-
tween sentence pairs in log-likelihood measures.
It show that the differences within each pair tend to
be very small between -.25 and .25. It means any
slight changes caused by word choice, which may
contribute to changes in log-likelihood measures
of .25, can change the results. In addition, the five
models show varying degrees of dispersion in the
log-likelihood differences.

To investigate the results in more detail, we plot-
ted the log-likelihood differences MDIFF in the 383
samples, drawn from the original 100 examples
from the CrowS-Pairs dataset, in Figure 4. The
figure also confirms that the log-likelihood differ-
ences of many samples lie within the range of -.25
to .25.

Let’s take a look at one example: “The girl
was sprawled out and it was obvious a [Pro-
tected_Attribute] man had [Target_Characteristic]
her on her way home.” The [Protected_Attribute]
categories are ‘black’ (disadvantaged group)
and ‘white’ (control/advantaged group). The
original sentence includes ‘attacked’ in [Tar-
get_Characteristic] and we paraphrased it with ‘as-
saulted’ and ‘ambushed’. Table 2 shows that the
magnitude of log-likelihood differences between
sentence pairs are very small between -0.1 and 0.1.

Of the pairs, the direction of which sentence is
more likely changes by the word choice within
the same model for ALBERTXXL-v2, BERTBase,
and RoBERTaLarge. For instance, in case of
ALBERTXXL-v2, the sentence including ‘black’ be-
comes more likely than that including ‘white’ when
using ‘attacked’ and ‘assaulted’. However, the sen-
tence including ‘white’ is more likely than that
including ‘black’ when using ‘ambushed’ instead.
The similar trend is observed with BERTBase and
RoBERTaLarge.

Table 2: Log-likelihood differences (MDIFF) within
the paired sentences: ’The girl was sprawled out
and it was obvious a [Protected_Attribute] man had
[Target_Characteristic] her on her way home.’ [Pro-
tected_Attribute] categories: ‘black’ and ‘white’; [Tar-
get_Characteristic]: ‘attacked’, ‘assaulted’, and ‘am-
bushed’.

attacked assaulted ambushed
ALBERTXXL-v2 0.0177 0.0609 -0.1344

BERTBase -0.0242 0.0145 -0.0671
DistilBERTBase -0.0436 -0.0155 -0.0521

MPNetBase 0.0096 0.0412 0.0207
RoBERTaLarge -0.0242 0.0146 -0.0671

3 Discussion

Overall, the experiment results demonstrate that
the pseudo-log-likelihood differences within sen-
tence pairs tend to be very small, so can easily
change the direction (positivity/negativity) in re-
sponse to word choices of input sentences. In the
end, we want to ideally measure harmful biases
or fairnesses of the underlying pretrained MLMs
against a set of examples including typical stereo-
types. However, the experiment revealed some
limitations of the pseudo-log-likelihood bias mea-
surement because the scores fluctuate according
to the word choice. Therefore, we may not be
able to conclude whether a pretrained masked lan-
guage model like BERT is biased or not given one
sentence example. The results should consistently
persist with paraphrased sentences that are semanti-
cally identical. Therefore, we believe that we need
to test the robustness, fragility, and/or sensitivity
of bias measures by bootstrapping/perturbing sen-
tences. The experiment shows one way to test the
robustness, but future research can investigate more
automated methods.

We may conjecture some ways to improve the
pseudo-log-likelihood differences used in previous
research (Nangia et al., 2020). Instead of measur-
ing relative likelihood between two sentences in a
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Figure 3: Number of paired examples that fully agree with each other (MAGREEMENT = 1) or not (MAGREEMENT = 0)
on the log-likelihood difference by five MLMs and bias type.

Figure 4: Log-likelihood differences (MDIFF) between
pairs of sentences for individual samples by five models.

binary measure, one can think of multiple thresh-
olds that define varying levels of likelihood dif-
ferences within sentence pairs. We observed that
the majority of sentence pairs we tested fall into
the range between -.25 and .25. We may consider
the sentences that fall into the range as “they are
considered nearly likely” rather than “one is more
likely than others.” It will also be worthwhile to
report the magnitude of log-likelihood differences
as we showed in our experiment.

This work provides a direction for new research:
how to test the robustness of bias measures for
pretrained Masked Language Models (MLMs). We
plan to continue our efforts to conduct a large-scale
experiment with more automated ways to test the
sensitivity. First, in this experiment we used only a
small subset of CrowS-Pairs (Nangia et al., 2020).
We plan to extend our experiment to the entire
dataset. Second, we manually created paraphrases
of given sentences. We plan to automatically detect
target phrases and replace them with appropriate
synonyms. Third, we only used a log-likelihood-
based measure as a bias measuring score in this
work. We plan to test the robustness of other scores.
Last, we also plan to test the statistical significance
on the log-likelihood-based measures.

4 Related Work

Garrido-Muñoz et al. provide an extensive sur-
vey on biases in NLP (Garrido-Muñoz et al.,
2021). There are several benchmarks such as Stere-
oSet (Nadeem et al., 2021), CrowS-Pairs (Nangia
et al., 2020), WinoGender (Rudinger et al., 2018),
WinoBias (Zhao et al., 2018) containing contrastive
sentence pairs are defined for measuring stereotyp-
ical bias in MLMs. For our experiments, we chose
the CrowS dataset because it covered more bias
types.

Blodgett et al. 2021 analyse four benchmarks
on bias and identify pitfalls on what (conceptu-
alization) each dataset measures and how (oper-
ationalization) using the measurement modeling.
Our analysis provides complimentary aspect to un-
derstand robustness of the proposed measures.
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