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Abstract

This paper describes our system for the sub-
mission to the TextGraphs 2022 shared task at
COLING 2022: Natural Language Premise Se-
lection (NLPS) from mathematical texts. The
task of NLPS regards selecting mathematical
statements called premises in a knowledge base
written in natural language and mathematical
formulae that are most likely to be used to
achieve a particular mathematical proof. We
formulated this solution as an unsupervised se-
mantic similarity task by first obtaining con-
textualized embeddings of both the premises
and mathematical proofs using sentence trans-
formers. We then obtained the cosine simi-
larity between these embeddings and then se-
lected premises with the highest cosine scores
as the most probable. Our system improves
over the baseline system that uses bag of words
models based on term frequency inverse docu-
ment frequency in terms of mean average pre-
cision (MAP) by about 23.5% (0.1516 versus
0.1228).

1 Introduction

Deep learning methods have achieved state of the
art performance across several natural language
processing (NLP) tasks in a wide variety of appli-
cations in several fields. Despite the importance
of the field of mathematics and its contribution
to scientific discovery, the application of NLP to
mathematical text is still under-explored (Ferreira
and Freitas, 2020a).

The task of natural language premise selection in
mathematical text is a novel application of NLP in
the field of mathematics. It involves selecting math-
ematical statements (premises) which are written
in natural language and mathematical formulae that
are most likely to be useful in proving a given con-
jecture or mathematical proof from a knowledge
base.

More formally, given a set of premises P and
a new conjecture c, all written in a combination

of free text and mathematical formulae, Natural
Language Premise Selection (NLPS) aims to select
premises from P that will be helpful in proving a
conjecture or proof c (Ferreira and Freitas, 2021).
This is not a trivial task since it involves compre-
hending mathematical text, which in turn requires
understanding of distinctive structure, discourse,
and dependencies within text.

Computational approaches have been proposed
to solve this task. For example, Ferreira (2021)
used a graph neural network trained in a super-
vised learning approach to extract the most rele-
vant premises (Ferreira and Freitas, 2020b). In this
work we formulate the Natural Language Premise
Selection task as an unsupervised semantic similar-
ity task by retrieving premises that have a higher
cosine similarity score with the given conjecture or
proof of interest. A straightforward way to solve
the task would have been to encode the premises
and conjectures using word embeddings, and then
perform cosine similarity to obtain the most rele-
vant premises as those with the highest cosine score.
However, this naive approach requires that both
sentences are fed into the neural network, which
causes a massive computational overhead. Addi-
tionally, for better performance fine tuning or pre-
training the models on downstream sentence pairs
may be necessary (Devlin et al., 2019), and that is
computationally expensive.

In this work, we propose to use SMPNet (Sen-
tence Masked and Permuted Language Model-
ing), a computationally efficient and effective sen-
tence transformer, which is a modification of the
pre-trained MPNet (Song et al., 2020a) that uses
Siamese and triplet network structure to derive se-
mantically meaningful sentence embeddings that
were used for this task. MPNet (Song et al., 2020a)
is a variant of transformer models (Vaswani et al.,
2017) that leverages the advantages of BERT (Bidi-
rectional Encoder Representations from Transform-
ers) (Devlin et al., 2019) and XLNet (Yang et al.,
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2019) (Generalized Autoregressive Pretraining for
Language Understanding) while avoiding their lim-
itations.

2 Related work

2.1 Natural Language Premise Selection

The applications of natural language processing to
mathematical text is still an under-explored area de-
spite its great potential. The following are some of
the key previous work on natural language premise
selection. (Ferreira and Freitas, 2020b) formulates
the task of premise selection from mathematical
text as a link prediction problem using a deep con-
volution neural network. (Ferreira and Freitas,
2021) proposes a cross-model attention to learn
mathematical text for natural language premise se-
lection.

Our work is different from the previous ap-
proaches in that we focus on unsupervised learning
approach using sentence transformers based on MP-
Net. This is an attempt to circumvent the labeling
issue, which is a hard one for mathematical text,
as well as improve the performance of the baseline
methods mentioned.

2.2 Text Representation

Text data in most cases need to be converted into
numerical values to be able to perform any mean-
ingful machine learning operations. The form in
which text is encoded directly influences the per-
formance of models on downstream tasks. The
traditional way to represent text is count-based ap-
proaches (bag of words). Bag of words approaches
(Ramos et al., 2003) represent text based on the
frequency of occurrence of terms in a document.
The challenges with these approaches is that they
sometimes do not capture any notion of similarity
among semantically related words.

Static word embedding approaches that repre-
sent words as outputs of a neural network, such as
word2vec (Mikolov et al., 2013) improved word
representations since it was very easy to retrieve
the most semantically related words for a given
target word. The key weakness of these approaches
is that the context in which the word is used is not
captured. That means that a word has the same vec-
tor representation regardless the context in which
it is used.

Contextualized language representations (Peters
et al., 2018; Devlin et al., 2019) captures the con-
text in which words are used improving perfor-

mance on downstream tasks. The challenges with
naive contextualized representations is that they are
are not adapted for semantic similarity tasks.

Sentence embeddings (Reimers and Gurevych,
2019) modify contextualized embeddings by com-
bining word embeddings in a sentence through a
pooling strategy. They are additionally pre-trained
and fine-tuned on a large corpus of sentence pairs
making them ideal for semantic similarity tasks.

3 Methodology

Consider a knowledge base K from which we re-
trieve a collection of N mathematical premises
P = {p1, ..., pN} written in natural language. We
would like to retrieve the premises P in K that are
most likely to be useful in proving a mathematical
statement or conjecture c ∈ {c1, ...cM}. We for-
mulate this task as a semantic similarity task by
retrieving premises P in K that were semantically
close to a given statement or conjecture c.

3.1 Embedding Construction

The organizers of the shared task on Natural
Language Premise Selection released a baseline
method alongside the data, which uses a term-
frequency inverse document frequency (TF-IDF)
model to find the semantically related premises
from a knowledge base given a mathematical con-
jecture, which is used to compare with our method.

3.1.1 Bag of words Baseline (TF-IDF)

TF-IDF (Term Frequency Inverse Document fre-
quency) is a combination of two word statistics:
term frequency, which is a measure of how many
times a word appears in a document and Inverse
Document frequency (IDF), which is a measure of
whether a term is common in a given document
(Ramos et al., 2003).

3.1.2 BERT

BERT (Devlin et al., 2019) is a transformer
model(Vaswani et al., 2017) that was pre-trained
in a bi-directional context with two objectives:
masked language modeling and next sentence pre-
diction using the bookcorpus (800 million words)
and English wikipedia (2,500 million words). Ad-
ditionally, the trained model can be fine-tuned for
downstream tasks. Word embeddings are extracted
from the last layers of the network.
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3.1.3 SBERT
SBERT (Sentence-BERT) (Reimers and Gurevych,
2019) is a modification of the pre-trained BERT net-
works using Siamese and triplet networks, which
make it able to derive semantically meaningful sen-
tence embeddings. This model was trained using
Stanford Natural Language Inference(SNLI) and
Multi-Genre Natural Language Inference (MNLI)
datasets. SNLI contained 570, 000 annotated sen-
tence pairs and MNLI contained 430000 annotated
sentence pairs.

3.1.4 SMPNet
SPMNet is a sentence transformer that uses a pre-
trained MPNet model and fine-tuned on a large and
diverse dataset of 1 billion sentence pairs using a
contrastive learning objective. In our experiments,
we particularly used the version named "all-mpnet-
base-v2" which maps sentences and paragraphs to
a 768 dimensional dense vector space (Reimers and
Gurevych, 2019).

The contextualized representations of the
premises and mathematical statements were ob-
tained using sentence embeddings with SPMNet
(Reimers and Gurevych, 2019). Let the obtained
sentence embeddings for mathematical premises
be PE and those for conjectures be CE .

3.2 Premise Selection
To identify the most important premises given a
mathematical conjecture, we calculate the cosine
similarity between the embeddings of the mathe-
matical conjectures CE and those of the mathemat-
ical premises PE as follows:

CosineSimilarity(PE , CE) =
PE ∗ CE

||PE]|| ∗ ||CE ||
(1)

To retrieve the most important premises from
knowledge base K for proving a conjecture C, we
rank the premises according to the cosine simi-
larity scores and select those premises that had
the highest cosine similarity scores with the given
mathematical conjectures

4 Experiments and Results

4.1 Datasets
The dataset used for experiments in this paper
was provided by the organizers of the shared task
on Natural Language Premise Selection organized
at TextGraphs-16, a workshop on Graph theory

and natural language processing at EMNLP 2022
(Valentino et al., 2022).

The dataset is composed of a training set (5, 519
instances), a development set (2, 778 instances),
and a test set (2, 763 instances), each including
a list of mathematical statements and their rele-
vant premises. The knowledge base supporting
these statements contains approximately 16, 205
premises (Valentino et al., 2022).

4.2 Evaluation and Experimental setup

Our proposed model was compared with the bag
of words baseline and other models using Mean
Average Precision (MAP). MAP is computed as
follows:

MAP =

∑N
i=1AvgP (Si)

N
(2)

where N is the total number of statements, Si is
the i−th mathematical statements and AvgP (Si)
is the average precision. The test set was hosted on
codalab (Valentino et al., 2022) by the organizers
of the shared task.

We used Sentence-Transformers library 1

(Reimers and Gurevych, 2019) for computing
sentence embedding for SBERT and SMPNet,
bag of words baseline was implemented using
sklearn package 2 (Pedregosa et al., 2011) and
BERT word embeddings were obtained using
the huggingface 3 library (Wolf et al., 2019).
Our code used for the experiments can be found
on https://github.com/TrustPaul/
Premise-selection-coling.git

4.3 Discussion

Table 1 shows the results of our proposed approach
(SPMNet) and the baseline models. Our approach
(SPMNet) achieves mean average precision (MAP)
of 0.151638 which is about 23% above the base-
line comparison method of bag of words, which
achieved MAP of 0.1228.

Additionally, we performed experimental com-
parison with SBERT, which is also a sentence trans-
former but with BERT as an underlying transformer.
Experiment results from the Table 1 reveal that
SBERT also outperforms the baseline bag-of-words
model but is outperformed by SMPNet. We hypoth-
esize that this is due to the impact of the underlying

1https://www.sbert.net/
2https://scikit-learn.org/
3https://huggingface.co/

https://github.com/TrustPaul/Premise-selection-coling.git
https://github.com/TrustPaul/Premise-selection-coling.git
https://www.sbert.net/
https://scikit-learn.org/
https://huggingface.co/
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Model Mean Average Precision (MAP)
TF-IDF (Baseline) 0.1228
BERT Word Embedding 0.1109
Sentence BERT 0.1465
Sentence MPNet (Ours) 0.1516

Table 1: Mean average Precision (MAP) for models used in our experiments. TF-IDF stands for Term Frequency-
Inverse Document Frequency which is a bag of words baseline, BERT stands for Bidirectional Encoder Representa-
tions from Transformers and MPNet represents Masked and Permuted Pre-training for Language Understanding

transformer model used to generate sentence em-
beddings, since MPNet is often a better performing
model compared to BERT and also because SPM-
Net was fine-tuned on a larger dataset compared
SBERT (1 billion sentence pairs versus 570, 000
sentence pairs)(Song et al., 2020b).

Contrary to our expectations, naive word embed-
dings obtained by BERT are outperformed even by
the bag-of-words baseline model. This re-enforces
the role played by the pre-training procedure and
domain specific data employed in sentence trans-
formers for semantic similarity tasks (Reimers and
Gurevych, 2019).

5 Conclusion

In this work, we introduce an approach (SPMnet)
for natural language premise selection, which is a
task that involves finding the relevant theorems, ax-
ioms and definitions in natural language mathemati-
cal texts. Our proposed approach uses sentence em-
beddings based on the state-of-the-art transformer
MPNet (Masked and Permuted Language Model-
ing) generating high quality embeddings that we
used for retrieving the most important premises
for a given mathematical conjecture. The results
from our experiment show that the proposed ap-
proach (SPMNet) outperforms the baseline method
(TF-IDF) by 0.028838 in mean average precision
(MAP) which is a 23.5% improvement.
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