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Abstract

As the demands for large-scale information pro-
cessing have grown, knowledge graph-based
approaches have gained prominence for repre-
senting general and domain knowledge. The
development of such general representations is
essential, particularly in domains such as manu-
facturing which intelligent processes and adap-
tive education can enhance. Despite the contin-
uous accumulation of text in these domains, the
lack of structured data has created information
extraction and knowledge transfer barriers. In
this paper, we report on work towards develop-
ing robust knowledge graphs based upon entity
and relation data for both commercial and edu-
cational uses. To create the FabKG (Manufac-
turing knowledge graph), we have utilized text-
book index words, research paper keywords,
FabNER (manufacturing NER), to extract a
sub knowledge base contained within Wikidata.
Moreover, we propose a novel crowdsourcing
method for KG creation by leveraging student
notes, which contain invaluable information
but are not captured as meaningful information,
excluding their use in personal preparation for
learning and written exams. We have created
a knowledge graph containing 65000+ triples
using all data sources. We have also shown the
use case of domain-specific question answering
and expression/formula-based question answer-
ing for educational purposes.

1 Introduction

In recent years, the advancement of artificial intel-
ligence applications has grown multifold. Many
areas such as natural language processing, digital
twins (Liu et al., 2021), and chatbots (Chen et al.,
2021) have become very popular for their ability
to record and use information from unstructured
sources efficiently. One such application is Knowl-
edge Graph (KG), which has gained popularity in
various domains due to its potential applications. A
Knowledge Graph is a graph meant to accumulate
and impart real-world knowledge, with nodes rep-

resenting entities of interest and edges representing
potentially diverse relations between the entities.
A KG has varied applications in recommendations,
search, question answering and many more. Most
importantly, a KG can be used to make decisions
based on inferences.

The use of a knowledge graph is of high value
in making design and manufacturing-related deci-
sions. As there has been an explosion of knowledge
addition in various design considerations and man-
ufacturing decisions, most of the knowledge is with
Small and medium-sized enterprises (SMEs). The
decision-making in design and production could
be significantly improved using knowledge graphs
(Buchgeher et al., 2021). It can benefit not only
small and medium manufacturers (Li et al., 2021),
but also hardware-based entrepreneurs and help
boost self-sustaining product development (Li et al.,
2020).

A number of prior researchers have started de-
veloping manufacturing related knowledge graphs
based on specific problem areas such as machining
process planning (Yang et al., 2019; Ye et al., 2018),
workshop resource KG (Zhou et al., 2021; Sun and
Wang, 2019), intelligent manufacturing (Yan et al.,
2020), faults (Liang et al., 2022; Wang and Yang,
2019), maintenance (Hossayni et al., 2020) and
industry 4.0 (Garofalo et al., 2018; Bader et al.,
2020; Kraft and Eibeck, 2020). However, none
of these graphs represent fundamental knowledge
of manufacturing concepts, processes, process pa-
rameters, characterization, materials, applications,
and various other basic aspects of manufacturing
domain education. A large amount of such frag-
mented knowledge can be integrated to assist the
learners in intuitively and easily connecting with
the knowledge system by leveraging the nodes and
relationships. Such knowledge integration will also
assist in intelligent question answering that can
accelerate knowledge discovery and search.

Google bases part of its Knowledge Vault on the
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Figure 1: (a) Manufacturing Knowledge Graph construction methodology (b) Use of SPARQLWrapper to fetch
Wikidata items associated with ’crystal structure’ in two step forward and two step backward. This image also
shows addition of entities from student notes.

well-known Wikidata knowledge base (Ringler and
Paulheim, 2017). Even though Wikidata has a large
amount of information from Wikipedia, there is a
dearth of standardized knowledge regarding many
important entities related to the Manufacturing do-
main. For instance, the term ‘additive manufactur-
ing’ is present as ‘3d printing’; while there have
been substantial developments in the field of ‘metal
additive manufacturing’ (metal AM) over the last
decade, it is not present as a subclass of ‘3d print-
ing’ in Wikidata. Moreover, within metal additive
manufacturing (Frazier, 2014), sub-classifications
such as DMLS, EBAM, and PBF are not present
in Wikidata. One reason for this is the volunteer-
driven nature of Wikidata as a knowledge base; this
has led to a limited amount of specialist terminol-
ogy and information regarding the manufacturing
domain. Therefore, Wikidata cannot provide direct
answers to questions that are very specific to this
domain. To understand the basic concepts in the
context of manufacturing we focus on formulating
answers to some basic questions such as, ‘What are
some precision finishing manufacturing process?’,
‘What are some tools for machining copper?’ etc.
The purpose of creating such a knowledge graph of
manufacturing using Wikidata is to provide a start-
ing point for a structured manufacturing knowledge
base, which can be amalgamated with knowledge
from other sources such as textbook (Rahdari et al.,
2020) and research articles (Wang et al., 2020b).

To tackle the challenges in developing the knowl-
edge graph from scratch for manufacturing science,
we consider various methodologies for creating ac-
curate graphs. We propose a merged knowledge
graph that combines the existing structured Wiki-
data knowledge graph with a novel semi-supervised

knowledge graph extracted from textbook data. For
extracting graph triples from Wikidata, as men-
tioned in Figure 1, we have adopted two methods
for the approach: (1) Vocabulary-based and (2)
Based on Unstructured text. Former includes fetch-
ing Wikidata items using a collection of manufac-
turing vocabulary terms through the utilization of
textbook index words, keywords from research pa-
pers, and named entity recognition using FabNER
(Kumar and Starly, 2021), followed by the use of
DBpedia (Mendes et al., 2011) to find Wikidata
items. The latter is a semi-supervised approach
that utilizes students’ notes, considering standard
textbooks as the reference. The most significant
purpose of the latter method is to make use of text-
book knowledge structured by humans, thereby
increasing the quality of the knowledge base. The
following sections elaborate on the details of the
methodology and implementation.

2 Manufacturing Knowledge Graph
Construction

2.1 KG construction using Wikidata
Wikidata is a knowledge base maintained collabora-
tively by the community to represent information in
machine readable format. Since no such knowledge
base exists for the manufacturing domain, we de-
cided first to extract existing Wikidata knowledge
and then merge this with the knowledge contained
within manufacturing textbooks.

Wikidata’s knowledge graph has Q and P identi-
fiers where Q represents entities, and P represents
relations (Hernández et al., 2015). Currently, Wiki-
data is limited to very few relevant relations be-
tween entities for manufacturing domain-specific
entities. We have taken about 10 unique relations
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based on all P identifiers attached with relevant
Q identifiers identified by us. The relevant rela-
tions in Wikidata include ‘Instance of’, ‘Subclass
of’, ‘Use’, ‘Color’, ‘Part of’, ‘Uses’, ‘Has qual-
ity’, ‘Has cause’, ‘Has part’, ‘Facet of’, ‘Different
from’.

In order to find manufacturing-specific entities
in Wikidata, we used the following methods:

2.1.1 Entities extraction from index words of
textbooks

Index words located at the end of textbooks are
a list of all topics and entities provided to assist
readers in finding the location of the text (Kumar
and Dinakaran, 2021). These are important terms
that are often overlooked but are a good collec-
tion of domain-specific entities. We utilized eas-
ily accessible 5 diverse ebooks related to manu-
facturing (Groover, 2020), digital manufacturing
(Zhou et al., 2012), manufacturing process (El-
Hofy, 2005) welding technology (Kou, 2003) and
additive manufacturing (Gibson et al., 2021), and
extracted the index entities mentioned at the end
of the book to expand the list of relevant entities.
We found about 3500 relevant entities from various
books and added those to our vocabulary.

2.1.2 Keywords from research papers
We used 500k+ abstracts to create the corpus for
manufacturing, as mentioned in FabNER. While
extracting the abstracts, we accumulated the key-
words mentioned in the abstract, removed dupli-
cates, and normalized many of the words (using
Levenshtein distance). There are many words
written with some variation in the spelling. E.g.,
Landau-Ginzburg-Devonshire, Landau-Ginsburg-
Devonshire, Landau-Ginsberg-Devonshire, are the
same entities with variation in the way it is written
in different abstract keywords by various authors.
Overall, we found about 4500 relevant entities from
a sample of 5000 abstracts.

2.1.3 Named entity recognition on
unstructured text

We utilized review articles related to manufacturing
to find the most frequent and diverse terms since
it generally mention most of the past work and
technologies developed in the succinct text. Ten
full review articles (Wong and Hernandez, 2012;
ElMaraghy et al., 2012; Zhu et al., 2013; Frazier,
2014; Oztemel and Gursev, 2020; Yan et al., 2018;
Stuart et al., 2010; Rajurkar et al., 2017; Wang et al.,

2020a; Kaur and Singh, 2019) for this part were
selected, which were processed using a trained
neural network model consisting of BERT (Devlin
et al., 2018) and GloVe (Pennington et al., 2014)
stacked embeddings through Flair framework (Ak-
bik et al., 2019). Next, we employed BiLSTM
and CRF (Consoli and Vieira, 2019) architecture
to identify 12 category entities in the review arti-
cles with F-score of 83%. Overall, we found about
2000 entities from diverse review articles related
to manufacturing.

Table 1: Named entity recognition performance for the
Manufacturing dataset

Model Precision Recall F1
BERT+BiLSTM+CRF 0.8185 0.8429 0.8306

Using text and vocabulary of entities from all
the above sources, i.e., index words, research paper
keywords, and NER on review articles, we fur-
ther employed two methods for finding existing
Wikidata items. As depicted in Fig. 1, in the first
method, we used DBpedia spotlight API to find
Wikidata items associated with the unstructured
text directly based on a 0.5 confidence value. In
the second, we provide manufacturing vocabulary
terms as the input to wptools python library to fetch
Wikidata items as the output. We find all manu-
facturing relevant Wikidata items to extract a sub-
graph from Wikidata and later merge this relatively
bigger knowledge graph with textbook knowledge
(explained in the next section). Upon availability
of some Wikidata items, we further used SPARQL-
Wrapper (uses Wikidata SPARQL endpoint) and
relations list (P identifiers) to fetch forward (head
from the primary entity) as well as backward (tail
from the primary entity) entities associated with
the item. We performed the same for two linked
steps forward and two linked steps backward to
find most of the nodes that are connected with each
other.

2.2 KG construction using Exam
cheatsheet/notes for Manufacturing

We propose a novel approach for creating triples
utilizing human knowledge. Qualifying exams (or
course exams) are part of any doctoral degree pro-
gram. In some schools, written exams are con-
ducted for a few courses. In some specific courses,
cheatsheets/concise notes are allowed for students
to bring into the exam to enable the student to re-
member important points. In most cases, the cheat-

3



Figure 2: Conversion of concise notes to structured graph

sheet (or notes) developed for the exam are useless
when the exams are over. This also means that the
verified knowledge written by a student to remem-
ber the essential facts is lost or left unutilized for
future references.

We devised a strategy for making these short,
concise notes be useful input for building con-
nected entities within FabKG. We created optional
advice on cheatsheet generation for students to fol-
low prior to the exam at our institution so that they
could participate to the task of knowledge base en-
hancement in the Manufacturing area. Students
can only write crucial details from various text-
book chapters, assuming that the number of pages
allowed in the exam is limited. There is a title
within each chapter, followed by several subtitles,
each of which contains some entities and context,
which is potentially a good knowledge source. The
guidelines were kept simple so that students would
not have to spend much time referring to them. It
mentioned the title, subtitle, and content hierarchy
and a precise technique for separating them.

The following guidelines are provided for exam-
ple purposes only:

a) The chapter name is preserved as the top title,
followed by a distinctive symbol, making it easier
to distinguish between chapters.

b) Within a chapter, many sub-topics are sepa-
rated by another unique symbol, such as a double
semi-colon ’;;’. Two sub-topics are shown in Fig. 2,
for example, (1) Defects and (2) Crystal structure

c) If there is a further subtopic within a subtopic,
it is separated by a symbol such as ’:’ followed by
some relevant points. A single semi-colon sepa-

rates multiple subtopics.
d) Explanations or additional information about

any term are retained in brackets as an attribute
of a relational entity. For example, displaced ion
(Frenkel defect) denotes that a point defect with a
displaced ion is also known as a Frenkel defect.

Use of some symbols patterns when creating
the notes aided in the design of regex patterns for
quickly extracting entities and their obvious rela-
tionships. We were able to extract over 1200 dis-
tinct entities, 25 unique relations, and 4200 unique
triples using this method. Fig. 2 depicts the notes
in their raw and structured state. The student notes
in both unstructured and structured form was veri-
fied by human supervision. Indirect crowdsourcing
is the crucial aspect that has made this element of
the project possible. However, the intention was
to use note takers’ knowledge. It should be em-
phasized that even though some previous work has
mentioned the use of notes (Denny et al., 2015)
for developing a knowledge map, however, on a
larger scale and for educational applications, this
type of knowledge source has not been studied.
This method might be used with little effort for any
domain-specific textual material.

Despite the small number of entities/relations
discovered, this method allows textbook knowledge
to be converted into useable knowledge, which aids
in developing a knowledge graph for educational
purposes. In general, for automatic extraction of
directed relation, it is often difficult to determine
which entities are related to each other when more
than 2 entities are present in a sentence. This is
also because, on multiple occasions, no relation
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exists between the entities. It becomes a challenge
to employ a NER and detect directed relations be-
tween entities automatically which we solve by
this semi-supervised method. Based on the analy-
sis of the notes, some of the crucial relations found
include: ‘has’, ‘hasProperty’, ‘uses’, ‘usedTo’,
‘usedIn’, ‘causes’, ‘producedBy’, ‘makes’, ‘has-
Expression’, ‘hasPart’, ‘addedWith’, ‘hasValue’,
‘includes’, ‘partOf’, ‘alsoCalled’, ‘dueTo’, ‘in-
stanceOf’, ‘isAbbrev’, ‘isAcronym’, ‘hasCompara-
tor’.

2.3 Fusion of structured and unstructured
knowledge

All triples found with the above-mentioned meth-
ods were aggregated together to create a knowledge
graph of about 65000 triples. Fig1(b) depicts the
merger of Wikidata and textbook knowledge. We
created a collection of possible synonyms for vari-
ous entities to enable us to merge Wikidata entities
with textbook entities. We found that out of 1200
textbook entities, about 25% were present in Wiki-
data. We also found some links between entities
which otherwise were not present in Wikidata due
to limited relations.

3 Knowledge driven QA

3.1 Domain specific question answering

The Knowledge Graph for manufacturing (FabKG)
is suitable for answering questions and powering
a chatbot to answer questions. The FabKG is a
directed graph G = (V, E) where the node v ∈ V
denotes named entities of manufacturing, numeric
literal or expression, and the edge e ∈ E denotes
directed relation between the nodes.

Given a natural language question as input, the
entities are categorized in their respective classes.
Based on the subject and predicate most similar
object (highest cosine similarity) to the category in
the knowledge base is queried.

Some of the common domain specific questions
could not be answered using general purpose search
engines. Examples of questions that could be an-
swered by FabKG are:

a. Which tool geometry is used for planning?
b. Which material has more hardness, cermet or

alumina? Note: We have used a hasComparator
relation specifying various comparison values in
our KG that could answer the ‘more’ and ‘less’
inference question.

Figure 3: A small subgraph showing the links of entities
connected with other expressions for ease of calculation,
making the system think like humans.

c. What is the composition of Tungsten in cast
cobalt?

d. Which nontraditional manufacturing process
is used for coining operations?

e. What is the length to depth ratio for discontin-
uous fibers?

3.2 Expression based question answering

We have included some manufacturing-specific for-
mulas/expressions in the knowledge graph to en-
able inference-based calculations. Since we have
captured some formulae linked with entities using
‘hasExpression’ relation, traversing for the formula
node in the graph is easy. We have also included a
simple rule for calculation-type questions. Here is
an example question below:

Calculate the strain on the cylinder given
the area 1 cm2, 10N force, and Young’s
modulus for steel 200 GPa.

Given the question above, we have some ‘for-
mula entities’: area, force, and young modulus of
steel. These entities are queried in the KG for any
available linked expression. Similar to MathGraph
(Zhao et al., 2019), we utilize SymPy (Meurer et al.,
2017) to convert the queried expression into a math-
ematical equation with variables, and to perform
the calculation, we use some basic rules of prece-
dence to fetch the results. As shown in fig. 3, we
can find strain using Young’s modulus and stress;
however, since stress is not known, we calculate
stress as the first step using force and area. This
process depicts the way human thinks while an-
swering a question with some inputs and related
expressions.

Some other examples of questions forms that
are easier than the above-mentioned questions: a.
Calculate material removal rate given feed rate,
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cutting speed, and depth of cut. HINT: We can
calculate the Material removal rate using (feed
rate)*(cutting speed)*(depth of cut). b. Calculate
measuring length of roughness given cutoff length
of 0.8. HINT: measuring length of roughness = 0.5
* cutoff length.

4 Conclusion and future work

We have developed FabKG – a knowledge graph for
product design and manufacturing, which utilizes
two critical sources of knowledge, (1) Wikidata
and (2) Human constructed notes, that combine
structured/unstructured knowledge towards answer-
ing question-related to product development and
manufacturing. Using this KG, students, product
developers, and knowledge seekers can get good
insights into various concepts and fundamentals
about various topics in this domain. Using all the
methods described above, we have found 65000+
triples in 12 entity categories.

In the future, we plan to use the heterogeneous
knowledge graph for directed relation prediction
in the bigger corpus, performing graph embedding
and link prediction. Moreover, lecture presenta-
tions with succinct text could also be utilized for
finding entities and relations. Generally, the ti-
tle/topic of the presentation symbolizes the sub-
ject, with some entities either written directly or
placed after another subtopic. Furthermore, ‘prop-
erty/attribute’ of relation through the specific value
of entities such as the strength of materials, carbon
content, Brinell hardness, Etc., currently available
in tabular form in books and other resources, can
be added to the KG. The same could be represented
using a hypergraph by combining multimodal data.
Therefore, the new graph structure would have
not only an ‘entity-relation-entity’ type graph but
also an ‘entity-attribute-value’ graph. Finally, this
knowledge graph could help link to global knowl-
edge by contributing to existing Wikidata knowl-
edge with the help of Wikimapper.
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Abstract

Because of the compositionality of natural lan-
guage, syntactic structure which contains the
information about the relationship between
words is a key factor for semantic understand-
ing. However, the widely adopted Transformer
is hard to learn the syntactic structure effec-
tively in dialogue generation tasks. To explic-
itly model the compositionaity of language in
Transformer Block, we restrict the informa-
tion flow between words by constructing di-
rected dependency graph and propose Depen-
dency Relation Attention (DRA). Experimental
results demonstrate that DRA can further im-
prove the performance of state-of-the-art mod-
els for dialogue generation.

1 Introduction

In natural language, complex semantics are often
expressed by combining words with certain rules.
For example, "room" can express higher-level se-
mantics by fusing the information of "a" and "ho-
tel", and the meaning of "reserve" will be clearer
after fusing the information of "room". Prior works
have achieved great success in NLP tasks by lever-
aging syntactic structure knowledge, such as se-
mantic relatedness (Tai et al., 2015; Gupta and
Zhang, 2018), sentiment analysis (Ma et al., 2015;
Sun et al., 2019), relation extraction (Tian et al.,
2021), and named entity recognition (Aguilar and
Solorio, 2019; Xu et al., 2021).

Due to the strong ability to capture long-term de-
pendencies (Tang et al., 2018), many recent works
have adopted the Transformer block (Vaswani et al.,
2017) to extract context features in dialogue gener-
ation tasks (Su et al., 2019; Liu et al., 2020; Song
et al., 2021). However, it is hard for Transformer
block to implicitly learn the compositionality of lan-
guage in the training process of dialog generation,
since it simply uses position embeddings to repre-
sent the relationships between words, and it learns

∗ Corresponding author: xfxing@scut.edu.cn

Figure 1: An example of dependency graph.

the local position information that can only be ef-
fective in masked language modeling (Wang and
Chen, 2020). Besides, the computation of attention
weights on unrelated word pairs in Transformer
block is redundant and decreases performance.

To obtain better distributed representations of
context in dialogue generation tasks, we propose
Dependency Relation Attention to model the re-
lationship between words as an alternative to po-
sition embeddings. Specifically, we incorporate
dependency relation knowledge that contains syn-
tactic structure information into the Transformer
block. As shown in Figure 1, we use the depen-
dency parser (Chen and Manning, 2014) in the
StanfordCoreNLP toolkit (Manning et al., 2014) to
build dependency graphs of utterances. Then, the
Dependency Relation Mask is generated to avoid
performing attention on words without dependency
relations, and the fusion of information among
words depends on the direction specified by the
dependency graph. Our contributions can be sum-
marized as follows:

• We propose Dependency Relation Attention,
a novel method for expressing relationships
between words as an alternative to position
embeddings.

• We demonstrate that our method can further
improve the performance of Transformer and
DialogBERT (Gu et al., 2021) in dialogue gen-
eration task by conducting experiments on two
datasets.
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Figure 2: Dependency Relation Mask.

2 Related Works

In the past few years, dependency graph has drawn
attention from many researchers in the field of
NLP. Strubell et al. (2018) propose Syntactically-
informed self-attention and incorporate syntactic
dependency knowledge into a attention head of
specific Transformer block. To make the attention
learned by Transformer more interpretable, Wang
et al. (2019) propose Constituent Attention which
makes each position not attend to the position in dif-
ferent constituents. Ahmad et al. (2021) explicitly
fuse structural information to learn the dependency
relations between words with different syntactic
distances.

In dialogue generation tasks, to improve the qual-
ity of generated responses, previous works focus
on capturing the high-level relationships between
contexts and responses (Xing et al., 2018; Zhang
et al., 2019) or between utterances in context(Gu
et al., 2021). How to effectively model the relation-
ships between words in Transformer has not been
explored. Inspired by TreeLSTM (Tai et al., 2015),
our method aim at modeling the compositional-
ity in language, then the Transformer block does
not need to learn the relationships between words
through position embeddings in the training pro-
cess of dialog generation. The differences between
DRA and others dependency relation-aware atten-
tion mechanisms are: (1) DRA incorporates the
dependency arc directions into Transformer block
to model the relationships between words instead of
position embeddings. (2) The position embeddings
are excluded for the models with DRA applied.

3 Method

In dialogue generation tasks, given a piece of con-
text containing m utterances U = {X1, ..., Xm}
as inputs, where Xi = {xi,1, ..., xi,ni}, i ∈ [1,m]
indicates the i-th utterance containing ni words,

Figure 3: Illustration of applying DRA to standard
Transformer encoder. Dependency Relation Mask is
used to model the semantic relationship between words
instead of position embeddings.

dialogue generation models map it into feature vec-
tors and estimate the generation probability of the
corresponding response Y = {y1, ..., yt}:

p(y1, ..., yt|U) =
t∏

k=1

p(yk|y<k, U) (1)

To obtain a better representations of context, we
incorporate dependency relation knowledge into
the Transformer block, which is widely used in
recent works.

3.1 Dependency Relation Mask
We use the StanfordCoreNLP toolkit1 to parse the
dependency relations and obtain a set of triples
Ri,j = (ri,j , gi,j , di,j), j ∈ [1, ni] for each utter-
ance, where ri,j , gi,j , and di,j represent the name
of the relation, the index of the governor, and the
index of the dependent (the j-th word in the i-th
utterance) respectively. For the utterance in Figure
1, here is the triples R returned from the parser:
•(nsubj, 3, 1) •(aux, 3, 2) •(ROOT, 0, 3)

•(mark, 5, 4) •(xcomp, 3, 5) •(det, 8, 6)
•(compound, 8, 7) •(obj, 5, 8) •(punct, 3, 9)
The indexes in dependency relation triples E =
{(g1, d1), ..., (gn, dn)} are used to generate the De-
pendency Relation Mask M ∈ R(n+1)×(n+1). Fig-
ure 2 shows an example:

Mu,v =





0, u = 0 or u = v

0, (u, v) ∈ E

−∞, otherwise

(2)

3.2 Dependency Relation Attention
The main idea of our proposed method is to use
Dependency Relation Attention (DRA) to model

1https://nlp.stanford.edu/software/
nndep.html
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the compositionality, instead of letting models
implicitly learn the relationships between words
through position embeddings. Figure 3 is an il-
lustration of applying Dependency Relation Atten-
tion to a standard Transformer encoder. Specifi-
cally, for the l-th layer of the Transformer block in
the encoding process, the hidden states of words
W l ∈ Rn×dhidden are linearly mapped to three
subspaces in different heads of multi-head atten-
tion network: Ql ∈ Rn×dhead , K l ∈ Rn×dhead

and V l ∈ Rn×dhead . The attention score matrix
Sl ∈ Rn×n, which indicates the strength of rela-
tionships between words, is calculated by:

Sl =
QlK lT

√
dhead

(3)

Then, the attention scores of unrelated word pairs
are masked:

Sl
masked = Sl +M (4)

The hidden states of words W are updated based
on the dependency relations:

Al
masked = softmax(Sl

masked)

Ol,i = Al,i
maskedV

l,i

Ol = concat(Ol,1, ..., Ol,nhead)

W l+1 = W l +Ol

(5)

4 Experiments

4.1 Settings

4.1.1 Datasets
In our experiment, we use DailyDialog (Li et al.,
2017) and EmpatheticDialogues (Rashkin et al.,
2019) to verify the effectiveness of our method.
They contains 11.1K, 1K, 1K and 19.5K, 2.7K,
2.5K dialogues for training, validation, testing, re-
spectively. To accommodate the granularity of the
word segmentation of the dependency parser and
ensure fairness, StanfordCoreNLP toolkit is used
to tokenize utterances for all models. Besides, we
report the results of methods with subword tok-
enization in appendix. Words with word frequency
less than 3 are replaced by "[UNK]". For each sam-
ple, dialogue turn and utterance length are limited
to 4 and 50, respectively.

4.1.2 Compared Methods
We apply DRA to Transformer (Vaswani et al.,
2017) and DialogBERT (Gu et al., 2021) and posi-
tion embeddings are excluded. The performance of

models before and after the modification and the
following methods are compared: ReCoSa (Zhang
et al., 2019), LISA (Strubell et al., 2018), Tree-
Transformer (Wang et al., 2019) and GATE (Ah-
mad et al., 2021). Position embeddings are in-
cluded for all baseline models.

We set the hidden sizes of all models to 768.
The number of Transformer layers is set to 3. Each
Transformer block contains 16 attention heads. The
word embedding layers of all models are initialized
with GloVe 300-dimensional word embeddings
(Pennington et al., 2014). The batch size is set to 40.
All models are trained by the AdamW (Loshchilov
and Hutter, 2018) optimizer with weight decay of
0.01. We linearly warm up the learning rate from 0
to 5e-4 at the first 3000 steps. Afterward, the learn-
ing rate decreases to 0 linearly during training.

4.1.3 Evaluation Metrics
Automatic evaluation. PPL, BLEU (Papineni
et al., 2002) and Distinct (Li et al., 2016) are em-
ployed to reflect the degree of fluency, relevance
and diversity of generated responses respectively.
They are widely used in dialog generation tasks
(Song et al., 2020; Liang et al., 2021).
Human evaluation. We randomly select 100 con-
texts from the DailyDialog test set and generate
responses with models trained on DailyDialog.
Based on grammatical correctness and contextual
coherence, three annotators are asked to score the
generated responses independently with the follow-
ing grading scale: "+0" (response is not fluent),
"+1" (response is fluent but irrelevant), and "+2"
(response is fluent and relevant).

4.2 Experimental Results

Table 1 gives the automatic evaluation results on
DailyDialog and EmpatheticDialogues validation
set. For both datasets, Transformer+DRA and Di-
alogBERT+DRA achieved the best performance on
PPL and Dist-2 respectively. Transformer+DRA
achieved comparable BLEU-2 scores in contrast to
DialogBERT+DRA. It is worth noting that DRA
improved the performance of Transformer and Di-
alogBERT on all automatic metrics, which indi-
cates that our method can help these two mod-
els generate more fluent, relevant, and diverse re-
sponses. We also study the computational effi-
ciency and the impact of parsing errors, the results
are shown in appendix.

The results of human evaluation are shown in
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Model
DailyDialog EmpatheticDialogues

PPL BLEU-2 Dist-2 PPL BLEU-2 Dist-2
ReCoSa 19.846 20.538 16.611 34.450 19.062 7.619

LISA 18.378 19.002 17.011 32.467 19.169 6.974
TreeTransformer 18.155 20.035 17.847 31.862 19.755 7.870
GATE (δ = 1) 18.405 19.142 17.742 32.273 18.640 7.452
Transformer 18.278 19.519 17.381 32.329 18.553 7.499

Transformer+DRA 17.628 21.140 18.396 31.604 19.966 8.203
DialogBERT 20.056 18.069 15.562 35.643 17.199 5.064

DialogBERT+DRA 17.878 21.786 21.283 32.785 19.739 9.601

Table 1: Automatic evaluation results on DailyDialog and EmpatheticDialogues validation set.

(a) Standard Transformer. (b) Transformer+DRA.

Figure 4: The average attention weights of the last layer of Transformer encoder in different methods.

Model +2 +1 +0 Avg.
ReCoSa 29.7 52.7 17.7 1.12

LISA 35.3 51.7 13.0 1.22
TreeTransformer 32.3 55.3 12.3 1.20
GATE (δ = 1) 32.7 55.0 12.3 1.20
Transformer 33.3 54.3 12.3 1.21

Transformer+DRA 47.0 39.0 14.0 1.33
DialogBERT 32.3 59.3 8.3 1.24

DialogBERT+DRA 50.0 43.3 6.7 1.43

Table 2: Human evaluation results. (in %)

Table 2. The Fleiss’ kappa score (Fleiss, 1971) for
assessing agreement among annotators was 0.563,
which can be interpreted as “moderate agreement”.
This shows that DRA can enhance the semantic
understanding of Transformer block and help mod-
els generate more relevant responses, especially for
the hierarchical Transformer encoder architecture.

4.3 Discussions

To further explore why our method can improve the
performance of the Transformer encoder, we visu-
alized the attention weights of the last layer of the
Transformer encoder in different methods. Taking

the utterance in Figure 1 as input, Figure 4 shows
the mean value of attention weights of 16 heads in
standard Transformer and Transformer+DRA. We
can see that, in standard Transformer, the Trans-
former block assigns very similar weights to each
part of the utterance when updating the hidden
state of different words. This means that standard
Transformer encoder can find the key parts of the
utterance, but does not learn the relationships be-
tween words. In Transformer+DRA, for each word,
attention weights are assigned to appropriate parts.
For example, when updating the hidden state of
"reserve", the Transformer block pays more atten-
tion to the "room" that has merged the information
of "a" and "hotel". In other words, DRA makes it
easier for Transformer encoder to understand the
relationships between words and generate more
meaningful distributed representations.

5 Conclusion and Future Work

In this paper, we propose Dependency Relation At-
tention (DRA) to model the relationships between
words instead of position embeddings in the Trans-
former encoder. Experimental results show that
our method can further improve the performance
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of models that use Transformer block to obtain the
distributed representations of context in dialogue
generation task. In the future, we will study the ef-
fect of the specific domains that parsers are usually
trained in, as well as the possibility of improving
the performance of pretrained language models
with DRA.
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A Additional Analysis

Extra experiments were conducted to further anal-
yse models that applied with DRA, position em-
bedding (PE.), or subword-level tokenization (ST.),
since DRA and PE. can be applied to transformer
block at the same time. The result is shown in Table
3 (Trans., Dial., B-2 and D-2 denote Transformer,
DialogBERT, BLEU-2 and Dist-2, respectively).
ST. can not improve the fluency (PPL) and diversity
(D-2) of generated responses although it can pro-
mote higher BLEU score. Besides, the models with
DRA can not handle the information of position
embeddings well, we need to design some methods
that can model the information of word order in
dependency graph in the future.

Model
DailyDialog

PPL B-2 D-2
Transformer 18.28 19.52 17.38
- Trans.+ST. 18.59 22.15 16.64
- Trans.+DRA 17.63 21.14 18.40
- Trans.+DRA+PE. 18.13 19.66 18.08
DialogBERT 20.06 18.07 15.56
- Dial.+ST. 20.07 19.51 15.72
- Dial.+DRA 17.88 21.79 21.28
- Dial.+DRA+PE. 20.32 17.86 15.77

Table 3: Result of extra comparison.

B Comparison of Running Time

Table 4 shows the average time occupied by differ-
ent models to generating response for each dialogue
in DailyDialog (Pre. denote the process of word
tokenization and dependency relation parsing of
the raw text, Gen. denote the process of inference).
We can see that the dependency parsing process
does not take much time.

Model Pre. Gen. Total
Transformer 0.005s 0.111s 0.116s

Transformer+DRA 0.028s 0.115s 0.143s
DialogBERT 0.005s 0.123s 0.128s

DialogBERT+DRA 0.030s 0.118s 0.148s

Table 4: Comparison of running time.

C Results of Parsing Errors.

As the accuracy of dependency parsing will affect
the downstream task performance, it is worthwhile

(a) PPL

(b) BLEU-2

(c) Dist-2

Figure 5: The result of parsing errors.

to investigate the result of the errors that result from
syntactic parsing. We simulate parsing errors by
manually changing the parsing results, specifically,
the attention weights with dependency relations
will be masked and those without dependency rela-
tions will not. Figure 5 show how the parsing errors
affect PPL, BLEU-2, Dist-2 of models on Daily-
Dialog validation set. The horizontal axis in the
figure represents the proportion of parsing errors. It
shows that our proposed method has certain robust-
ness, especially for the hierarchical Transformer
encoder architecture.

D Samples of Generated Dialogues

Table 5 and 6 provide some examples of the gener-
ated responses. The visual attention weights of dif-
ferent methods are presented in Figure 6 and 7. The
models with DRA will focus on the relevant words
when updating the hidden state of each word. They
demonstrates that Dependency Relation Attention
can help Transformer and DialogBERT generate
better responses.
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Example 1
Speaker1: Hello, Miao Li, where are you going?
Speaker2: Hello, I am going to the store to buy some fruit.

Gold Resp: Oh, would you do me a favor?
Transformer: Oh, I’m afraid I’m going to take the train station.

Transformer+DRA: What kind of fruit do you like?
DialogBERT: Would you like some dessert?

DialogBERT+DRA: What are you going to buy?

Table 5: Example responses from different models.

(a) Standard Transformer. (b) Transformer+DRA.

Figure 6: Attention weights visualization of example 1

Example 2
Speaker1: My niece is super talented lately.
Speaker2: What is her best talent?
Speaker1: Art, she was accepted into a special program for high school.

Gold Resp: Does she draw or paint? How many students are in this program?
Transformer: Wow, that is a pretty cool name.

Transformer+DRA: Oh wow, that is impressive.
DialogBERT: That’s great. What kind of job?

DialogBERT+DRA: Wow, that is a big accomplishment.

Table 6: Example responses from different models.

(a) Standard Transformer. (b) Transformer+DRA.

Figure 7: Attention weights visualization of example 2
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Abstract

Intent classification (IC) and slot filling (SF)
are two fundamental tasks in modern Natural
Language Understanding (NLU) systems. Col-
lecting and annotating large amounts of data
to train deep learning models for such sys-
tems are not scalable. This problem can be
addressed by learning from few examples us-
ing fast supervised meta-learning techniques
such as prototypical networks. In this work,
we systematically investigate how contrastive
learning and data augmentation methods can
benefit these existing meta-learning pipelines
for jointly modelled IC/SF tasks. Through
extensive experiments across standard IC/SF
benchmarks (SNIPS and ATIS), we show that
our proposed approaches outperform standard
meta-learning methods: contrastive losses as
a regularizer in conjunction with prototypical
networks consistently outperform the existing
state-of-the-art for both IC and SF tasks, while
data augmentation strategies primarily improve
few-shot IC by a significant margin.

1 Introduction

NLU specific intent classification and slot-filling
models often need to learn from only a few contex-
tual examples given by the end user in industrial
model deployment scenarios. Such models are of-
ten trained using meta-learning, a competitive few-
shot learning strategy to learn from only a few ex-
amples. In this paper, we systematically dissect the
existing meta-learning pipelines for jointly mod-
elled few-shot Intent Classification (IC) and Slot
Filling (SF) and identify practical training strate-
gies to improve their performance by a significant
margin. Precisely, we investigate how different
data augmentation and contrastive learning strate-
gies improve IC/SF performance, and show that
our training approach outperforms state-of-the-art
models for few-shot IC/SF. Given the user utter-
ance: “Book me a table for 6 at Lebanese Taverna”,
an IC model identifies “Restaurant Booking” as

the intent of interest, and an SF model identifies
the slot types and values: Party_Size:"6", Name:
"Lebanese Taverna". These functionalities are typi-
cally driven by powerful deep learning models that
rely on huge amounts of domain-specific training
data. As such labeled data is rarely available, build-
ing models that can learn from only a few examples
per class is inevitable.

Few-shot learning techniques (Krone et al., 2020;
Ren and Xue, 2020; Geng et al., 2019, 2020; Liu
et al., 2020b) have been recently proposed to ad-
dress the problem of generalizing to unseen classes
in IC/SF when only a few training examples per
class are available. Krone et al. (2020) utilized
meta-learning approaches such as prototypical net-
works (Snell et al., 2017) and MAML (Finn et al.,
2017) to jointly model IC/SF. They showed that
prototypical networks outperform other prevalent
meta-learning techniques such as MAML as well
as fine-tuning. Moreover, one primary benefit of
prototypical networks is that it is computationally
cheap during meta-testing, thus making it a good
candidate for industrial few-shot learning systems.
In this paper, we extend this powerful supervised
meta-learning technique with unsupervised con-
trastive learning and data augmentation.

Rajendran et al. (2020) showed that meta-
learners can be particular prone to overfitting which
can be partially alleviated by data augmentation
(Liu et al., 2020a). Data augmentation strategies
in NLP have been shown to boost performance in
general text classification settings (Wei and Zou,
2019b; Xie et al., 2019; Lee et al., 2021), however,
there exists very little work on how data augmen-
tation can be effectively used in the meta-learning
pipeline specific to NLU tasks. To address this
question, we first use a data augmentation strategy
slot-list values for IC/SF tasks which gen-
erates synthetic utterances using dictionary-based
slot-values. We note that similar dictionary based
augmentation has been previously used in (Li et al.,
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2021), but in the context of dialogue state tracking,
orthogonal to our use-case. Additionally, we in-
vestigate how state-of-the-art augmentation strate-
gies such as backtranslation (Xie et al., 2019) and
perturbation-based augmentations such as EDA –
Easy Data Augmentation (Wei and Zou, 2019b) –
can be used alongside prototypical networks.

We further investigate how contrastive learn-
ing (Chen et al., 2020) can be used as a regular-
izer during the meta-training stage to create better
generalizable meta-learners. Contrastive learning
is useful in creating improved prototypes as they
pull similar representations together while pushing
apart dissimilar ones. Through extensive experi-
ments across SNIPS and ATIS, we show that meta-
training with contrastive losses as a regularizer im-
proves IC/SF performance for unseen classes with
few examples. Our contributions include:

• We demonstrate the effectiveness of con-
trastive losses as a regularizer in meta-
learning, by empirically showing how it im-
proves few-shot IC/SF tasks across bench-
mark datasets.

• We illustrate the positive impact of data aug-
mentation techniques such as slot-list
values, backtranslation and EDA in the
meta-learning pipeline.

2 Proposed Approaches

We follow the few-shot learning setup for IC/SF
described in (Krone et al., 2020) with a few modifi-
cations. Instead of using a frozen backbone such
as BERT or ELMo with a BiLSTM head, we use
a more powerful pre-trained RoBERTa encoder.
Additionally, in contrast to (Krone et al., 2020),
we update our encoder during the meta-training
stage. For a given utterance xi = {xi1, xi2, ..., xin}
with n tokens, we first use the RoBERTa model
denoted by fϕ to encode the utterance resulting
in hi = {hi<cls>, h

i
1, ..., h

i
n}. We use the <cls>

token embedding to denote the utterance level em-
bedding which we use for intent classification. For
slot filling, we use each of the token embeddings
{hij}nj=1 of the ith utterance. Given a support set S,
assuming Sl consists of utterances belonging to the
intent class cl and Sa consists of tokens from the
slot class ca, we first compute the class prototypes
for intents (cl) and slots (ca):

cl =
1

|Sl|
∑

xi∈Sl

fϕ(x
i) (1)

ca =
1

|Sa|
∑

xi
j∈Sa

fϕ(x
i
j) ∀xi ∈ S (2)

Given a query example z and a distance func-
tion d, a distribution over the different classes is
computed using the softmax of the distances to the
different class prototypes. Specifically we denote
the intent specific log likelihood loss as:

LIC(ϕ, z) = − log{ exp(−d(fϕ(z), cl))∑
l′ exp(−d(fϕ(z), cl′ ))

}
(3)

We use euclidean distance as the standard dis-
tance function. Similarly, we define the slot specific
loss as LSlots(ϕ, z). For a given query set Q, the
cumulative loss for intents and slots is the log like-
lihood averaged across all the query samples and
is denoted by LTotal(ϕ):

LTotal(ϕ) =
∑

z∈Q

1

|Q|{LIC(ϕ, z) + LSlots(ϕ, z)}

(4)2.1 Contrastive Learning
The general idea of contrastive learning (Chen et al.,
2020) is to pull together the representations of simi-
lar samples while pushing apart the representations
of dissimilar samples in an embedding space. In
our work, we specifically incorporate the super-
vised contrastive loss as an added regularizer with
the prototypical loss computation in Eq. (4). In
particular we identify places in the meta-training
pipeline where the incorporation of the contrastive
loss is most beneficial for good generalization to
few-shot classes. We devise two types of con-
trastive losses for the IC/SF tasks: (a) contrastive
loss for intents LcontrastiveIC(ϕ) where the <cls>
token embedding is used in the loss; (b) contrastive
loss for slots LcontrastiveSF (ϕ) where the individ-
ual token embeddings are used in the loss. The
regularized prototypical loss is the following:

LTotal(ϕ) =
∑

z∈Q

1

|Q|{LIC(ϕ, z)+LSlots(ϕ, z)}

+ λ1LcontrastiveIC(ϕ) + λ2LcontrastiveSF (ϕ)
(5)

We provide more details about the two contrastive
losses in the Appendix section.

2.2 Data Augmentation for Few-shot IC/SF
Prior works in computer vision (Liu et al., 2020a;
Ni et al., 2020) have shown that data augmentation
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Level
SNIPS

(Kmax=20)
ATIS

(Kmax=20)
SNIPS

(Kmax=100)
ATIS

(Kmax=100)
IC Acc Slot F1 IC Acc Slot F1 IC Acc Slot F1 IC Acc Slot F1

Krone et al. (2020) - 0.877 ± 0.01 0.597 ± 0.017 0.660 ± 0.02 0.340 ± 0.004 0.877 ± 0.01 0.621 ± 0.007 0.719 ± 0.01 0.412 ± 0.02
Baseline (Ours) - 0.887 ± 0.06 0.597 ± 0.04 0.737 ± 0.06 0.74 ± 0.01 0.907 ± 0.05 0.593 ± 0.04 0.80 ± 0.04 0.70± 0.02

CL (IC) Support(m-train) 0.905 ± 0.05 0.594 ± 0.04 0.75 ± 0.07 0.748 ± 0.02 0.912 ± 0.03 0.594 ± 0.04 0.802 ± 0.06 0.70 ± 0.02
CL (IC) Support,Query(m-train) 0.908 ± 0.06 0.596 ± 0.04 0.76 ± 0.04 0.748 ± 0.02 0.93 ± 0.05 0.60 ± 0.03 0.829 ± 0.06 0.703 ± 0.03

CL (IC + SF) Support(m-train) 0.903 ± 0.06 0.60± 0.04 0.757 ± 0.04 0.755 ± 0.02 0.92 ± 0.01 0.60 ± 0.04 0.826 ± 0.05 0.70 ± 0.03
CL (IC + SF) Support,Query(m-train) 0.91 ± 0.04 0.60 ± 0.03 0.75 ± 0.07 0.756 ± 0.02 0.93 ± 0.03 0.60 ± 0.04 0.833 ± 0.05 0.71 ± 0.02

CL (IC + SF), DA (Slot list) Support,Query(m-train) 0.921± 0.037 0.619± 0.037 0.803 ± 0.069 0.748 ± 0.019 0.923± 0.055 0.619± 0.035 0.821± 0.08 0.73± 0.02

Table 1: Few-shot classification accuracy with contrastive learning (CL) for prototypical networks. For CL (IC)
only LcontrastiveIC is used, whereas for CL (IC + SF), both LcontrastiveIC and LcontrastiveSF are used.

is very effective in meta-learning. In this section,
we use various data augmentation strategies to im-
prove the meta-learning pipeline for IC/SF tasks.
Data augmentation for joint IC/SF tasks in NLU
is particularly challenging as the augmentation is
primarily possible at the level of intents. For in-
tent level data augmentation, we use state-of-the-
art techniques such as backtranslation (Xie et al.,
2019) and EDA (Wei and Zou, 2019b) along with
prototypical networks. We also introduce a novel
data augmentation technique called slot-list
values which effectively leverages the structure
of joint IC/SF tasks. In particular, we investigate
the effectiveness of these data augmentation tech-
niques in the meta-learning pipeline at different
levels such as: (a) support at meta-training; (b)
support + query at meta-training; (c) support at
meta-testing; (d) combination of those. We provide
details about these augmentation methods below.

2.2.1 Slot-List Values Augmentation

In IC/SF datasets, certain slot types often can take
on values specified in a finite list. For example,
in the SNIPS dataset the slot type facility can take
on values from the list ["smoking room", "spa",
"indoor", "outdoor", "pool", "internet", "parking",
"wifi"] . Specific to the discrete slot filling task,
(Shah et al., 2019) used such values to learn an ad-
ditional attention module for improving SF. Such
lists can be created from the training dataset and
be used for data augmentation. We leverage such
lists to create synthetic utterances by replacing the
values of slot types in a given utterance with other
values from the list: e.g. given an utterance “Book
a table at a pool bar”, we synthesize another utter-
ance “Book a table at a indoor bar”.

2.2.2 Augmentation by Backtranslation

Backtranslation is a technique of translating an
utterance into an intermediate language and back
to its original language using a neural machine
translation model. Previous works (Edunov et al.,
2018; Yu et al., 2018; Sennrich et al., 2015) showed

that backtranslation is extremely effective as a data
augmentation technique for NLP applications. In
our paper in particular, we use a pre-trained en-es
NMT model (Junczys-Dowmunt et al., 2018) for
generating the augmented utterances. To ensure
that the generated utterances are diverse, we follow
the procedure in (Xie et al., 2019) in which we
employ restricted sampling from the model output
probability distribution instead of beam-search.

2.2.3 EDA Data Augmentation
Adding small perturbations to the training data
via random insertion, deletion, swapping and syn-
onym replacement is one simple technique to gen-
erate synthetic data for data augmentation. Pre-
vious work by (Wei and Zou, 2019a) showed
that EDA achieves state-of-the-art results on text-
classification tasks. In our work, we use EDA to
generate synthetic data to perform data augmenta-
tion at different stages of meta-learning.

3 Experiments
Datasets: We use two well-known IC/SF bench-
marks: SNIPS (Coucke et al., 2018) and ATIS
(Hemphill et al., 1990). SNIPS is a more chal-
lenging dataset as it contains intents from diverse
domains whereas the ATIS dataset contains intents
from only the Airline domain.

Episode Construction: We follow the standard
episode construction technique described in (Krone
et al., 2020; Triantafillou et al., 2020) where the
number of classes and the shots per class in each
episode are sampled dynamically.

Few-shot Splits: For the SNIPS dataset, we
use 4 intent classes for meta-training and 3 in-
tent classes for meta-testing. Similar to (Krone
et al., 2020), we do not form a development split
for SNIPS as there are only 7 intent classes and
the episode construction process requires at least
3 classes in each split. For the ATIS dataset, we
first select intent classes with more than 15 exam-
ples, then use 5 intent classes for meta-training and
7 intent classes for meta-testing. The rest of the
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Level SNIPS(Kmax=20) ATIS (Kmax=20) SNIPS (Kmax=100) ATIS(Kmax=100)
IC Acc IC Acc IC Acc IC Acc

(Krone et al., 2020) - 0.877 ± 0.01 0.660 ± 0.02 0.877 ± 0.01 0.719 ± 0.01
Baseline (Ours) - 0.887 ± 0.06 0.737 ± 0.06 0.907 ± 0.05 0.80 ± 0.04
DA (Slot-list) Support(m-train) 0.898 ± 0.061 0.735 ± 0.052 0.916 ± 0.055 0.810 ± 0.052
DA (Slot-list) Support,Query(m-train) 0.919 ± 0.062 0.800 ± 0.054 0.917 ± 0.051 0.806 ± 0.066
DA (Slot-list) Support(m-train, m-test) 0.905± 0.062 0.772 ± 0.044 0.922± 0.051 0.818± 0.056
DA (Slot-list) Support(m-test) 0.926 ± 0.038 0.764 ± 0.073 0.931 ± 0.037 0.840± 0.047

DA (Backtranslation) Support(m-train) 0.885 ± 0.03 0.77 ± 0.06 0.928 ± 0.029 0.79 ± 0.06
DA (Backtranslation) Support(m-train, m-test) 0.881 ± 0.03 0.79 ± 0.05 0.931 ± 0.030 0.795 ± 0.06
DA (Backtranslation) Support(m-test) 0.895 ± 0.036 0.71 ± 0.06 0.899 ± 0.06 0.77 ± 0.14

DA (EDA) Support(m-train) 0.893 ± 0.062 0.787 ± 0.07 0.911 ± 0.04 0.805 ± 0.08
DA (EDA) Support(m-train,m-test) 0.893 ± 0.047 0.761 ± 0.08 0.915 ± 0.04 0.808 ± 0.10
DA (EDA) Support(m-test) 0.892 ± 0.047 0.731 ± 0.06 0.915 ± 0.05 0.78 ± 0.059

Table 2: Few-shot IC accuracy with Data Augmentation (DA) for prototypical networks; m-train refers to meta-
training and m-test refers to meta-testing

classes are used as a development split. In (Krone
et al., 2020), the intent classes for each split are
manually chosen. This is not representative of real-
istic situations where the types of few-shot classes
can vary considerably. To address this issue, we
report our experiment results averaged over 5 seeds
where in each run the intent classes for each split
are randomly sampled. In each experiment run, we
evaluate our results for 100 episodes sampled from
the test-split. We refer to our re-implementation of
(Krone et al., 2020) with this strategy as Baseline.

Contrastive Learning Helps IC/SF tasks: Ta-
ble 1 shows the results of experiments adding
contrastive losses as a regularizer to our baseline.
Overall, we observe that across both SNIPS and
ATIS datasets, using contrastive losses as a regu-
larizer predominantly improves IC accuracy, while
marginally improving SF F1 score. In particular,
we notice that using contrastive losses as a reg-
ularizer with both the support and query during
meta-training leads to the best performances.

Impact of Data Augmentation is Dependent
on Stage of Application: Table 2 shows the re-
sults of adding data augmentation to the few-shot
IC tasks. We find that the data augmentation
techniques in general improve the performance of
few-shot IC, depending on the stage in the meta-
learning pipeline at which the data is augmented.
More specifically, for SNIPS we notice up to 4%
and 2% gain in IC accuracy for Kmax = 20
and Kmax = 100 respectively. With EDA, we
find that augmentation during meta-training and
meta-testing together leads to a noteworthy gain
in few-shot IC performances across both SNIPS
and ATIS. In comparison, backtranslation is effec-
tive in improving the few-shot IC performance for
SNIPS, when the shots per class is higher such as
in Kmax = 100. However for ATIS, we observe
a significant gain in IC only for Kmax = 20.

Slot-list Values Augmentation at Meta-Testing

Helps: We find that dictionary based augmentation
techniques such as slot-list values gener-
ally show consistent gain in IC at all stages during
meta-training and shots per class.

Combination of Contrastive Learning and
Data Augmentation Helps IC/SF tasks: We find
that the combination of contrastive losses and data
augmentation via slot-list values outper-
forms models trained independently with only con-
trastive losses or data augmentation. We hypothe-
size that this is due to two independent effects work-
ing together in conjunction: (a) contrastive learning
helps to create improved prototypes whereas (b)
data augmentation helps mitigate meta-overfitting.

For SF, we find that data augmentation leads to
only limited improvements when compared to IC
(see Appendix C). We attribute this to the low shots
per slot class, an artifact of the episodic sampling
procedure (Krone et al., 2020), done per intent class
in the joint IC/SF setting.

4 Conclusion
In this work, we systematically dissect meta-
learning pipelines for few-shot IC/SF tasks and
identify stages during meta-learning where con-
trastive learning and data augmentation can be ef-
fective. Empirically, we found that contrastive
losses are effective regularizers during meta-
training and outperform the current state-of-the-
art few-shot joint IC/SF benchmarks across both
SNIPS and ATIS. Impact of data augmentation in
general is highly dependent on the stage at which it
is applied during meta-learning. Notably, a combi-
nation of contrastive losses and data augmentation
via slot-list values during meta-training
leads to the best performances across both SNIPS
and ATIS. These strategies for improving few-shot
IC/SF tasks create a strong benchmark and open
up possibilities on more stronger modes of meta-
specific augmentation and contrastive learning.
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A Hyperparameters

For the ATIS dataset, we use the development set
to tune for λ1 and λ2 in Eq. (5). For the SNIPS
dataset, we empirically set both λ1 and λ2 to be
0.06 due to the lack of a development set. In our ex-
periments with the three data augmentation strate-
gies, we generate synthetic utterances to exactly
double the training data size for fair comparison
throughout. Across all the experiments, we meta-
train the models for 50 episodes and use a learning
rate of 5e− 5.

B On Contrastive Learning

In our work, we use two types of contrastive losses
for IC/SF tasks: (a) contrastive loss for intents
LcontrastiveIC(ϕ) where the <cls> token embed-
ding is used in the loss; (b) contrastive loss for slots
LcontrastiveSF (ϕ) where the individual token em-
beddings from the encoder are used in the loss.
In particular, we use the supervised contrastive
loss (Khosla et al., 2020) and leverage the label
information present in the support or support +
query set during meta-training. First we define
the contrastive loss for intents LcontrastiveIC(ϕ):
given a set of utterances with their corresponding
intent labels Sintents = {(xi, yi)mi=1}, assume P (i)
to be a set consisting of examples from Sintents

with same labels as the ith example. Formally
P (i) : {xj : yj = yi ∀j ∈ [1,m] & j ̸= i}. The
contrastive loss for the intents LcontrastiveIC(ϕ) is
defined as the following:

m∑

i=1

− log
{ 1

|P (i)|
∑

z∈P (i)

exp(fϕ(xi)
T fϕ(z))/τ∑m

j=1,j ̸=i exp(fϕ(xi)
T fϕ(xj))/τ

}

(6)

Here fϕ(xi) denotes the <cls> embedding for
the ith utterance. In case of slots, we first obtain
the individual token embeddings in each utterance
xi ∀i ∈ [1,m]. Consider the total number of to-
kens to be N in an episode and their associated em-
beddings’ set to be Sslots = {(hj , y

′
j), ∀j ∈ N},

where y
′
j is the slot label for the jth token. Similar

to the intents, we define the set Q(i) : {hj : y′
j =

y
′
i ∀j ∈ [1, N ] & j ̸= i}. Next we define the

contrastive loss for the slots Lslots(ϕ) as:

N∑

i=1

− log
{ 1

|Q(i)|
∑

z∈Q(i)

exp(hTi z)/τ∑N
j=1,j ̸=i exp(h

T
i hj)/τ

}

(7)

C Impact of Data Augmentation for Slot
Filling

Data augmentation for joint IC/SF tasks is challeng-
ing as augmentation is only possible at the level
of intents. Although data augmentation leads to
large improvements in few-shot IC performances,
its impact on SF tasks is limited. From Table 3,
across the different data augmentation methods
such as backtranslation, EDA and slot-list
values, we observe that there is no consistent
improvements in SF performances across our dif-
ferent experiment settings. We hypothesize that
as data augmentation does not provide any direct
signal to the SF task, the improvements are insub-
stantial. To address this issue and provide a more
direct signal to the SF task, we incorporate part-
of-speech (POS) and noun-phrase information of
the different slot values into the joint IC/SF model.
In the next section, we discuss ways to incorpo-
rate these additional syntactic information into the
meta-learning pipeline.

D Beyond Semantic Information

Part-of-speech (POS) and noun-parser information
can provide additional syntactic information about
of an utterance, thus augmenting the semantic in-
formation from the encoded tokens. In particular,
POS tags can help resolve decisions for ambiguous
tokens or words. Previous work (Wang et al., 2020)
has shown that prior information from POS tags
helps in improving IC and SF tasks in the general
supervised many shot setting. In our work, we use
POS tags as an additional source of information
particularly for the few-shot setting. We propose
two primary ways to incorporate POS tags in the
general meta-learning setting: (a) POS tag as an
additional input feature; (b) Explicitly training the
model to predict POS tags via a multi-task loss.

In addition to POS tags, we also augment infor-
mation about noun-phrases as an additional input
feature. Noun chunks or phrases have the poten-
tial to provide strong signals about possible spans
of different slots to the underlying model, thus
improving SF performance. For example, in the
utterance “book me a table for one at blue ribbon
barbecue”(with intent BookRestaurant, and slots:
party_size_number:"one", restaurant_name: "blue
ribbon barbecue"), "blue ribbon barbecue" is iden-
tified as a noun-chunk and the span information
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Level SNIPS(Kmax=20) ATIS (Kmax=20) SNIPS (Kmax=100) ATIS(Kmax=100)
Slot F1 Slot F1 Slot F1 Slot F1

Baseline (Ours) - 0.599 ± 0.04 0.748 ± 0.01 0.593 ± 0.04 0.703 ± 0.02
DA (Slot-list) Support(m-train) 0.603 ± 0.043 0.738 ± 0.020 0.609 ± 0.047 0.713 ± 0.025
DA (Slot-list) Support,Query(m-train) 0.609 ± 0.043 0.74 ± 0.02 0.609 ± 0.03 0.715 ± 0.02
DA (Slot-list) Support(m-train, m-test) 0.587± 0.045 0.712 ± 0.026 0.595 ± 0.042 0.686± 0.029
DA (Slot-list) Support(m-test) 0.572 ± 0.036 0.697 ± 0.028 0.589 ± 0.042 0.684± 0.02

DA (Backtranslation) Support(m-train) 0.595 ± 0.04 0.742 ± 0.01 0.611 ± 0.036 0.716 ± 0.02
DA (Backtranslation) Support(m-train, m-test) 0.595 ± 0.04 0.742 ± 0.01 0.611 ± 0.03 0.716 ± 0.02
DA(Backtranslation) Support(m-test) 0.598 ± 0.03 0.74 ± 0.01 0.60 ± 0.03 0.72 ± 0.01

DA(EDA) Support(m-train) 0.585 ± 0.032 0.742 ± 0.02 0.596 ± 0.05 0.701 ± 0.03
DA(EDA) Support(m-train,m-test) 0.593 ± 0.033 0.742 ± 0.02 0.594 ± 0.04 0.711 ± 0.005
DA(EDA) Support(m-test) 0.586 ± 0.036 0.74 ± 0.01 0.593 ± 0.037 0.714 ± 0.02

Table 3: Few-shot Slot F1 with Data Augmentation (DA) for prototypical networks; m-train refers to meta-training
and m-test refers to meta-testing

SNIPS (Kmax = 20) SNIPS(Kmax=100) ATIS(Kmax=20) ATIS(Kmax=100)
IC Acc Slot F1 IC Acc Slot F1 IC Acc Slot F1 IC Acc Slot F1

Baseline (Ours) 0.887 ± 0.06 0.597 ± 0.04 0.907 ± 0.05 0.593 ± 0.04 0.737 ± 0.06 0.748 ± 0.02 0.801 ± 0.05 0.703 ± 0.02
Multi-task POS loss 0.905 ± 0.04 0.603 ± 0.03 0.929 ± 0.03 0.595 ± 0.03 0.769 ± 0.06 0.75 ± 0.01 0.807 ± 0.05 0.711 ± 0.02
With POS-tag features 0.896 ± 0.06 0.592 ± 0.04 0.926 ± 0.03 0.590 ± 0.04 0.745 ± 0.06 0.747 ± 0.01 0.793 ± 0.09 0.713 ± 0.02
With noun-parser features 0.912 ± 0.05 0.599 ± 0.04 0.897 ± 0.05 0.597 ± 0.03 0.764 ± 0.04 0.755 ± 0.02 0.805 ± 0.07 0.715 ± 0.02

Table 4: Effect of adding syntactic information into the joint IC/SF model

can potentially help with the SF task for the restau-
rant_name slot. Conversely, the POS tag for “one”
is NUM and can help classify numeric words to the
numeric slot party_size_number.

D.1 Feature-Based Addition
Previous works have shown that adding POS tags
as features improves IC (Zhang et al., 2016; Xie
et al., 2018) as well SF performances (Firdaus et al.,
2018) in many-shot settings. In this work we look
into incorporating syntactic features in our meta-
learning pipeline. A simple idea to incorporate
POS or noun-chunk tags of an utterance is to con-
catenate a vector representation of them, pij and
ηij respectively, with the token embeddings fϕ(xij).
Formally, in our meta-learning pipeline, we revise
Eq. (2) for our slot prototype:

ca =
1

|Sa|
∑

xi
j∈Sa

fϕ(x
i
j)⊕ pij ⊕ ηij ∀xi ∈ S (8)

D.2 Multi-task POS Loss
Although training language models distills implic-
itly the structural knowledge of the underlying
languages (Jawahar et al., 2019; Sundararaman
et al., 2019) into the model, such knowledge can
be imperfect. Explicitly training to learn structural
knowledge such as POS tags (Wang et al., 2020),
however, can help the model to improve on down-
stream tasks such as IC/SF. We treat POS tagging
as a token level classification problem, similar to
SF. Given a support set S, assume Sl to consist of

utterances belonging to the intent class cl, Sa to
consist of tokens from the slot class ca and Spos to
consist of POS tag tokens from the class cpos. In
addition to the intent class prototypes cl and slot
class prototypes ca, we define an additional class
prototype cpos for the POS tags:

cpos =
1

|Spos|
∑

xi
j∈Spos

fϕ(x
i
j) ∀xi ∈ S (9)

Given a query example z, we define the correspond-
ing loss with the POS tag prototypes as:

Lpos(ϕ, z) = − log{ exp(−d(fϕ(z), cpos))∑
pos′ exp(−d(fϕ(z), cpos′ ))

}

(10)
For the query set Q, the composite loss function is
the following:

LTotal(ϕ) =
∑

z∈Q

1

|Q|{LIC(ϕ, z) + LSlots(ϕ, z)

+ βLpos(ϕ, z)} (11)

where β is a hyperparameter. For the ATIS dataset,
we select β by using a validation set. In case of the
SNIPS dataset, we empirically set β as 0.01 due to
unavailability of a development set.

In Table 4, we observe an improvement in both
IC and SF over the baseline with the addition of
information from the POS tags as an auxilliary loss.
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However, similar to feature-based addition, we no-
tice only a marginal and small improvement for SF.
To understand further this issue, we exmined the
episodic sampling procedure used in (Krone et al.,
2020). Across both the SNIPS and ATIS datasets,
the average shots per class for intents are ≈ 5 and
≈ 10 for Kmax = 20 and Kmax = 100 respec-
tively. However for slots, we find that the average
shots per class are ≈ 1.3 and ≈ 3 for Kmax = 20
and Kmax = 100 respectively. We conjecture that
as the shots per class for slots are much lesser in
comparison to that of intents, it results in smaller
improvements when compared to intents in the
joint IC/SF setting.

E Compute

For all our experiments we primarily use a
V100-16GB GPU. For meta-training on ATIS for
Kmax = 100 with data augmentation, we use
V100-32GB GPU due to increased memory require-
ments.

F Note on Data Augmentation Techniques

In our paper, we investigate only a limited num-
ber of data augmentation techniques specific to
natural language processing. We note that in the
recent years, a wide variety of augmentation tech-
niques for NLP has been developed (See (Feng
et al., 2021) for a good overview). However, we
choose EDA, backtranslation and use a dictionary
based slot-list values in our experiments
due to it’s inherent simplicity which can enable
easy integration with existing meta-learning meth-
ods. Designing and adapting existing augmentation
techniques to meta-learning is a future direction of
research.

25



Proceedings of the Workshop on Structured and Unstructured Knowledge Integration (SUKI), pages 26 - 35
July 14, 2022 ©2022 Association for Computational Linguistics

Learning Open Domain Multi-hop Search Using Reinforcement Learning

Enrique Noriega-Atala
The University of Arizona

enoriega@arizona.edu

Mihai Surdeanu
The University of Arizona

msurdeanu@arizona.edu

Clayton T. Morrison
The University of Arizona
claytonm@arizona.edu

Abstract

We propose a method to teach an automated
agent to learn how to search for multi-hop
paths of relations between entities in an open
domain. The method learns a policy for direct-
ing existing information retrieval and machine
reading resources to focus on relevant regions
of a corpus. The approach formulates the learn-
ing problem as a Markov decision process with
a state representation that encodes the dynam-
ics of the search process and a reward struc-
ture that minimizes the number of documents
that must be processed while still finding multi-
hop paths. We implement the method in an
actor-critic reinforcement learning algorithm
and evaluate it on a dataset of search problems
derived from a subset of English Wikipedia.
The algorithm finds a family of policies that
succeeds in extracting the desired information
while processing fewer documents compared
to several baseline heuristic algorithms.

1 Introduction

The sheer size of public corpora such as Wikipedia1

or large paper repositories like arXiv2 and PubMed
Central3 poses an enormous challenge to automat-
ing effective search for relevant information. This
problem is compounded when the underlying infor-
mation needs require multi-hop connections, e.g.,
searching for biological mechanisms that connect
two proteins (Cohen, 2015) or searching for expla-
nations that require complex reasoning by under-
standing text supported by different documents in
QA systems (Welbl et al., 2018; Yang et al., 2018).

In a naive approach, an automated information
extraction agent could process all the documents
in a corpus, searching for the indirect connections
that satisfy a multi-hop information need. However,
this quickly becomes prohibitively expensive as the
corpus size increases. Further, the documents may

1https://www.wikipedia.org/
2http://arxiv.org/
3https://www.ncbi.nlm.nih.gov/pmc/

also be behind a paywall, adding an additional eco-
nomic cost to accessing information. Thus, the
naive exhaustive reading approach is simply not
feasible for most large corpora scenarios. Instead,
we need to incorporate the kind of iterative focused
reading that humans are capable of. When peo-
ple search for information, they use background
knowledge, based in part on what they have just
read, to narrow down the search space while se-
lectively committing time and other resources to
carefully reading documents that appear relevant.
This process may be repeated multiple times until
the information need is satisfied.

We propose a methodology that uses reinforce-
ment learning (RL) to teach an automated agent
how to direct a search process, using existing in-
formation retrieval and machine learning compo-
nents selectively, focusing on the relevant parts of
the corpus in order to minimize the expenditure of
computational resources and access costs.

The contributions of our work are the following:

1. A reinforcement learning framework to teach
an automated agent how to direct a multi-hop
search process that selectively allocates ma-
chine reading resources in an open-domain
corpus.

2. A set of domain-agnostic state representation
features that enable the reinforcement learn-
ing method to learn a policy that improves
the chances of finding the desired information
while processing fewer documents compared
to strong baselines.

3. A new dataset of open-domain multi-
hop search problems derived from En-
glish Wikipedia contained in the WikiHop
dataset 4 (Welbl et al., 2018). Using this
dataset, we show that our RL approach is able

4http://qangaroo.cs.ucl.ac.uk

26



to derive policies that find the desired informa-
tion more frequently and by processing fewer
documents than several heuristic baselines.

2 Related Work

Modern machine reading technology enables the
extraction of structured information from natural
language data. Named-entity recognition (Tjong
Kim Sang and De Meulder, 2003) systems detect
and label specific classes of concepts from text,
both in the general domain (Manning et al., 2014)
and for specific domains (Neumann et al., 2019).
Relation extraction systems extract interactions be-
tween different concepts in open-domain (DBL,
2018, 2017, 2008) and domain-specific scenar-
ios (Jin-Dong et al., 2019; Demner-Fushman et al.,
2019; Cohen et al., 2011).

Reinforcement learning has been successfully
deployed for a variety of natural language process-
ing (NLP) tasks. (Clark and Manning, 2016) pro-
posed a policy-gradient method to resolve the cor-
rect coreference chains for the task of coreference
resolution. (Li et al., 2017) used reinforcement
learning to train an end-to-end task-completion
dialogue system. For the task of machine trans-
lation, (He et al., 2016) formulated the task as a
dual-learning game in which two agents teach each
other without the need of human labelers using
policy-gradient algorithms.

Reinforcement learning has also been specifi-
cally applied to improving search and machine
reading. In learning how to search, (Kanani and
McCallum, 2012) proposed a methodology for the
task of slot-filling based on temporal-difference
q-learning that uses domain specific state repre-
sentation features to select actions in a resource-
constrained scenario. (Noriega-Atala et al., 2017)
successfully applied RL to finding relevant bio-
chemical interactions in a large corpus by focus-
ing the allocation of machine reading resources
towards the most promising documents. Similarly,
(Wang et al., 2019) explore the use of deep neu-
ral networks and deep RL to simulate the search
behavior of a researcher, also in the biomedical
domain.

3 Learning to Search

We propose a methodology to teach an automated
agent how to selectively retrieve and read docu-
ments in an iterative fashion in order to efficiently
find multi-hop connections between a pair of con-

cepts (or entities). Each search step focuses on a
restricted set of documents that are hypothesized
to be more relevant for finding a connection be-
tween the two target concepts. The focus set is
retrieved and processed and if a path connecting
the concepts is found, the search terminates. Oth-
erwise, a new set of focus documents is identified
based on what has been learned so far during the
search. The process is repeated iteratively until the
desired information is found or a number of itera-
tions is exceeded. Our method is general as it does
not directly rely on any supervised domain specific
semantics.

During the search, the agent iteratively con-
structs a knowledge graph (KG) that represents the
relations between concepts found so far through
machine reading. In each iteration, the algorithm
formulates a document retrieval query based on the
current state of the knowledge graph, which is then
executed by an information retrieval (IR) compo-
nent. The IR component contains data structures
to query the corpus, for example using an inverted
index. The construction of these data structures
usually only requires shallow processing, such as
tokenization and stemming, and not a full-fledged
NLP pipeline. Any documents returned from exe-
cuting the query are processed by an information
extraction (IE) component that performs named en-
tity recognition and relation extraction. The KG
is expanded by adding newly identified entities as
new nodes and previously unseen relations as new
edges. The overall goal of the method is to focus on
the documents that appear to be most likely to con-
tain a path between the target concepts, all while
processing as few documents as possible.

(Noriega-Atala et al., 2017) formalized this iter-
ative search process as a family of focused reading
algorithms, shown in Algorithm 1:

Algorithm 1 Focused reading algorithm
1: procedure FOCUSEDREADING(E1, E2)
2: KG← {{E1, E2}, ∅}
3: repeat
4: Q← BUILDQUERY(KG)
5: (V,E)← RETRIEVAL+EXTRACTION(Q)
6: EXPAND(V,E,KG)
7: until ISCONNECTED(E1, E2) OR HASTIMEDOUT

8: end procedure

The algorithm starts with the KG representing
only the endpoints of the search: the named enti-
ties E1 and E2. The algorithm then initiates the
search loop. The first step in the loop analyzes
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the knowledge graph and generates an information
retrieval query, Q. As we will describe shortly, the
current state of the KG is used to parameterize and
constrain the scope of Q, focusing it on returning a
limited subset of documents that are hypothesized
to be most relevant. After retrieval, the documents
are processed by the IE component. Any entities
not previously found in the KG are placed in the
new entity set V , and similarly any new relations
linking entities are placed in the new relation set,
E. V and E are incorporated into the KG and the
algorithm then searches the updated KG for any
new possible paths connecting E1 and E2. If a
path exists, it is returned as a candidate explana-
tion of how E1 and E2 are related. Otherwise, if
no such path exists, the query formulation process
(using the updated KG) followed by IR and IE, is
repeated until a path is found or the process times
out.

This framework can answer multi-hop search
queries for which the relationships along a connect-
ing path come from different documents. For exam-
ple, this process may discover that Valley of Mexico
is connected to the Aztecs because the Aztecs were
a pre-columbian civilization (found in one docu-
ment), which, in turn, was located in the Valley of
Mexico (found in another document).

In the following subsections, we formulate
focused reading as a Markov decision process
(MDP).

3.1 Constructing Query Actions

Template # Params Constraints

Conjunction Two: (A, B) Contains A and B
Singleton One: (E) Contains E
Disjunction Two: (A, B) Contains A or B

Table 1: Query templates

In the focused reading MDP, actions are com-
prised of information retrieval queries. Actions are
constructed from a set of three query templates,
listed in Table 1. Each template is parameterized
by one or two arguments representing the entities
that are the subject of the query. The template
type then incorporates these entities into the set of
constraints that must be satisfied by a document
in order to be retrieved. The different query tem-
plates are intuitively designed to give the agent the
choice of either exploring the corpus by perform-
ing a broader search through the more permissive

disjunctive query (documents are retrieved if either
of the entities are present), or instead exploiting
particular regions of the corpus through the more
restrictive conjunctive query (the documents must
contain both entities).

Because conjunctive queries return documents
with the text of both entities, they are more likely to
identify relations connecting the entities. However,
there is also an increased risk that such queries will
end up not finding any satisfying documents, es-
pecially when the entities are not closely related,
resulting in waisting one iteration in the search pro-
cess. On the other hand, disjunctive queries are
designed to return a larger set of documents, which,
reduce the likelihood of returning an empty set. But
they introduce the risk of processing more poten-
tially irrelevant documents, and potentially intro-
ducing more irrelevant entities. Singleton queries
represent a compromise between conjunction and
disjunction. They are designed to expand the set
of existing queries to the knowledge graph, which
may in turn be along paths that connect the target
entities, but retrieving documents related to just
one entity, rather than two.

Every entity or pair of entities in the current
knowledge graph is eligible to serve as a parameter
in a query template. The challenge is to choose
which entities paired with query template type are
more likely to retrieve documents containing can-
didate paths, using only the domain-agnostic infor-
mation present in the KG.

As the search process proceeds, the number of
entities in the knowledge graph grows, in turn
increasing the number of possible query actions
that can be constructed. RL quickly becomes in-
tractable as the state and action space grows. We
therefore perform a beam search to fix the cardinal-
ity of the action space to a constant size. In partic-
ular, we use cosine similarity (for entity pairs) and
average tf-idf scores (for single entities) to rank
the entities that might participate in constructing
query actions. The agent then chooses among the
top n entities/pairs for each query template, thus
bounding the total number of actions available to
the agent to 3n different queries at each step.

We rank candidate entity pairs that might par-
ticipate in query templates involving two entities
by computing the cosine similarity of the vector
representations of the entities. We use the natural
language expression representation of the named
entities to construct a continuous vector represen-
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tation. The vector representation of each entity is
built by averaging the word embedding vectors5 of
the words in the text of the named entity descrip-
tion. This similarity works as a proxy indicator of
how related those entities are, under the intuition
that entities that have similar embeddings are more
likely to participate in relations.

For singleton entity queries, we use the average
tf-idf score of the entity’s natural language descrip-
tion for ranking. The tf-idf score of an entity is
derived from averaging the tf-idf score of the in-
dividual terms in the entity’s natural language de-
scription. Each term’s frequency value is based on
the complete corpus. Tf-idf scores are often used
as a proxy measure of term importance (the term
occurs selectively with greater frequency within
some documents), so here the intuition is that en-
tities with higher tf-idf scores may be associated
with higher recall in the corpus.

Finally, there is an additional non-query action
that is available in every step of the search: early
stop. If the agent choses to stop early, the search
process transitions to a final, unsuccessful state.
This deprives the agent from successfully finding a
path, but avoids incurring further cost of processing
more documents in a possibly unfruitful search.

3.2 State Representation Features
At each step during search, the focused reading
agent will select just one action to execute (a query
action or early stop) based on the current search
state. The agent makes this decision using a model
that estimates for each action the expected long-
term reward that can be achieved by taking that
action in the current state. Here we describe the
collection of features used to represent the current
state, provided as input to the model.

Table 2 provides a summary of the features in-
cluded in the state representation. We group them
into four categories.

• Search state features: Information about the
current state of the search process including:
the number of documents that have been pro-
cessed so far; how long has the search been
running (expressed in iterations); and the size
of the knowledge graph.

• Endpoints of the search: E1 and E2 represent
the original target concepts that we are trying

5We used the pretrained GloVe model provided by spaCy
at https://spacy.io/models/en#en_core_web_
lg

Category Feature

Search state

Iteration number
Doc set size
# of vertices in KG
# of edges

Endpoints Embedding of E1
Embedding of E2

Query Cosine sim. or avg tf-idf score
# of new documents to add

Topic Modeling ∆ Entropy of queries
KL Divergence of query

Table 2: State representation features

to find a path between. The identity of the
endpoints determines the starting point of the
search and conditions the theme of the content
sought during the search. This information is
provided to the model using the vector embed-
ding representations of E1 and E2.

• Query features: We include in the state repre-
sentation features the score with which each
of the 3n queries in the action space is ranked.
This includes the cosine similarity for conjunc-
tion and disjunction queries and tf-idf score
for singleton queries. The intuition is that
the score may be correlated with the expected
long-term reward. For each query action, we
will also see the identities of which documents
will be retrieved. This allows us to count how
many documents will be retrieved that have
not already contributed to the KG, and this is
included in the state representation for each
action.

• Topic modeling features: Finally, we would
like to incorporate some indication of what in-
formation is contained in the documents that
might be retrieved, and how it relates to the
current entities within the KG. As a proxy
for this information, we model the topics in
the potentially retrieved documents, by peek-
ing into the IR component to see the identity
of documents that would be returned by the
queries in the action space, and compare them
to the topics represented in the KG using two
numerical scores: (a) an approximation of
how broad or specific the topics are in the set
of documents that would be returned by the
query, and (b) an estimate of how the knowl-
edge graph’s topic distribution would change
if the query is selected as the next action.
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3.3 Topic Modeling Features

Topic modeling features can be useful for staying
on topic throughout the search, avoiding drift into
potentially irrelevant content. Consider the follow-
ing example: A user wants to know how the Red
Sox and the Golden State Warriors are related by
searching Wikipedia. While the two entities cover
different sports in different regions of the United
States, it is more likely that the connection will oc-
cur in a document about sports, e.g., they are both
covered by the ESPN TV station.

We use Latent Dirichlet Allocation (Blei et al.,
2003) (LDA) to provide the agent the ability to
exploit topic information available in the corpus.
LDA is unsupervised and requires only shallow
processing of the corpus, namely, tokenizing and
optionally stemming. This is essentially the same
information required for constructing an inverted
index for IR, so can be computed along with the IR
component used in the focused reading system.

LDA produces a topic distribution for each doc-
ument. We then aggregate the set of documents
by summing the topic frequencies across docu-
ments and renormalizing. The topic distribution of
the KG is then the aggregation of the topic distri-
butions of the documents processed so far in the
search process. The topic distribution of a query
is the aggregation of the topic distributions of the
unseen documents returned by the query.

We consider two statistics for relating topic
distributions: topic entropy and Kullback-Leibler
(KL) divergence.

Intuitively, the entropy of a topic distribution is
an estimate of how specialized a document is, that
is, how much it focuses on a particular set of topics.
For example, a document that only talks about a
specific sport will generally have a topic distribu-
tion where the mass is concentrated only on the
particular topics of that sport, and therefore have a
lower entropy than another document that discusses
sports and business. Document sets with overall
higher entropy are more likely to introduce infor-
mation about more topics to the knowledge graph,
and therefore produce more opportunities for new
links between a broader set of entities. Lower en-
tropy queries focus on a narrower set of topics, and
thus, may introduce links between a restricted set
of entities. The difference in entropy expresses this
intuition in relative terms. We introduce a feature,
∆ Entropy, as the difference in entropy between
documents retrieved by a candidate action and the

documents the action retrieved in the previous step.
Positive values indicate that the candidate query
will generally expand the topics compared to those
fetched the last step while negative values indicate
more restricted topic focus.

∆ Entropy measures how concentrated the mass
is, but it does not tell us how the distributions
are different. Two document sets may have com-
pletely different topic distributions, yet have the
same or similar entropy. Kullback-Leibler (KL) di-
vergence (Kullback and Leibler, 1951), also known
as relative entropy, helps measure how different
two distributions are with respect to each other,
even if they have the same absolute entropy. To
capture this information, we compute the KL di-
vergence between the topic distribution in the new
documents (retrieved by the new query) and the
topic distribution of the knowledge graph. This
estimates how different the information in the new
query is relative to what has already been retrieved.

3.4 Reward Function Structure
The overall goal of the focused reading learning
processes is to identify a policy that efficiently finds
paths of relations between the target entities while
minimizing the number of documents that must
be processed by the IE component. To achieve
this, we want the reward structure of the MDP
to incorporate the tradeoff between the number
of documents that have to be read (the reading
cost) and whether the agent can successfully find a
path between the entities. Equation 1 describes the
reward function, where st represents the current
state and at represents the action executed in that
state.

r(st, at) =





S if st+1 is succesful sate
−c×m if m > 0

−e if m = 0

(1)

A positive reward S (for “success”) is given when
executing at results in a transition to a state whose
knowledge graph contains a path connecting the
target entities. Otherwise, the search is not yet com-
plete and the a cost is incurred for processing m
documents with machine reading on step t. The
cost is adjusted by a hyper parameter c that controls
the relative expense of processing a single docu-
ment. Note that there may be actions that return an
empty document set, incurring no cost from read-
ing, but still not making progress in the search. To
discourage the agent from choosing such actions,
the hyperparameter e controls the cost of executing
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an unfruitful action that returns no new informa-
tion. (Specific parameter values used in this work
are presented in Table 4 of Section 5.)

4 Evaluation and Discussion

To evaluate the focused reading learning method,
we introduce a novel dataset derived from the En-
glish version of Wikipedia. Our dataset consist
of a set of 369 multi-hop search problems, where
a search problem is consists of a pair of entities
to be connected by a path of relations, potentially
connecting to other entities along the path.

The foundation of the dataset is a subset of 6,880
Wikipedia articles from the WikiHop (Welbl et al.,
2018) corpus. We used Wikification (Ratinov et al.,
2011; Cheng and Roth, 2013) to extract named
entities from these documents and normalize them
to the title of a corresponding Wikipedia article.
Wikification does not perform relation extraction,
so we lack gold-standard relations. To overcome
this limitation, in this paper we induce a relation
between entities that co-occur within a window of
three sentences. Every relation extracted this way
can be traced back to at least one document in the
corpus.

We create a gold-standard knowledge graph us-
ing the induced entities and relations, and we sam-
ple pairs of entities connected by paths to create
search problems for the dataset. Table 3 contains
a break-down of the number of elements in each
subset of the dataset.

Element Size

Corpus 6880 articles

Search Problems
Training 230 problems
Development 500 problems
Testing 670 problems

Total 1400 problems

Table 3: Multi-hop search dataset details.

We train an LDA model6 and constructed an
information retrieval inverted index over the collec-
tion of documents.7

We used the Advantage Actor Critic algo-
rithm (Mnih et al., 2016) (A2C) to implement our

6We used the LDA implementation provided by gensim
https://radimrehurek.com/gensim_3.8.3/.

7Code and dataset files are found at https://ml4ai.
github.io/OpenDomainFR/

reinforcement learning focused reading method.8

A2C is an actor-critic method and we use a single
neural network architecture to model the action pol-
icy (actor) as well as the state value function (critic).
We use a single neural network architecture to im-
plement the A2C actor-critic model. The archi-
tecture consists of a fully-connected feed-forward
neural network with four layers and two output
heads. The first output head represents the approxi-
mation of the action policy (the actor) as a soft-max
activation layer whose size is the cardinality of the
action space. This approximates the probability
distribution of the actions given the current state.
The second head approximates the state value, as
a single neuron with a linear activation. The state
value estimates the expected long-term reward of
using the estimated action distribution of the first
head in the current state. Altogether the model
consists of approximately 3.79 million parameters.

Table 4 lists the hyper-parameter values used in
our experiments. 9

Hyper-parameter Value

Environment
# entities per query template 15
Maximum # of steps 10

Reward Function
Successful outcome S 1000
Document processing cost c 10
Empty query cost e 100

Training
Mini-batch size 100
# Iterations 2000

Table 4: Hyper-parameter values

We performed an ablation analysis on the de-
velopment dataset to find the best configuration of
features.

The development dataset contains five hundred
search problems. The set of endpoints of the search
problems does not overlap with those of the training
and validation datasets. This is enforced to avoid
any accidental leak of training information.

Table 5 contains the results of the ablation ex-
periments. All the search problems were repeated
five times with different random seeds. The key
columns of the table are defined as follows. Success
Rate represents the percentage of problems in the
test set for which the agent connected the endpoints.

8Implemented using the rlpyt library hosted at https:
//github.com/astooke/rlpyt.

9Hyper-parameter values were determined through manual
tunning.
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Average Steps
Success Rate Processed Documents Documents per Success Overall Successes Failures

Baselines

Random 25.04 (0.014) 56,187.8 (3,197.6) 449.83 (34.34) 8.41 (0.06) 3.66 (0.25) 10 (0)
Conditional 23.92 (0.008) 49,609.8 (4,215.11) 415.03 (36.01) 8.51 (0.06) 3.78 (0.07) 10 (0)

Cascade 32.84 (0.01) 62,058.2 (3,686.57) 378.15 (23.87) 7.42 (0.05) 2.93 (0.19) 9.61 (0.06)

All Features

Dropout 0.2 36 (0.007)* 58,552.2 (719.67)* 325.41 (8.43)* 6.56 (0.05) 2.22 (0.06) 9.01 (0.04)
Dropout 0.5 36.64 (0.004)* 100,869 (4,121) 550.76 (26.2) 7 (0.04) 2.37 (0.08) 9.67 (0.06)

No Embs 26.3 (0.008) 39,433 (1,678.2)* 428.82 (19.51) 6.52 (0.03) 2.37 (0.08) 7.74 (0.07)

No Query Features

Dropout 0.2 33.68 (0.003) 42,022.2 (2,071.89)* 249.57 (13.02)* 4.56 (0.05) 2.02 (0.03) 5.84 (0.08)
Dropout 0.5 36.48 (0.003)* 62,126.6 (1,900.75) 340.62 (10.79)* 5.95 (0.06) 2.28 (0.03) 8.06 (0.09)

No Embs 35.6 (0.005)* 58,025.8 (1,085.72)* 325.99 (4.26)* 6.37 (0.07) 2.2 (0.07) 8.68 (0.12)

No Search Features

Dropout 0.2 35.92 (0.002)* 55,723 (1,437.01)* 310.27 (8.13)* 6.42 (0.04) 2.15 (0.03) 8.82 (0.07)
Dropout 0.5 35.32 (0.003)* 53,227.4 (1,429.88)* 301.42 (8.77)* 5.41 (0.07) 2.09 (0.02) 7.22 (0.11)

No Embs 37.16 (0.004)* 97,612.2 (4,550.54) 525.48 (26.72) 6.92 (0) 2.44 (0.08) 9.56 (0.01)

No Topic Features

Dropout 0.2 35.56 (0.004)* 51,757.4 (1,510.95)* 291.11 (8.36)* 5.92 (0.02) 2.15 (0.07) 8 (0.05)
Dropout 0.5 35.72 (0.007)* 55,637 (1,456.53)* 311.58 (8.74)* 5.56 (0.05) 2.13 (0.06) 7.46 (0.06)

No Embs 28.52 (0.004) 50,634.6 (2,060.88)* 355.05 (12.1) 6.74 (0.06) 3.5 (0.04) 8.03 (0.1)

Table 5: Feature sets ablation results. * denotes the difference w.r.t. the cascade baseline is statistically significant.

Processed Docs provides the number of documents
processed in all the search problems of the test
set. Docs per Success is a summary the other two
columns: it contains the number of documents pro-
cessed divided by the number of successes. This
ratio is an aggregate statistic useful for comparing
the performance between different policies. We
report the sample averages and their standard de-
viations in parentheses. For example, the Success
Rate column displays the average and standard de-
viation of five success rate calculations over five
hundred search problems. The Processed Docu-
ments column displays the average and standard
deviation of the cumulative count of documents
processed in the search problems, and so forth.

We implement three baseline policies that were
not derived using RL:

• Random: Uniformly randomly selects a query
from all possible queries constructed from eli-
gible combinations of entities assigned to the
query templates.

• Conditional Random: Uniformly randomly
selects a query template, conjunction, disjunc-
tion and singleton and then choses the uni-
formly randomly selects the entities to param-

eterize the template.

• Cascade: Uniformly randomly samples a pair
of entities and executes a conjunction query. If
the result set does not contain any documents,
then the agent selects a disjunction query with
the same entities.

For consistency, each baseline was also evalu-
ated with five different random seeds over the test-
ing set. The top part of Table 5 shows the results
of the baseline policies.

To test for statistical significance, we performed
a non-parametric bootstrap resampling test with
ten thousand samples for the the following metrics:
success rate, processed documents and documents
per success. For each metric, we calculated the dif-
ference between the result of the cascade baseline
and the result of each of the reinforcement learning
(RL) policies. If p ≤ 0.05 of the difference being
in favor of the reinforcement learning policy, the
quantity is starred in the table.

In terms of success rate, most of the reinforce-
ment learning models perform better than the cas-
cade baseline. The notable exceptions are two fea-
ture configurations that do not use endpoint em-
beddings. These configurations are the one that
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Average Steps
Success Rate Processed Documents Documents per Success Overall Successes Failures

Baseline

Cascade 36.52 (0.008) 83,252.4 (2,538.11) 339.39 (13.01) 7.18 (0.06) 2.81 (0.05) 9.69 (0.04)

No Topic Features

Dropout 0.2 39.02 (0.007)* 79,737.2 (1,664.65) 304.22 (10.06)* 6.28 (0.04) 2.16 (0.08) 8.91 (0.03)

All Features

Dropout 0.2 39.49 (0.003)* 85,637.8 (1,751.95) 322.71 (7.99) 6.34 (0.04) 2.16 (0.03) 9.07 (0.06)

Table 6: Results of the best model in the testing dataset. Quantities are averages over five runs with different random
seeds and standard deviations are shown in parentheses. * denotes the difference w.r.t. the cascade baseline is
statistically significant.

considers all feature classes and the one that does
not consider topic features.

Excluding query features from training produces
models that process fewer documents per success
with or without endpoint embeddings.

Excluding search features produced in average
models with higher success rate, with or without
embeddings, but does so while processing more
documents compared to other configurations.

The configurations that exclude query features
produced models with the best numbers of docu-
ments per success. When the topic features are
excluded, a similar result is achieved, but the num-
ber of documents per success of model that does
not use endpoint embeddings is not statistically sig-
nificantly lower than that of the cascade baseline.

Nonetheless the model that has the best balance
between success rate and documents per success
is the one that excludes topic features and trains
with a dropout coefficient of 0.2 on the endpoint
embeddings. We use this model to evaluate the
validation dataset.

Table 6 displays the results of the cascade
baseline, which shows the strongest performance
among the baseline policies, and the chosen rein-
forcement learning model on the validation dataset.
The validation dataset contains 650 search prob-
lems and the set of endpoints of its search problems
is disjoint from the other datasets’ for the same rea-
son, to avoid leaking any training or development
signal into the validation dataset. We did the same
non-parametric bootstrap test for statistical signifi-
cance. The reinforcement learning policy achieves
approximately 2.5% higher average success rate on
the testing dataset that the cascade baseline policy.
While it also processes fewer documents in aver-
age, the difference is not statistically significant,

but when considering the number of documents
per success, the result is indeed significant, requir-
ing approximately thirty five documents in average
than cascade.

5 Conclusions

We proposed a focused reading methodology to au-
tomatically learn how to direct search in large cor-
pora while iteratively building a knowledge base.
The knowledge base is modeled as a graph, which
in turn is used to focus the search toward doc-
uments that appear relevant. Our methodology
complements existing information retrieval and
machine tools. We evaluated focused reading on
a set of search problems extracted from English
Wikipedia and demonstrated that reinforcement
learning with a state representation based on fea-
tures about dynamics of the search process and the
properties of the corpus is more effective and effi-
cient than heuristic baselines. In this methodology,
inference in a knowledge graph acquired during the
search process is agnostic of the semantics of the
concepts and their relations. Their quality depends
on the machine reading components used to extract
them.

In future work, we plan to explore approaches for
incorporating the semantics of the relations along
the multi-hop paths that connect the target entities.
Crucially, this includes incorporating additional
constraints based on topic context. Providing con-
text to a search problem could prove useful to bet-
ter focus the search process and to improve the
accuracy of inference. We also plan to adapt the
focused reading methodology to handle other class
of search problems, e.g., slot filling tasks where the
endpoints are underspecified.
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Abstract
Tables are an important form of structured data
for both human and machine readers alike,
providing answers to questions that cannot,
or cannot easily, be found in texts. Recent
work has designed special models and training
paradigms for table-related tasks such as table-
based question answering and table retrieval.
Though effective, they add complexity in both
modeling and data acquisition compared to
generic text solutions and obscure which el-
ements are truly beneficial. In this work, we
focus on the task of table retrieval, and ask: “is
table-specific model design necessary for ta-
ble retrieval, or can a simpler text-based model
be effectively used to achieve a similar result?”
First, we perform an analysis on a table-based
portion of the Natural Questions dataset (NQ-
table), and find that structure plays a negligible
role in more than 70% of the cases. Based
on this, we experiment with a general Dense
Passage Retriever (DPR) based on text and a
specialized Dense Table Retriever (DTR) that
uses table-specific model designs. We find that
DPR performs well without any table-specific
design and training, and even achieves supe-
rior results compared to DTR when fine-tuned
on properly linearized tables. We then experi-
ment with three modules to explicitly encode
table structures, namely auxiliary row/column
embeddings, hard attention masks, and soft
relation-based attention biases. However, none
of these yielded significant improvements, sug-
gesting that table-specific model design may
not be necessary for table retrieval.1

1 Introduction

Tables are a valuable form of data that organize
information in a structured way for easy storage,
browsing, and retrieval (Cafarella et al., 2008;
Jauhar et al., 2016; Zhang and Balog, 2020). They
often contain data that is organized in a more acces-
sible manner than in unstructured texts, or even not

1The code and data are available at https://github.com/
zorazrw/nqt-retrieval

Question: 
Who is the highest paid baseball player in the major leagues?

Table:

Figure 1: A correct table can be identified by matching
key phrases in question to those in the table title and
header cells.

available in text at all (Chen et al., 2020a). There-
fore, tables are widely used in question answering
(QA) (Pasupat and Liang, 2015; Zhong et al., 2017;
Yu et al., 2018). For open-domain QA, the abil-
ity to retrieve relevant tables with target answers
is crucial to the performance of end-to-end QA
systems (Herzig et al., 2021). For example, in
the Natural Questions (Kwiatkowski et al., 2019)
dataset, 13.2% of the answerable questions can be
addressed by tables and 74.4% by texts.

Because tables are intuitively different from
unstructured text, most previous works consider
text-based methods to be functionally incapable
of processing tables effectively and create special-
purpose models with table-specific architectures
and training methods, adding auxiliary structure-
indicative parameters (Herzig et al., 2020; Wang
et al., 2021b; Deng et al., 2020; Yang et al., 2022),
enforcing structure-aware attention (Yin et al.,
2020; Wang et al., 2021b; Zayats et al., 2021), and
table-oriented pre-training objectives (Deng et al.,
2020; Yin et al., 2020; Wang et al., 2021b; Liu
et al., 2021; Yu et al., 2020). Though effective in
many tasks, these special-purpose models are more
complex than generic solutions for textual encod-
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ing, and must be intentionally built for and trained
on tabular data. In addition, because these methods
modify both the model design and the training data,
it is difficult to measure the respective contributions
of each of these elements.

Particularly for question-based table retrieval,
we hypothesize that content matching is paramount,
and little, if any, structural understanding may be re-
quired. For example, given a question “Who is the
highest paid baseball player in the major leagues?”
in Figure 1, a correct table can be retrieved by sim-
ply identifying the phrase “highest-paid”, “major
league”, and “baseball player” in the table title,
and matching the semantic type of “Who” to the
“Name” header. Hence, any benefit demonstrated
by table-based models may well come from good
training data while table-specific model design has
a limited influence.

In this paper, we specifically ask: “Does table
retrieval require table-specific model design, or can
properly trained generic text retrievers be exploited
to achieve similar performance with less added
complexity?” Our work centers around the table-
based open-domain QA dataset, NQ-table (Herzig
et al., 2021), a subset of the Natural Questions
(NQ) dataset (Kwiatkowski et al., 2019) where
each question can be answered by part(s) of a
Wikipedia table. We start with manual analysis
of 100 random samples from NQ-table and ob-
serve that consideration of table structure seems
largely unnecessary in over 70% of the cases, while
the remaining 30% of cases only require simple
structure understanding such as row/column align-
ment without structure-dependent complex reason-
ing chains (§ 2). With this observation, we experi-
ment with two strong retrieval models: a general-
purpose text-based retriever (DPR; Karpukhin et al.
(2020)) and a special-purpose table-based retriever
(DTR; Herzig et al. (2021)). We find that DPR,
without any table-specific model design or train-
ing, achieves similar accuracy as the state-of-the-
art table retriever DTR, and further fine-tuning on
NQ-table yields significantly superior performance,
casting doubt on the necessity of table-specific
model design in table retrieval (§ 3). Using DPR
as the base model, we then thoroughly examine
the effectiveness of both encoding structure implic-
itly with structure-preserving table linearization
(§ 4) and encoding structure explicitly with table-
specific model design, such as auxiliary embed-
dings and specialized attention mechanisms (§ 5).

We find that models can already achieve a degree
of structure awareness using properly linearized
tables as inputs, and additionally adding explicit
structure encoding model designs does not yield
a further improvement. In sum, the results reveal
that a strong text-based model is competitive for
table retrieval, and table-specific model designs
may have limited additional benefit. This indicates
the potential to directly apply future improved text
retrieval systems for table retrieval, a task where
they were previously considered less applicable.

2 NQ-table Analysis: How Much
Structure Does Table Retrieval
Require?

The NQ-table dataset (Herzig et al., 2021)
is a subset of the Natural Questions (NQ)
dataset (Kwiatkowski et al., 2019) which contains
questions from real users that can be answered
by Wikipedia articles. Previous works on text-
based QA extract the text portion from source
Wikipedia articles that can answer around 71k ques-
tions, while NQ-table extract tables that contain
answers for 12k questions. Unless otherwise spec-
ified, we use NQ-text to denote the commonly re-
ferred NQ dataset that can be answered by texts.

To better understand to what extent (if any) is
structure understanding required by table retrieval,
we perform a manual analysis on the NQ-table
dataset. Specifically, we randomly sample 100
questions and their relevant tables then categorize
their matching patterns.

Keyword Matching Without Structural Con-
cern Aligning with the insight that retrieval often
emphasizes content matching rather than complex
reasoning (Rogers et al., 2021), we find that 71 out
of the 100 samples only require simple keyword
matching, where 18 questions fully match with ta-
ble titles (Figure 2 (a)) and the other 53 questions
further match with table headers (Figure 2 (b)).

Retrieval that Requires Row/Column Alignment
For the other 29 samples, understanding table struc-
ture is helpful but only simple row/column align-
ment is needed. 21 of them require locating content
cells in a specific column and combining the infor-
mation from headers. For example in Figure 2(c),
under the general header “Population”, one should
locate the “Total” field by their structural relation to
confirm that the ‘total number’ measure of ‘popula-
tion’ exists. In addition, 7 of the samples are some-
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……

Question: 
What is the largest man made lake in the us?

Question: 
What is the genus of a bald eagle?

(a)

(b)

……

(c)

Question: 
What is the population of Florida?

……

Figure 2: Table (a) matches the question by its title, (b)
matches topic in title and answer type in header, and in
(c) knowing the column alignment helps.

what ambiguous and may require external knowl-
edge or question clarification (Min et al., 2020).

In summary, our analysis reveals that understand-
ing table structure is not necessary in the majority
of cases, and even for cases where structural infor-
mation is useful, they merely require aligning the
rows/columns instead of building complex chains
of reasoning.

3 Text Retrieval vs Table Retrieval

Given the previous analysis, we hypothesize that
general-purpose text-based retrievers without table-
specific designs might not be necessarily worse
than special-purpose table-based retrievers, contra-
dictory to what most previous work has assumed
(Herzig et al., 2021, 2020; Yin et al., 2020; Wang
et al., 2021b). Properly trained text-based retriev-
ers might even outperform table-based retrievers
because the strong content matching ability learned
on text retrieval datasets can transfer to the table
retrieval task.

To validate these assumptions, we examine two
representative retrieval systems: the text-based
Dense Passage Retriever (DPR) and the table-based
Dense Table Retriever (DTR). We first briefly in-
troduce their input formats and model architectures
(§ 3.1,§ 3.2), then conduct experiments in both zero-
shot and fine-tuning settings and compare their ta-
ble retrieval performance (§ 3.3).

3.1 Text Retriever: DPR
We choose DPR (Karpukhin et al., 2020) as a rep-
resentative text retrieval model, mainly because of
(1) its impressive performance across many text-
related retrieval tasks, and (2) its similarity with
DTR from both training and modeling perspectives,
which make it easy to make fair comparisons.

DPR comprises a question-context bi-encoder
built on BERT (Devlin et al., 2018), which includes
three types of input embeddings as summarized
in Table 1. The question encoder BERTq encodes
each question q and outputs its dense representa-
tion using the representation of [CLS] token, de-
noted as hq = BERTq(q)[CLS]. The context en-
coder works similarly. To enable tables for sequen-
tial context inputs, we linearize each table into a to-
ken sequence T , which is then fed into the context
encoder BERTc to obtain its dense representation
hT = BERTc(T )[CLS]. The similarity score be-
tween a question q and a table T is computed as the
dot product of two vectors sim(q, T ) = hq · hT .

DPR has been trained only on sequential text
contexts. For each question in the NQ-text training
set, the model is trained to select the correct con-
text that contains the answer from a curated batch
of contexts including both the annotated correct
contexts and mined hard negative contexts.

To convert tables into the DPR input format,
we linearize tables into token sequences. We con-
catenate the title, the header row, and subsequent
content rows using a period ‘.’ (row delimiter).
Within each header or content row, we concatenate
adjacent cell strings using a vertical bar ‘|’ (cell
delimiter). A template table linearization reads
as [title].[header].[content1]. · · · .[contentn]. Al-
though the BERT encoder has the capacity for a
maximum of 512 tokens, DPR is only exposed to
contexts no longer than 100 words during train-
ing and testing. To avoid potential discrepancies
between its original training and our inference pro-
cedure, we shorten long tables by selecting the first
few rows that fit into the 100-word window.

3.2 Table Retriever: DTR
Dense Table Retriever (DTR) (Herzig et al., 2021)
is the current state-of-the-art table retrieval model
on the NQ-table dataset.

Model Architecture DTR largely follows the bi-
encoder structure of DPR, but differs from it in the
embedding layer. As shown in Table 1, DTR uti-
lizes the existing embeddings in alternative ways
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and introduces new types of embeddings specifi-
cally designed to encode tables.

Both models use the BERT vocabulary index for
token embedding. For the segment index, DPR
assigns all tokens in a sequence to index 0, while
DTR distinguishes the title from table content by
assigning 0 and 1, respectively. For positions, DPR
inherits from BERT the sequence-wise order index
[0, 1, 2, ..., sequence length−1]; DTR adopts a cell-
wise reset strategy that records the index of a token
within its located cell [0, 1, ..., cell length− 1].

Most importantly, DTR introduces row and col-
umn embeddings to encode the structural position
of each token in the cell that it appears. This ex-
plicit join of three positional embeddings is poten-
tially more powerful than the BERT-style flat index.
Besides, concerning the high frequency of numeri-
cal values in tables, DTR adds a ranking index for
each token if it is part of a number.

Embeddings DPR DTR

token BERT vocab BERT vocab
segment 0 for all tokens 0 for text, 1 for table
position sequential cell-wise reset
row - row index
column - column index
rank - rank of token value

Table 1: Comparison of DPR and DTR embeddings.

Training Process DTR also has a more complex
training process than DPR. As summarized in Fig-
ure 3, DTR has a three-stage training using tables.

BERT

NQ-table Hard 
Negative

All 
Wikipedia 

Tables
Masked LM

All 
Wikipedia 

Tables

Inverse 
Cloze Task

NQ-table Hard 
Negative

DPR DTR

TAPAS

Figure 3: Comparison of DPR and DTR training.

First, model parameters, except for those ex-
tra table-specific embeddings, are initialized with

BERT weights. The model is then pre-trained
on all Wikipedia tables using the Masked LM
(MLM) (Devlin et al., 2018) task, yielding the
TAPAS (Herzig et al., 2020) model. Second, to
leverage TAPAS to the retrieval task, it is further
pre-trained using the Inverse Cloze task (ICT) in-
troduced by ORQA (Lee et al., 2019), again, on
all Wikipedia tables. Third, the model is trained
on the specific NQ-table dataset, similar to the way
that DPR is trained on text retrieval datasets: for
each question in the NQ-table training set, DTR
uses the annotated table as the positive context and
self-mined tables without answers as hard negative
(HN) contexts.

3.3 Text Retrieval Benefits Table Retrieval
To evaluate the benefit on table retrieval from train-
ing on in-domain text retrieval datasets, we com-
pare the performance of DPR and BERT (Devlin
et al., 2018) after fine-tuning on NQ-table.

As shown in Table 3, BERT-table significantly
underperforms DPR-table, indicating that training
on in-domain text retrieval datasets benefits the
table retrieval task. We conjecture that the large gap
is essentially because (1) NQ-text and NQ-table
questions share similar characteristics hence are
agnostic to the format of answer source (Wolfson
et al., 2020), and (2) NQ-text has a larger size than
NQ-table (71k versus 12k).

3.4 DPR vs DTR
To verify if table-specific model designs in DTR
are necessary, we start with comparing the original
DPR with DTR to evaluate their off-the-shelf per-
formance, then proceed to fine-tune DPR on NQ-
table to examine the how much improvement can
be brought by training data. We evaluate both mod-
els on NQ-table test set and measure the retrieval
accuracy by computing the portion of questions
where the top-k retrieved tables contain the answer.

For DPR experiments, we use the latest pub-
lished checkpoint2 where the hard-negative text
passages are mined using the DPR checkpoint
saved in the previous round. To reproduce the DTR
performance, we use the published checkpoints3

and run the retrieval inference.
To curate training samples for questions in the

NQ-table training set, we take the same positive
table used in DTR training. For negative contexts,

2https://github.com/facebookresearch/DPR
3https://github.com/google-research/tapas/blob/master/

DENSE_TABLE_RETRIEVER.md
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we use the original DPR checkpoint to retrieve the
top-100 table candidates for each question, from
which we take the highest-ranked tables without
answers as the hard negatives. We train with a batch
size of 16 and a learning rate of 2e−5. Experiments
are finished on four NVIDIA Tesla V100 GPUs.

Note that the published DPR and DTR check-
points are not strictly comparable, since the size of
DPR base falls between the DTR medium and DTR
large with respect to the number of parameters. We
report the performance of DTR in both medium
and large size to approximate the lower and upper
bounds for the DTR base model.

Size Layers Attention Heads Hidden Size

medium 8 8 512
base 12 8 768
large 24 16 1024

Table 2: Hyper-parameters for BERT models of varied
sizes. Models of different sizes vary in the number
of transformer layers, the number of heads in the self-
attention module, and the dimension of hidden states.

Table 2 shows the configurations of BERT-
variants in different sizes. As can be seen from the
hyper-parameter values, models of medium size
have the smallest capacity, base is an intermediate
configuration, and large size is the biggest.

As reported in Table 3, DPR is able to achieve a
zero-shot retrieval accuracy (DPR) on NQ-table
that is fairly close to the state-of-the-art DTR
model, even without any table-specific model de-
sign and training. Further, simply fine-tuning DPR
on NQ-table (DPR-table) using the same annotated
positive and mined hard-negative tables as DTR in-
creases the performance by a large margin, achiev-
ing superior performance than DTR, especially at
top ranking positions (i.e., small k).

Model Retrieval Accuracy
@1 @5 @10 @20 @50

DTR (medium) 62.32 82.51 86.75 91.51 94.26
DTR (large) 63.98 84.27 89.65 93.48 95.65

BERT-table 60.97 79.81 85.51 88.20 91.62

DPR 57.04 80.54 86.13 89.54 92.34
DPR-table 67.91 84.89 88.72 90.58 92.86

Table 3: Top-k table retrieval accuracy on NQ-table test
set. DPR is the original model checkpoint. DPR-table
and BERT-table are DPR and BERT fine-tuned on NQ-
table respectively.

These observations question the necessity of
both table-specific model designs listed in Table 1
and table-specific pre-training listed in Figure 3.
Given the task analysis in § 2 that table retrieval
only requires simple structure understanding, we
hypothesize that DPR, trained with table inputs
linearized from top-to-bottom and left-to-right, is
functionally capable of implicitly encoding simple
table structure such as row/column alignment, and
the benefit of extra table-specific model designs is
minimal. To thoroughly and rigorously verify our
hypothesis, we first examine the effect of different
ordering in table linearization in § 4, then exper-
iment with three widely-used structure injection
model designs by adding them on DPR in § 5.

4 Implicit Structure Encoding from
Linearized Tables

The simplest way to encode table structure is to
linearize the table following the top-to-bottom left-
to-right order and insert delimiters between cells
and rows, from which the sequence-oriented trans-
former models should also be able to recover the
two-dimensional table structure.

We hypothesize that this type of implicit struc-
ture encoding is sufficient for table retrieval, which
only requires simple structure understanding. To
verify this, we manipulate linearized tables by ran-
domly shuffling their rows/columns (§ 4.1) or re-
moving the delimiters (§ 4.2), and examine how
these perturbation affect the final performance.

4.1 Shuffling Rows and Columns

Our first experiment focuses on the order of table
linearization: if DPR relies on a proper lineariza-
tion to capture table structure, randomly shuffling
the table contents should corrupt the structure infor-
mation and hurt the representation quality, leading
to lower retrieval accuracy.

To verify this, we shuffle table cells within each
row, each column, or both. Cells in the same row
often describe the same entity from multiple prop-
erties according to their column headers, therefore
shuffling the order of multiple cells in the same row
corrupts their alignment with header cells. Mean-
while, cells in the same column are often of the
same semantic type but are attributes to different
entities in different rows, shuffling the order of
cells in the same column breaks their alignment
with entities. We also examine shuffling on both
dimensions, which completely removes the order
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information from the table linearizations.
Since models trained on properly linearized ta-

bles might be prone to the train-test discrepancy
when tested on shuffled tables, we conjecture that
the gap between testing on proper tables and shuf-
fled tables cannot be fully attributed to the loss of
order information. We therefore conduct a more rig-
orous experiment by fine-tuning DPR on shuffled
tables in both dimensions (DPR-table w/ shuffle)
and test it on both proper and shuffled tables.

Method Retrieval Accuracy
Model Shuffle @1 @5 @10 @20 @50

DPR

- 57.04 80.54 86.13 89.54 92.34

row 55.18 79.19 85.82 89.75 92.44
column 57.04 80.85 86.65 89.34 92.55
both 57.97 79.61 84.89 89.44 92.55

DPR-table

- 67.91 84.89 88.72 90.58 92.86

row 55.18 76.09 80.64 85.40 89.23
column 58.39 77.74 82.92 86.44 89.86
both 54.76 75.16 80.64 84.87 88.82

- 62.94 80.12 84.99 88.92 91.30

DPR-table row 62.11 80.95 85.30 88.82 91.72
w/ shuffle column 64.91 82.30 86.75 89.54 92.55

both 63.35 81.06 85.20 89.34 91.93

Table 4: Top-k table retrieval accuracy on shuffled NQ
tables, using the original DPR, the fine-tuned (DPR-
table), and the fine-tuned on shuffled tables (DPR-table
w/ shuffle).

As shown in Table 4, on the original DPR model,
all table shuffling strategies result in minor vari-
ations in retrieval accuracy, which is intuitive be-
cause DPR has never been trained on linearized
tables and it is not sensitive to cell orders.

The performance of fine-tuned DPR (DPR-table)
drops significantly when tested on shuffled tables,
similar to the previous finding that T5 model is
also sensitive to the ordering of structured knowl-
edge (Xie et al., 2022). Besides the potential dis-
crepancy in table layout between training and test
inputs, this may indicate that DPR, although with-
out explicit structure encoding modules, also learns
to implicitly capture structures by training on lin-
earized table inputs.

To ablate out the influence of train-test discrep-
ancy, we also fine-tune DPR on shuffled posi-
tive and negative tables. As expected, DPR-table
w/ shuffle does not suffer from train-test discrep-
ancy. While DPR fine-tuned on shuffled tables still
outperforms the original DPR (57.04→62.94@1),
the improvement is not as significant as the im-

provement obtained by fine-tuning on proper tables
(57.04→67.91@1), indicating that DPR is able to
utilize structure-preserving table linearizations to
encode structures during training.

Comparing different shuffling dimensions, we
notice that in-row shuffling hurts the performance
more than in-column shuffling, indicating that pre-
serving semantic type alignment within each col-
umn is more important than preserving entity align-
ment within each row for table retrieval.

4.2 Removing Delimiters Between Rows/Cells
In this section, we study the impact of delimiters in
helping models to encode table structures. If delim-
iters are not included, it is theoretically impossible
to recover the table structure even from properly
linearized tables, because the boundaries between
different cells and rows are unknown. To verify if
delimiters can serve as effective indicators of table
structure, we study the usefulness of both inserting
delimiter (‘|’) between cells and inserting delimiter
(‘.’) between rows.

Similarly to the previous experiment, we evalu-
ate (1) the original DPR model (DPR), (2) the DPR
fine-tuned on tables with delimiters (DPR-table),
and (3) the one fine-tuned on linearized tables with-
out delimiters (DPR-table w/o delimiter).

Method Retrieval Accuracy
Model Delimiter @1 @5 @10 @20 @50

DPR

all 57.04 80.54 86.13 89.54 92.34

cell 56.00 79.40 85.30 89.54 92.34
row 54.24 77.54 82.92 87.68 92.13
none 55.49 79.09 84.78 89.44 92.03

DPR-table

all 67.91 84.89 88.72 90.58 92.86

cell 55.80 75.26 81.16 85.20 89.23
row 55.07 74.95 80.75 84.68 89.65
none 56.63 76.19 81.26 86.13 89.75

all 63.46 81.47 85.09 88.82 92.13

DPR-table cell 63.04 83.02 87.47 90.06 92.13
w/o delimiter row 63.35 80.54 85.20 89.34 92.03

none 64.49 81.88 86.23 89.86 92.55

Table 5: NQ-table retrieval accuracy with linearized
table w/ and w/o cell and row delimiters. cell linearizes
table by only inserting delimiters between cells, row
only inserts delimiters between rows, and none inserts
neither.

As shown in Table 5, for DPR, although the over-
all performance drop is small without delimiters,
separating cells is more important than separating
rows, which is intuitive because the number of cells
is larger than the number of rows. On DPR-table
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that learns from properly delimited tables, the in-
fluence is more significant, and the extent of drop-
ping is similar to that of table structure shuffling
in Table 4. Also similar to the previous findings,
training on non-delimited tables (DPR-table w/o
delimiter) improves over the original DPR, but the
improvement is not as significant as the improve-
ment obtained by fine-tuning on delimited tables,
suggesting that cell and row delimiters help models
encode table structure.

5 Explicit Structure Encoding with
Table-specific Model Design

From the previous section, we conclude that DPR
can already encode simple table structures based on
structure-preserving linearized tables with correct
cell order and delimiters. The next question is “can
explicit table-specific model designs encode more
complex structure that is useful beyond the capacity
of implicit encoding?”

In this section, we examine three widely used
table-specific modules to explicitly encode table
structure information by adding these modules on
top of the DPR architecture. As summarized in
Table 6 and illustrated in Figure 4, we categorize
existing methods for table-specific structure encod-
ing into three representative types: (1) auxiliary
table-specific embeddings, (2) restricted hard at-
tention mask to enforce structure-aware attention,
and (3) soft attention bias based on the structural
relations of cell pairs. For each component, we add
it onto the DPR architecture and fine-tune under
the same setting as for DPR-table.

Method Papers

auxiliary embeddings

TAPAS (Herzig et al., 2020)
MATE (Eisenschlos et al., 2021)
TUTA (Wang et al., 2021b)
TABBIE (Iida et al., 2021)

hard attention mask

TURL (Deng et al., 2020)
SAT (Zhang et al., 2020)
ETC (Ainslie et al., 2020)
DoT (Krichene et al., 2021)
MATE (Eisenschlos et al., 2021)
TUTA (Wang et al., 2021b)

soft attention bias RAT-SQL (Wang et al., 2020)
‘ TableFormer (Yang et al., 2022)

Table 6: Structure encoding methods used in previous
works for table-related tasks.

5.1 Auxiliary Row and Columns Embeddings

We first examine if adding table-specific embed-
ding parameters would bring additional improve-
ment. Specifically, we add row and column embed-
dings into the DPR to encode the row and column
indices of tokens, which is denoted as DPR-table w/
emb. Both row and column indices are 1-indexed,
and 0 is used for tokens that are not part of the table
(e.g., title). We initialize row/column embeddings
with zero to allow smooth continual learning.

5.2 Hard Attention Mask

Another approach is to enforce structure-aware at-
tention using hard attention mask that only allows
attention between elements within their mutual
structural proximity, with the assumption that ele-
ments are only semantically relevant to elements
in their structural proximity. Specifically, Krichene
et al. (2021); Eisenschlos et al. (2021); Deng et al.
(2020) sparsify the attention mask such that each
token is only visible to other tokens that are either
within the same row or the same column. We apply
this masking strategy when fine-tuning DPR and
denote this setting as DPR-table w/ mask.

5.3 Soft Relation-based Attention Bias

The third method is to bias the attention weight
between two tokens based on their structural rela-
tion, which is a more fine-grained way to enforce
structure-aware attention than hard mask. Specifi-
cally, different bias scalars are added to the atten-
tion scores based on the relation between two cells.
Wang et al. (2020) categorize relations by columns,
while Yang et al. (2022) defines 13 relations based
on which component the token belongs to: sen-
tence, header, and cell. A more concrete example
is illustrated in Figure 4. Relational bias is invari-
ant to the numerical indices of rows and columns,
which is more robust to answer-invariant structure
perturbation. We follow Yang et al. (2022) to add
soft attention bias on DPR with 13 relations.

5.4 Results and Analysis

As shown in Table 7, methods that explicitly
encode table structures, either with additional
row/column embeddings (w/ emb), hard attention
mask (w/ mask), or soft relation-based attention
bias (w/ bias), do not bring improvements over
the DPR-table baseline, indicating that given the
capacity of DPR in implicitly encoding structure
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header-to-header (same column)
header-to-header (diff. column)
header-to-cell (same column)
header-to-cell (diff. column)
cell-to-header (same column)
cell-to-header (diff. column)
cell-to-cell (same column)
cell-to-cell (diff. column)

Figure 4: Illustration of three explicit structure encoding methods.

from linearized tables, the benefit of using special-
purpose structure encoding modules is minimal.

Model Retrieval Accuracy
@1 @5 @10 @20 @50

DPR-table 67.91 84.89 88.72 90.58 92.86

w/ emb 65.73 81.99 86.02 89.23 92.86
w/ mask 62.11 81.88 86.96 89.86 93.06
w/ bias 65.42 82.23 86.75 89.54 92.13

Table 7: Top-k table retrieval accuracy on NQ-table test.
DPR-table is fine-tuned on the NQ-table without any
table-specific modules, while the other three methods
add auxiliary row/column embeddings (w/ emb), hard
attention mask (w/ mask), and soft relation-based atten-
tion bias respectively (w/ bias).

6 Related Work

Open-domain Question Answering Open-
domain QA systems often use a retriever-reader
pipeline, where the retriever retrieves relevant
contexts and the reader extracts or generates
answer from them. Because the candidate context
corpus is usually large with millions of documents,
good retrieval accuracy is crucial for open-domain
QA systems (Karpukhin et al., 2020). Beyond
texts, another common sources for answering
open-domain questions is tables. Herzig et al.
(2021) recently identified a subset of Natural
Questions (NQ) dataset (Kwiatkowski et al., 2019)
that is answerable by Wikipedia tables. Oguz
et al. (2021) found that incorporating structured
knowledge is beneficial for open-domain QA tasks.

Ma et al. (2021) showed that verbalizing structured
knowledge into fluent text bring further gains over
raw format for open-domain QA. Different from
prior work, our paper analyzes different strategies
for encoding tables with a focus on the task of
table retrieval.

Table Understanding To encode the relational
structure of tables, CNNs (Chen et al., 2019a),
RNNs (Gol et al., 2019), LSTMs (Fetahu et al.,
2019), and their combinations (Chen et al., 2019b)
are explored. In addition, graph neural networks
(GNN) are used, especially for tables with complex
structures (Koci et al., 2018; Zayats et al., 2021; Vu
et al., 2021; Bhagavatula et al., 2015). With the re-
cent advances in pre-trained language models, table
encoders adapt pre-trained language models with
additional table-specific modules encoding struc-
ture (Herzig et al., 2020; Yin et al., 2020; Wang
et al., 2021b) and numeracy (Wang et al., 2021b;
Herzig et al., 2020). These methods are intention-
ally built for tables, but their necessity in each task
remains unknown. Our work exploits a generic
model to show that content-emphasized tasks like
retrieval do not require such specific designs.

Table Retrieval Earlier works focus on web table
search in response to keyword queries (Cafarella
et al., 2008, 2009; Balakrishnan et al., 2015; Pimp-
likar and Sarawagi, 2012) or a seed table (Sarmad
et al., 2012). Many of them use the 60 keywords
and relevant web tables collected by Zhang and Ba-
log (2018). Tables are modeled by aggregating mul-
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tiple fields (Zhang et al., 2019), contexts (Trabelsi
et al., 2019), and synthesized schema labels (Chen
et al., 2020b). More recently, Chen et al. (2020c);
Wang et al. (2021a) use structure-augmented BERT
for retrieval. These works largely treat the retrieval
task on its own account and target similarity under
the traditional Information Retrieval (IR).

7 Conclusion

Given the importance of finding relevant tables
when answering questions in the NQ-table dataset,
we study the task of table retrieval and find that
table retrieval emphasizes content rather than table
structure. Our experiments with the text-generic
Dense Passage Retriever (DPR) and the state-of-
the-art table-specific Dense Table Retriever (DTR)
demonstrate that DPR can already encode sim-
ple structures based on linearized tables and table-
specific designs such as auxiliary embeddings, hard
attention mask, and soft attention bias are not nec-
essary. Our findings suggest that future develop-
ment on table retrieval can potentially be built upon
successful text retrievers and table-specific model
designs should be carefully examined to avoid un-
necessary complexity.
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Abstract

Structured Knowledge has recently emerged as
an essential component to support fine-grained
Question Answering (QA). In general, QA sys-
tems query a Knowledge Base (KB) to detect
and extract the raw answers as final prediction.
However, as lacking of context, language gen-
eration can offer a much informative and com-
plete response. In this paper, we propose to
combine the power of transfer learning and the
advantage of entity placeholders to produce
high-quality verbalization of extracted answers
from a structured KB. We claim that such ap-
proach is especially well-suited for answer gen-
eration. Our experiments show 44.25%, 3.26%
and 29.10% relative gain in BLEU over the
state-of-the-art on the VQuAnDA, ParaQA and
VANiLLa datasets, respectively. We addition-
ally provide minor hallucinations corrections in
VANiLLa standing for 5% of each of the train-
ing and testing set. We witness a median abso-
lute gain of 0.81 SacreBLEU. This strengthens
the importance of data quality when using au-
tomated evaluation.

1 Introduction

Question Answering (QA) has witnessed a massive
number of stupendous improvements over the past
few years which marked a new era of QA. At the
core of this significant progress is the huge leap in
the use of Pretrained Language Model (PLM). On
several benchmarks, state-of-the art QA systems
perform on par with human according to reported
evaluation metrics. However, despite remarkable
accuracy in answer detection and extraction, few
works have considered returning a verbalized re-
sponse to the user. Indeed, most of QA systems out-

puts over Knowledge Bases (KBs) are utterly bereft
of any context. To this extent, more works progres-
sively tackled the Answer Verbalization task (AV)
which consists in generating a verbalized form of
the answer. As a consequence, the user may benefit
from a more contextualized response.

Recently, there have been few techniques pro-
posed to perform surface realisation of a raw an-
swer. With the lack of paired training data, Ak-
ermi et al. (2020) investigated an unsupervised
method to obtain answer verbalizations for both
English and French languages. An initial step was
to first check whether the question marker (e.g.
Who, What) could be straightforwardly substituted
with the raw answer or not. For instance, with the
question “Who is the president of the U.S.?”, its
raw answer “Joe Biden” can directly replace the
question marker “who” with the question mark
substituted with a period. If this is not the case,
the question is segmented into chunks based on the
syntactic tree parsed with UDPipeFuture (Straka,
2018; Akermi et al., 2021). After defining the raw
answer as a new chunk, all possible permutations
of the chunks are collected. The most likely per-
mutation is identified with a PLM such as GPT2
(Radford et al., 2019). Finally, Akermi et al. (2020)
use BERT (Devlin et al., 2019) to find any possi-
bly missing function words around the raw answer
such as a, an, to, with, in etc. In spite of its ap-
pealing unsupervised mechanism, this method is
computationally expensive because of the cost of
estimating the likelihood of all (distinct) permuta-
tions. Moreover, the likelihood is computed with
potential absent words which may jeopardize the
final ranking of permutations.
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Following, multiple datasets were released to
spur the community to apply end-to-end learning
(Kacupaj et al., 2020, 2021a; Biswas et al., 2021).
Kacupaj et al. (2021c) introduced VOGUE, an
end-to-end model based on a dual encoder-decoder
architecture. More precisely, the input question is
encoded with a first Transformer encoder (Vaswani
et al., 2017). On top of that, a logical form of
the question is also encoded with an additional
Transformer encoder. The logical form is a sim-
plified representation of the question, similar to a
query, inspired from Plepi et al. (2021) and Kacupaj
et al. (2021b). Taking our aforementioned question
example, its logical form is find(president,
U.S). During the decoding phase, VOGUE uses
entities placeholders1 for both the raw answer and
the subject entity to generate an abstract version
of the response. Following the previous example,
the generated verbalization would be “[ANS] is
the president of [ENT]”. In our work, we utilize a
comparable mechanism fused with large-scaled pre-
trained models to leverage efficient transfer learn-
ing.

Specifically, our contribution is twofold:

• We propose a masked answer verbalization
coupled with transfer learning to verbalize ex-
tracted answers over KBs. Placeholders are
generated instead of the correct raw answer.
This allows a better generalization and scala-
bility of the model. Then, a post-processing
step is applied which consists of replacing the
placeholder with the raw answer.

• We provide a minor revision of the VANILLA

dataset by correcting entity hallucinations in
5% of the verbalizations. We show evidence
that erroneous references may be the culprit
of 0.13% absolute median SacreBLEU drop
in evaluation and up to 0.81 absolute median
gain in SacreBLEU when trained on corrected
training data.

2 Our Approach

In this section, we present our method
based on transfer learning and masked gen-
eration. We consider an input question
X = {x1, x2, . . . , xN−1, xN} with xi the ith word
and its raw answer A = {a1, a2, . . . , aK−1, aK}
with aj the jth word of the answer2. The

1We use the term placeholder and mask interchangeably.
2The raw answer can be of multiple words.

goal is to generate a verbalized answer
Y = {y1, y2, . . . , yM−1, yM} We model
the generation of each token as a condi-
tional θ-parameterized probability distribu-
tion. More precisely, we estimate θ such that
Pθ(yi|X,A, y1, y2, . . . , yi−1) is maximized.

As mentioned in Dai and Le (2015), Howard and
Ruder (2018) and Montella et al. (2020), NLG has
significantly benefited from transfer learning and
very large PLMs (Devlin et al., 2019; Radford et al.,
2019). The generalization ability to unseen data
has tremendously improved over the last decades
due to the use of excessively large training corpora.
As a consequence, we consider two recent PLMs
for generation to leverage transfer learning:

• BART (Lewis et al., 2020) is based on a Trans-
former architecture (Vaswani et al., 2017).
More specifically, its encoder and decoder cor-
respond to BERT (Devlin et al., 2019) and to
GPT (Radford et al., 2019), respectively. Dur-
ing training, BART is pretrained with a de-
noising objective. It consists in corrupting the
input of the model (masking, reordering, etc)
and to reconstruct the original, i.e. denoised,
input.

• T5 (Raffel et al., 2020) is similar to the
Transformer-based model (Vaswani et al.,
2017) with minor changes. For instance, as po-
sitional embeddings, a single scalar is added
to the logits used for attention weights compu-
tation. Also, a simplified layer normalization
is utilized. T5 is trained on multiple tasks at
once such as question answering, language
modeling, span extraction, paraphrasing, sen-
timent analysis, etc. To do so, all text process-
ing tasks are cast in a text-to-text framework
which allows to reuse the same model, loss
function, optimizer and so on. Both input and
target are textual content or transformed as
text. Thus, for binary, numerical or categori-
cal data types, T5 maps such format to strings.
Moreover, a specificity of T5 is that the task
is informed within the input thanks to a pre-
fix, e.g. “translate English to German:” or

“summarize:”. While finetuning, it is a good
practice to reuse the same prefix as the down-
stream task for efficient transfer learning.

In order to verbalize the answer, a first step con-
sists in encoding X with the encoder part of T5 or
BART model. Then, the decoder part takes learned
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representations to generate Y . In our case, a place-
holder is generated in Y which will be replaced by
the raw answer A as explained in next section.

2.1 Masked Answer Verbalization
As humans, our ability to generate a response is
independent and agnostic to our own knowledge.
For instance, given the question “What is the capi-
tal of Ghana?”, although the answer, i.e. “Accra”,
might not be known, one is still able to generate
the response “The capital of Ghana is [ANSWER]”
where [ANSWER] stands for a placeholder of the
correct raw answer. Therefore, this paradigm could
remain when modeling any question answering sys-
tem. This is a two-stage process. First, a template
of the verbalized answer is generated. Secondly,
we replace the mask with the corresponding raw
answer, i.e. a single or several entities, of the input
question. We are aware that this approach works
especially well in English, but would require adjust-
ment to other languages such as French or German
because of gender agreement. However, several
benefits can be pointed out. It alleviates the train-
ing of the model since it principally learns to gen-
erate templates. In addition, it avoids misspelling
of entities during the generation. It has been shown
that unseen entities are not handled properly by
the generative system (Ferreira et al., 2020). This
is further critical when a copy mechanism is not
applied. On top of that, using placeholders reduces
the complexity of the model by shrinking its vocab-
ulary dimension (last layer). This is also significant
regarding training time since a softmax layer is usu-
ally applied which is known to be time consuming.

3 Datasets

More and more efforts have been made to construct
and annotate new QA datasets. However, most of
proposed corpora do not include a well-formed and
informative response. In fact, no verbalization of
the retrieved answer is usually given. Only the raw
answer acts as the final prediction which puts a curb
on possible downstream generation task. To this
end, we explore newly released datasets equipped
with a natural language form of the response:

• VQuAnDa (Kacupaj et al., 2020) is based on
the Large scale Complex Question Answer-
ing Dataset (LC-QuAD). VQuAnDa provides
a set of 5000 complex questions with their
SPARQL queries and their corresponding an-
swer verbalization. A semi-automatic pro-

cess is used to derive the answer verbalization
of each question. The available templates of
the questions in LC-QuAD dataset are para-
phrased using strict rules (use of active voice,
synonyms, order rearranging, etc.) to get nat-
ural response templates. Then, a second step
consists in extracting raw answers from DB-
pedia using the SPARQL queries. In case
that the number of retrieved answers is greater
than 15, the list of answers is replaced with
a single token [answer] to avoid long se-
quences. Lastly, entities and predicates are
filled accordingly to generate the final ver-
balization. To ensure correctness, resulting
verbalization are checked manually according
to (Kacupaj et al., 2021a). There are totally
4000 and 1000 pairs for training and testing
sets, respectively.

• ParaQA (Kacupaj et al., 2021a) extends
VQuAnDa by proposing multiple verbaliza-
tions for each question. This paraphrasing
task was done using different techniques such
as back-translation. At least two verbal-
izations per questions are given, and up to
8 unique paraphrases are provided in some
cases. Thus, more pairs in training set can
be found for the same question. We record
a total of 12,637 pairs in training. Note that
the training and testing splits of ParaQA are
different than VQuAnDa.

• VANiLLa (Biswas et al., 2021) is a com-
pelling dataset due to its size. Covering more
than 300 relations, it was built using a semi-
automatic framework. First, direct questions
with single entity as answer were extracted
from the Complex Sequential Question An-
swering (CSQA) (Saha et al., 2018) and Sim-
pleQuestions3 Datasets. After clustering simi-
lar questions based on 4-grams, a template-
based verbalization of a single instance of
each cluster was manually annotated thanks
to Amazon Mechanical Turk (AMT). Finally,
a post-processing aims at using the resulting
templates to infer the verbalization for other
similar questions in corresponding clusters.
Totally, VANiLLa gathers 85,732 and 21,434
pairs for training and testing.

3Available at https://github.com/
davidgolub/SimpleQA/tree/master/
datasets/SimpleQuestions
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Train Test
VQuAnDa 4,000 1,000

ParaQA 12,637 1,000
VANiLLa 85,732 21,434

Table 1: Datasets Statistics

These datasets are therefore suitable for the re-
sponse generation task. Nonetheless, because of
the semi-automatic framework, these corpora are
prone to errors as we will show in Section 4.4

4 Experiments

In our experiments, we provide empirical results
on the introduced datasets in Section 3. In Section
4.2, we compare our transfer learning approach
over the existing literature using T5 and BART em-
bedded with a masking strategy. Then, we explore
the advantage of placeholders in Section 4.3. Our
inputs and outputs with and without our masking
approach are depicted in Table 2.

4.1 Training Settings

We use the pretrained BART and T5 models
from HuggingFace. For both PLMs, we use their
base models, i.e. facebook/bart-base and
t5-base configurations. The input questions
and target responses are all lower-cased. Since no
validation sets are provided regarding the official
splits, we arbitrarily set our hyperparameters
for all of our experiments and do not validate
them. We choose to finetune models on 10
epochs using a batch size of 32. We use the
cross entropy loss and Adam optimizer for
optimization. The initial learning rates are set
to 1.0 × 10−5 and 1.0 × 10−4 for BART and T5
respectively.4 For T5, we prefix each question
with the prefix “question:” as it has already been
used during T5 pretraining for question-answering.
During generation, we use a greedy decoding (no
beam search or sampling is applied). For better
reproducibility, our code is available at https:
//github.com/Anonymous1911272/
answerverbalization.

4.2 Results

Evaluation of natural language remains a critical is-
sue since it is difficult to automate. Besides, human
annotations are usually costly and time-consuming.

4We witness divergence when learning rate is set to 1.0×
10−4 for BART.

For fair comparison, we follow exactly the same
evaluation protocol and metrics as Kacupaj et al.
(2021c), using BLEU (on 4-grams) (Papineni et al.,
2002) and METEOR (Banerjee and Lavie, 2005)5.
Since our predicted verbalizations contain place-
holders, we replace them with the raw answers
included in the dataset. Therefore, our evaluation
does not differ between unmasked approaches. Re-
sults on VQuAnDa, ParaQA and VANiLLa datasets
are depicted in Table 3.

We can see that transfer learning methods sys-
tematically show best (bold) or second-to-best (un-
derlined) performances on all datasets. This is not
surprising as large pretraining has shown massive
improvements over standard approaches. BART
exhibits much better performances than T5 on
VQuAnDa and ParaQA. On the contrary, T5 is
slightly better on VANiLLa. We conjecture that
BART is well-fitted to map question to its answer
verbalization. Question and response usually share
similar words, but in different orders and few words
or preprosition could be missing to go from one
to another. This exactly corresponds to the denois-
ing objective on which BART has been pretrained.
Therefore, the input question can be viewed as
a noisy version of the answer verbalization from
which BART attempts to reconstruct. Regardless,
pretrained models on average results in 44.25%,
3.26% and 29.10% relative gain in BLEU over
VOGUE on VQuAnDa, ParaQA and VANiLLa re-
spectively. VOGUE nonetheless shows interesting
results despite its size and no pretraining. This
is also explained by the logical form of the ques-
tion which boils down the question to a simple
abstraction. Furthermore, we observe that the un-
supervised strategy by Akermi et al. (2020) has
strong shortcoming to compete with a basic RNN.
Their method is sensitive to the syntax and length
of the input question. The longer the question, the
worst the generation. While the verbalizations in
VQuAnDa and ParaQA are 17 tokens long on aver-
age, this might be the reason of low performances
on these datasets. Moreover, unnatural questions,
as included in VANiLLa, are not handled properly
because of the use of PLMs to gauge the likelihood
of permutations.

In the following, our interest lies in measuring
the real gain of using placeholders.

5Kacupaj et al. (2021c) average the BLEU and METEOR
of each verbalization.
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Input Output
w/o mask Who is the president of the U.S.? [SEP] J. Biden The president of the U.S. is J. Biden.
w/ mask Who is the president of the U.S.? The president of the U.S. is [ANSWER].

Table 2: Examples of model input and output with and without placeholders. During evaluation, the placeholder is
replaced with the raw answer J. Biden.

BLEU ↑ METEOR ↑
Models VQuAnDa ParaQA VANiLLa VQuAnDa ParaQA VANiLLa
RNN✝ 15.43 22.45 16.66 53.15 58.41 58.67

Transformer✝ 18.37 23.61 30.80 56.83 59.63 62.16
Akermi et al. (2020) 22.70 18.25 18.30 48.04 44.27 48.27

VOGUE✝ 28.76 32.05 35.46 67.21 68.85 65.04
T5 (masking) 39.07 30.62 45.87 67.70 59.81 67.15

BART (masking) 43.90 35.57 45.69 71.92 65.40 66.71

Table 3: Answer Verbalization Results. (✝) results are taken from Kacupaj et al. (2021c).

BLEU ↑ METEOR ↑ SacreBLEU ↑ Chrf++ ↑ TER ↓
T5 w/o mask 30.06 58.39 35.25 56.44 52.67

w/ mask 39.07 67.70 58.26 73.87 42.45
BART w/o mask 33.93 61.43 39.19 59.26 49.22

w/ mask 43.90 71.92 60.85 75.45 35.36

Table 4: Results with and without placeholders on VQuAnDa.

BLEU ↑ METEOR ↑ SacreBLEU ↑ Chrf++ ↑ TER ↓
T5 w/o mask 25.55 53.55 33.49 53.84 56.04

w/ mask 30.62 59.81 47.01 66.39 49.87
BART w/o mask 30.56 57.80 37.61 56.95 52.41

w/ mask 35.57 65.40 50.70 68.86 43.50

Table 5: Results with and without placeholders on ParaQA.

BLEU ↑ METEOR ↑ SacreBLEU ↑ Chrf++ ↑ TER ↓
T5 w/o mask 42.91 64.56 53.33 70.19 44.41

w/ mask 45.87 67.15 57.67 73.40 41.59
Bart w/o mask 43.14 65.13 54.16 71.36 43.99

w/ mask 45.69 66.71 57.41 73.07 42.00

Table 6: Results with and without placeholders on VANiLLa.

4.3 To Mask or not to Mask?

In this section, we investigate the impact of using
a masking mechanism. We conduct a comparative
study between masked and non-masked generation.

To do so, we finetune BART and T5 with the
same hyperparameters as previous experiments.
For non-masked generation, the input question is
concatenated with its raw answer. To differentiate
question and answer, we make use of the separa-
tor token [SEP]. With this setting, models should
learn to combine input question and input answer

accordingly to form a grammatically correct ver-
balization. We adopt additional evaluation met-
ric, i.e. SacreBLEU (Post, 2018), Chrf++ (Popović,
2015) and TER (Snover et al., 2006), yielding much
fine-grained analysis. The experiment results for
VQuAnDa, ParaQA and VANiLLa are shown in
Table 4, 5 and 6.

On the three datasets, we observe that using a
placeholder leads to systematic gain for all reported
metrics. More importantly, the gap can be consid-
erably significant when masking the raw answer.
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Figure 1: Tuning proportion of training data

Test Set
raw corrected

T5 w/o mask 53.33 53.45
w/ mask 57.67 57.81

BART w/o mask 54.16 54.30
w/ mask 57.41 57.16

Test Set
raw corrected

T5 w/o mask 52.72 53.58
w/ mask 57.48 58.23

BART w/o mask 54.96 55.81
w/ mask 58.36 59.13

Table 7: SacreBLEU scores of T5 and BART trained on raw VANiLLa (left) and corrected VANiLLa (right)

For T5 and BART, we note 23.01%, 13.52%, 4.34%
and 21.56%, 13.09%, 3.25% absolute gain in Sacre-
BLEU for VQuAnDa, ParaQA and VANiLLa re-
spectively. Thus, generating a more abstract ver-
balization alleviates the learning. Following, we
inspect the effect of the size of training set. We
thereby finetune BART and T5 on different (ran-
dom) proportion of training data. We report Sacre-
BLEU scores for each portion of training data in
Fig. 1. At first glance, the gap between masked
and non-masked generation remains very distinc-
tive despite using less training data. We remark
for T5 and BART about 23.09%, 13.81%, 3.44%
and 21.65%, 13.00%, 3.40% absolute gain on av-
erage in SacreBLEU on VQuAnDa, ParaQA and
VANiLLa while tuning amount of data fed to mod-
els. We observe that both masked and unmasked
strategies keep increasing performances when new
samples are given. Contrary to expectation, despite
the use of placeholder, masked generation keeps
benefiting of some significant performance leaps.
For BART on VQuAnDa and ParaQA, SacreBLEU
reaches a limit with only 40% of the training data

in both configurations. On VANiLLa, models show
much more variance, but a positive trend remains
overall.

4.4 References are not Innocent

Semi-automatic dataset construction is a conve-
nient yet effective technique to automatically gener-
ate sizeable corpora. Few handcrafted annotations
are needed as initial seed. However, resulting sam-
ples are highly prone to errors or not natural. This
remains a major drawback in the NLG community
where the low quality or diversity of the available
data jeopardize comparison between approaches.
Within the VANiLLa dataset, we particularly re-
veal some verbalizations where the subject entity
of the question differs with the subject entity of
the reference. For example, given the question

“Which sex does Doris Miller belong to?”, the as-
signed reference is “Sterjo is a male”, with “Sterjo”
a hallucinated entity, which should be corrected
with “Doris Miller”. Those hallucinated entities
in gold references especially occur with specific
and redundant entities (e.g. “Sterjo”). We assume
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the semi-automatic pipeline to be the culprit of
such mismatch. Fortunately, those errors can be
corrected automatically since the subject entity of
each question is explicitly inquired in the origi-
nal dataset. We identified 12 repeated hallucinated
entities over the whole training set of VANiLLa.
We thus interchange erroneous entities with correct
ones. This stands for 5% for each of the training
and testing set. The quality and diversity of refer-
ences was proved to be at the core of variations of
automated metrics outcomes (Freitag et al., 2020).
Errors in references directly jeopardize resulting
performances of models. Indeed, good predictions
might be rated as bad quality while being correct.
Furthermore, automatic metrics are critically sen-
sitive to any changes in chosen words in target
verbalization. We hence investigate the shift in re-
ported results with corrected references. Precisely,
we finetune T5 and BART with same hyperparam-
eters as previously mentioned in Section 4.1. We
train and evaluate models on the original VANiLLa
dataset (“Raw”) and the corrected version (“Cor-
rected”). The SacreBLEU scores are given in Table
7.

With only 5% of corrections in both training
and testing sets, we record small improvements in
SacreBLEU. Although the increases are relatively
insignificant, those results clearly indicates that the
quality of the references is crucial to precisely as-
sess models performances. More and more works
are competing in improving those metrics. Several
contributions in generation considered slight im-
provements as predominance of their approaches
over previous methods. However, we show in Ta-
ble 7 that evaluating models on a corrected version
lead to different results that are not systematically
better. In contrast, when trained on much higher
quality samples, results on corrected testing exam-
ples exhibits more important gain as seen in Table
7. The absolute median gain reaches 0.81 Sacre-
BLEU with a cleaner training set while barely 0.13
with the standard training set. As a consequence,
it is hard to compare and to draw any conclusions
between models on noisy datasets. It is then im-
portant to raise awareness toward automatic dataset
construction.

5 Conclusion

We proposed to verbalize answers usually returned
by any question-answering system from a struc-
tured knowledge base. We combined the ad-

vantages of transfer learning and masked gener-
ation. We compared our strategies with and with-
out masks using T5 and BART. We showed that
using massively pretrained models with answer
placeholders alleviates the learning and led to un-
precedented results on VQuAnDa, ParaQA and
VANiLLa datasets. Furthermore, we revealed
multiple redundant entity hallucinations in the
VANiLLa dataset. By automatically correcting 5%
of them, we observed shifts in performances. This
further demonstrates the limitation of automatic
metrics when references are not reliable.
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Abstract

Multi-hop question answering (QA) combines
multiple pieces of evidence to search for the
correct answer. Reasoning over a text corpus
(TextQA) and/or a knowledge base (KBQA)
has been extensively studied and led to dis-
tinct system architectures. However, knowl-
edge transfer between such two QA systems
has been under-explored. Research questions
like what knowledge is transferred or whether
the transferred knowledge can help answer over
one source using another one, are yet to be an-
swered. In this paper, therefore, we study the
knowledge transfer of multi-hop reasoning be-
tween structured and unstructured sources. We
first propose a unified QA framework named
SIMULTQA to enable knowledge transfer and
bridge the distinct supervisions from KB and
text sources. Then, we conduct extensive anal-
yses to explore how knowledge is transferred
by leveraging the pre-training and fine-tuning
paradigm. We focus on the low-resource fine-
tuning to show that pre-training SIMULTQA on
one source can substantially improve its perfor-
mance on the other source. More fine-grained
analyses on transfer behaviors reveal the types
of transferred knowledge and transfer patterns.
We conclude with insights into how to con-
struct better QA datasets and systems to exploit
knowledge transfer for future work.1

1 Introduction

Structured knowledge source, such as Knowledge
Base (KB) and unstructured knowledge source,
such as text corpus, are arguably the most popular
sources for complex question answering (CQA).
Multi-hop KB based question answering (KBQA)
systems translate questions to logical forms to be
executed over a KB for finding answers (Talmor
and Berant, 2018; Maheshwari et al., 2019; Lan
and Jiang, 2020; Gu et al., 2020; Das et al., 2021;

∗Equal contribution
1Code and data are available at https://github.

com/Stefan1220/SimultQA
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Figure 1: To facilitate knowledge transfer between struc-
tured and unstructured sources, we develop a unified
framework SIMULTQA that can leverage supervisions
from both sources to answer complex questions.

Ye et al., 2021), while text based QA (TextQA)
systems leverage large text corpora to retrieve para-
graphs and extract answer spans for complex ques-
tions (Yang et al., 2018; Qi et al., 2019; Asai et al.,
2020; Dhingra et al., 2020; Zhu et al., 2021).

However, despite the impressive performance
of separate KBQA and TextQA systems, it is not
quite clear to the community whether a system
trained on one source can be transferred and ben-
eficial to question answering over another source.
Inspired by the general transfer learning in NLP
by pre-trained language models (PLMs) (Radford
et al., 2018; Devlin et al., 2019; Raffel et al., 2020),
it is important to study this research problem sys-
tematically and thoroughly for the following rea-
sons. First, given the heterogeneity of structured
and unstructured sources, it is desirable to build a
unified reasoning module to work on both text and
KB and combine different source-specific supervi-
sions. Second, transfer learning has shown to boost
the performance on low-resource domains, and it
would be practically useful to leverage annotated
datasets on one source for CQA on the other source,
especially when human annotations are expensive
to create new multi-hop QA datasets. Third, it is
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also critical to investigate what kind of knowledge
can be transferred, which can inspire future CQA
dataset creation and system design.

One major obstacle in such an investigation for
knowledge transfer between structured and unstruc-
tured sources is the disparity of them and their
specifically designed QA systems as we mentioned
earlier. For instance, KB is highly structured and
curated where complex query functions can be ex-
ecuted, while text data is unstructured and noisier,
leading to quite distinct QA systems. One relevant
line of research is HybridQA that tries to lever-
age multiple sources for QA (Mihaylov and Frank,
2018; Sun et al., 2018, 2019; Min et al., 2019;
Oguz et al., 2020; Shi et al., 2021). To operate
their single model on both KB and text, these meth-
ods primarily convert distinct sources into similar
data format, e.g., merge text and KB by entity link-
ing, which sacrifices unique characteristics of each
source to some extent and makes it harder to inves-
tigate knowledge transfer as sources are entangled
together. Thus, typical HybridQA methods are not
suitable for studying knowledge transfer problem.

In this paper, our first contribution is propos-
ing a unified CQA framework to enable knowl-
edge transfer between structured and unstructured
sources. The proposed framework, SIMULTQA,
could perform multi-hop reasoning over text and
KB simultaneously by collecting reasoning paths
from either text or KB, then rerank paths to se-
lect the best one for generating the answer. There
are several new and desirable properties of SI-
MULTQA. First, SIMULTQA unifies the recent ad-
vanced KBQA (Luo et al., 2018; Lan and Jiang,
2020) and TextQA (Chen et al., 2017; Asai et al.,
2020) systems seamlessly, which preserves their
unique strengths maximally to handle various rea-
soning types. Second, SIMULTQA can utilize dis-
tinct supervisions from both sources, which has
the potential to combine both KBQA and TextQA
datasets for a unified training. Last but not least,
since SIMULTQA can be applied to any source, we
can pre-train it on KB and fine-tune it on text and
vice versa, which makes it easier to quantify trans-
fer effect brought by the pre-training on a different
source. In summary, despite the framework design
looks straightforward, we are the first to unify two
seemingly distinct CQA systems and study knowl-
edge transfer between two sources for CQA.

With SIMULTQA that enables knowledge trans-
fer, our second contribution is to systematically

analyze the transfer behavior to help us deeply
understand the nature of the multi-hop reasoning
process in KB and Text. We apply our methodol-
ogy to CWQ (Talmor and Berant, 2018) and Hot-
potQA (Yang et al., 2018), which are arguably the
most popular dataset in KB and text source, and
are representative enough to cover most of the rea-
soning types on KB and text. We first show that
pre-training on one source can consistently improve
the fine-tuning performance on the other one in the
low-resource setting, indicating future data-hungry
QA systems can be boosted by pre-training on an-
other disparate source, especially when human an-
notation is expensive. More interestingly, further
fine-grained analyses attempt to reveal sources of
performance gain and find out what knowledge is
transferred. We mainly investigate three aspects,
reasoning types, reasoning hops and question simi-
larity. We find that despite KB and text sources are
quite disparate, SIMULTQA still find ways to trans-
fer knowledge by learning a shared semantic space
for the reasoning and a high-level understanding be-
yond distinct surface forms of reasoning paths. In
addition, we study a more challenging transfer set-
ting where we seek to use text reasoning to answer
KB-based questions2 and vice versa. Promising
results are obtained by using text knowledge to
help KB questions highlighting the expressiveness
of text corpus. We conclude that knowledge trans-
fer between structured and unstructured sources is
an intriguing direction to combine the strengths of
KBQA and TextQA systems and to use data from
one source to boost QA on the other. To the best
of our knowledge, this paper is the first to study
knowledge transfer between KB- and text-based
CQA in a quantitative and systematic manner.

2 Related Work
Complex Question Answering. There has been a
long history of QA models to answer simple ques-
tions (Berant et al., 2013; Rajpurkar et al., 2016;
Chen et al., 2017; Wang et al., 2018; Lee et al.,
2018; Yang et al., 2019; Karpukhin et al., 2020).
More recent attention has focused on answering
complex questions, which requires a multi-hop rea-
soning process (Yang et al., 2018; Fang et al., 2020).
For example, some of them target questions that
can be answered using multiple text paragraphs as
evidences (Das et al., 2018; Qi et al., 2019; Feld-
man and El-Yaniv, 2019; Asai et al., 2020), while

2We refer to questions originally from KBQA/TextQA
datasets as KB-based/text-based questions in this paper.
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Figure 2: Overview of SIMULTQA Framework. There are two stages including constructing reasoning path from
either text or KB, and path reranking for the answer generation. In the inference time, the reasoning can be
performed simultaneously over text and KB source to find the final answer.

some existing KBQA works (Bao et al., 2016; Luo
et al., 2018; Chen et al., 2019; Lan et al., 2019;
Lan and Jiang, 2020) studied how to answer ques-
tions by iteratively chaining multiple knowledge
base relations into the evidence path. Our proposed
framework unifies these two recent trends of CQA
frameworks in text and KB to study knowledge
transfer between them.

Hybrid Question Answering. HybridQA is a line
of QA research that also studies different knowl-
edge sources (e.g., text articles, Web tables, knowl-
edge bases) for answering questions (Mihaylov and
Frank, 2018; Sun et al., 2018, 2019; Xiong et al.,
2019; Min et al., 2019; Oguz et al., 2020; Chen
et al., 2020a,b). This line of work typically re-
quires extra human efforts to merge hybrid data
for later complex modeling, for example, linking
text paragraphs to KB by entity linking or uni-
versal schema (Das et al., 2017; Sun et al., 2018,
2019) or converting KB edges to plain text (Oguz
et al., 2020), which is not needed in SIMULTQA.
Their major motivation is to unify data formats for
text and KB and construct a more comprehensive
knowledge space, which is orthogonal to our mo-
tivation of studying knowledge transfer between
intact knowledge space of text and KB.

Transfer Learning in NLP. In the last few years,
NLP has witnessed the emergence of several trans-
fer learning techniques, and their effectiveness of
constantly improving state-of-the-art on a wide
range of NLP tasks. Traditional transfer learning
techniques (Pan and Yang, 2009) include multi-task
learning, domain adaptation, etc (Liu et al., 2019;
Clark et al., 2019; Ruder et al., 2019). More re-

cently, fine-tuning PLMs has become the de facto
standard for transferring knowledge among NLP
tasks (Peters et al., 2018; Radford et al., 2018;
Devlin et al., 2019; Raffel et al., 2020). In this
paper, we study knowledge transfer between struc-
tured and unstructured sources in CQA task and use
BERT models as the backbone of our approach.

3 SIMULTQA Framework
SIMULTQA is a unified framework for multi-hop
reasoning to incorporate both KB and text sources.
It consists of two stages, iteratively reasoning and
final reranking, which can be trained with supervi-
sions from both sources.

3.1 Reasoning Path Construction
CQA requires a multi-hop reasoning process to de-
rive the answer. For KBQA, the reasoning is to tra-
verse the knowledge graph for multi-steps based on
generated queries from the question, while for Tex-
tQA, it is to collect multiple documents from a text
corpus. We consolidate both by iteratively search-
ing for evidence from each source and construct
the reasoning path at the end. The key formulation
is we treat each step as a ranking problem and train
the model to select the most appropriate document/
KB query graph from text corpus/ knowledge graph
that can answer the complex question.

Formally, at time step t, (t ≥ 1), we are given
the complex question q, a pool of candidate ev-
idences, ei ∈ {e1, ..., eN}, and the hidden state
ht−1 from previous step. We first encode them
by the BERT [CLS] token representation to get
the contextual embedding wi for each candidate
ei. Then, we calculate the probability of ei to be
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selected in current step by feeding wi to a fully-
connected layer. We denote text evidence as eτi
which is a sequence of tokens from a document in
the text corpus. For KB evidence, following previ-
ous work (Lan and Jiang, 2020), each candidate is
“serialized” into a sequence of relation tokens and
denoted as eκi . The scoring process at t-th step is
defined as follows:

wτ
i = BERT[CLS]([q; e

τ
i ]), (1)

wκ
i = BERT[CLS]([q; e

κ
i ]), (2)

P τ
t (e

τ
i |q) = FC(wτ

i ,ht) ∈ [0, 1], (3)

P κ
t (e

κ
i |q) = FC(wκ

i ,ht) ∈ [0, 1], (4)

where [q; ei] represents the concatenation of the
question and evidence separated by [SEP] token.
We simply choose a Recurrent Neural Network
(RNN), and ht is calculated to model the sequential
multi-hop reasoning process as follows:

ht = RNN(ht−1,w
∗
t−1) ∈ Rd (5)

where w∗
t−1 encodes the ground-truth evidence in

previous step for t > 1 during training and h0 will
be a free parameterized vector to be initialized ran-
domly, when t = 1. During inference, evidences
will be dynamically inferred based on the results
from previous step. To encourage knowledge trans-
fer, we share the parameters for the recurrent mod-
ule and BERT model (as well as the answer gener-
ation module that will be introduced later) for KB
and text source, which will be jointly optimized.
We next introduce how to generate high-quality
candidate pools for each step.
Generate Text Candidates. Following previous
methods (Chen et al., 2017), for a given complex
question and a large text corpus (e.g., Wikipedia),
we leverage TF-IDF based methods to retrieve top-
K documents with the tri-gram hashing techniques.
For the iterative process, we reuse TF-IDF method
to retrieve candidates in next step combining the
complex question and the previous retrieved doc-
ument. Moreover, since TF-IDF methods mainly
consider the lexical matching, there are several ad-
vanced approaches that can be explored to extend
the reasoning path, such as meta-info based (e.g.,
entity links, hyperlinks (Nie et al., 2019; Asai et al.,
2020)), search engine (Qi et al., 2019, 2020), dense
retrieval (Xiong et al., 2021). We consider hyper-
links (Asai et al., 2020) in this work and leave more
sophisticated methods to future work.
Generate KB Candidates. We follow recent ad-
vanced staged query generation methods (Yih et al.,
2015; Luo et al., 2018; Lan and Jiang, 2020) to

generate candidates and perform KB reasoning. As
shown in Figure 2, the KB module starts from a
grounded entity in the complex question and iden-
tifies core relation paths3 as candidates with neces-
sary constraints. We iteratively generate and rank
candidate query graphs in each step based on the
topic entity or the entity from the last step.

With the iterative ranking in each step, we can
establish the reasoning chain as a sequence of doc-
uments, Eτ = [eτ1 , ..., e

τ
k] for TextQA and a se-

quence of query graphs, Eκ = [eκ1 , ..., e
κ
k ] for

KBQA. We score each path by the multiplica-
tion of probability of each selected evidence as
P (e1|q) · ... · P (ek|q) and use beam search to pro-
duce top-M reasoning paths {E1, ..., EM} for the
final answer generation.

3.2 Reranking and Answer Generation

Given a complex question q and several reasoning
paths {E1, ....EM} from the previous component,
we rerank the paths based on how likely they can
answer the question. We use another BERT [CLS]
token representation to encode the reasoning path
Ei with a fully connected model to output the prob-
ability of choosing Ei as follows:

vi = BERT[CLS]([q, {ei1, ..., eik}]), (6)

P (Ei|q) = FC(vi) ∈ [0, 1] (7)

After the reasoning path reranking, our system
allows the KB reasoning path and text reasoning
path to be handled differently. This reflects the
advantage of our system to combine the strength
of both KBQA and textQA as discussed earlier.
Since KB is structured, we can directly execute
the complete query graph in the knowledge graph
to get the answers. For question answering with
textual evidence chains in particular, another reader
component is employed to select the text spans that
are the final answer based on the top-ranked path.

3.3 Training and Inference

We leverage the annotated document labels from
HotpotQA dataset to train the reasoning path con-
struction and reranking modules. For CWQ dataset,
we split the golden complex logic form into sub-
queries by defining the sub-query to be composed
of head/tail entities along with one relation or two
relations with CVT type node. Constraint relations
are also added to the connected sub-queries. The

3As in (Lan and Jiang, 2020), we allow the relation to be a
single predicate or two predicates connected through a CVT
node designed for a multi-argument relation.
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sub-queries are treated as supervisions in each rea-
soning step as well as the path reranking module.
Note that it is now the standard way to train ro-
bust CQA systems by leveraging full supervision
in each hop. We leave utilizing distantly weak su-
pervisions for training to future work. In each step
of reasoning module, the loss functions for KB and
text are defined as follows:

Lτ
t = −logP (eτt |q)
−∑

ẽτ∈Cτ
t

log(1− P (ẽτ |q)) (8)

Lκ
t = −logP (eκt |q)
−∑

ẽκ∈Cκ
t

log(1− P (ẽκ|q)) (9)

where Cτ
t and Cκ

t are negative samples. For text,
we follow previous work (Asai et al., 2020) to gen-
erate lexically and semantically similar negative
samples based on TF-IDF as well as hyperlinks.
For KB, we treat all query graphs other than the
golden one in the same step as negative samples.

In terms of reranking reasoning paths for KB and
text, we reuse the previous supervisions to train a
ranker model (Eqn. 7) for selecting the correct path
with the loss function as follows:

Lτ
rank = −∑

i y
τ
i · log(P (Eτ

i |q)) (10)

Lκ
rank = −∑

i y
κ
i · log(P (Eκ

i |q)) (11)

where yτi and yκi are the assigned labels for the
golden path of i-th sample from two sources. We
also design negative samples for reasoning paths
by replacing the golden evidence in one of k hops.

4 Knowledge Transfer Experiments

We focus on investigating knowledge transfer be-
tween structured and unstructured sources in this
paper, though the proposed SIMULTQA can be ap-
plied to any open-domain CQA datasets. We seek
to answer three research questions (RQs):
• RQ1: Can the knowledge learned on one source
help the QA performance on another one? (§4.2)
• RQ2: What kind of knowledge has been trans-
ferred between KB and text? (§4.3)
• RQ3: Can knowledge transfer help answer ques-
tions by both sources? (§4.4)

4.1 Experimental Setup
Choice of Datasets. Investigating knowledge trans-
fer between text and KB requires at least one
dataset from each source. Without losing the
generality, we choose Wikipedia and Freebase as
the source for text and KB respectively, and se-
lect their arguably the most representative CQA
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Figure 3: Pre-training and fine-tuning experiments on
CWQ and HotpotQA datasets. We first pre-train SI-
MULTQA on one source with the full dataset, then fine-
tune it on another one with various sizes of samples.

dataset to cover the majority of reasoning types.
We leave applying SIMULTQA to other domain-
specific sources and datasets as future work.

The selected large-scale KB dataset is Complex
WebQuestions (CWQ) (Talmor and Berant, 2018)
that consists of around 27K/3.5K/3.5K samples for
train/dev/test. The text dataset is HotpotQA (Yang
et al., 2018) that consists of around 90K/7.4K/7.4K
samples for train/dev/test. For both datasets, we
focus on the most practical setting, which is the
open-domain QA, meaning that the model needs to
reason over the entire knowledge space for answer-
ing the question.
Implementation Details. We adopt pre-trained
BERT models (Devlin et al., 2019) using the un-
cased base configuration (768-hidden) for our rea-
soning path construction and reranking module.
We follow Graph Retriever (Asai et al., 2020) and
use their pre-trained whole word masking uncased
large configuration (1024-hidden) for the reader.
During the process of reasoning path construction,
we set the number of negative examples along with
the gold example as 30, set the number of hops as
2, and use beam search when doing the inference.
Beam size is set as 5 for CWQ and 9 for HotpotQA.

4.2 RQ1: Quantitative measurement

Pre-training and Fine-tuning. A straightforward
way to investigate the effect of knowledge transfer
between text and KB is to leverage the pre-training
and fine-tuning paradigm, where we first pre-train
SIMULTQA on one source and fine-tune it on an-
other one. The transfer effect then can be measured
by the performance difference with and without
the pre-training stage. Furthermore, to demonstrate
the transfer effect carefully, we focus on the low-
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Figure 4: Few-shot experiments on CWQ dataset. Boxes
extends from the first quartile to the third quartile of the
samples, and lines inside boxes mark the medians.
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Figure 5: Few-shot experiments on HotpotQA dataset.

resource setting where we increasingly add more
samples for the fine-tuning. Note that we only pre-
train and fine-tune the first stage of SIMULTQA,
which is the retriever, because this is the most im-
portant module for multi-hop reasoning.
Transfer Text Knowledge to KB. We show the
fine-tuning performance in Figure 3, where we can
see that pre-training SIMULTQA on text dataset
can consistently improve the performance on KB
dataset, especially when the fine-tuning data is lim-
ited. Specifically, when there is no fine-tuning
data for KB (zero-shot transfer), text pre-training
achieves about 8 F1 score on CWQ already, mean-
ing that text knowledge can greatly help the QA
model on KB. We also notice that when a large
number of KB samples are available, the transfer
effect becomes less prominent, possibly due to the
model begins overfitting KB-specific features.

To further demonstrate the transfer effect on low-
resource setting, we conduct few-shot experiments
by randomly sampling only a handful of samples
for fine-tuning. We sample five times to reduce the
randomness of few-shot samples and results are
shown in Figure 4. We can see the transfer effect
from text to KB more clearly, and this finding can
be leveraged to boost the performance of KBQA
in low-data region when human annotations are
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Figure 6: Analysis of reasoning types in CWQ. Num-
bers in parentheses are percentages of types.
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Figure 7: Analysis of reasoning types in HotpotQA.
Numbers in parentheses are percentages of types.

expensive to collect over domain-specific KBs.
Transfer KB Knowledge to Text. Figure 3 shows
the pre-training on KB also provides performance
boost for fine-tuning on text domain in the low-
resource setting. In zero-shot transfer, pre-training
on KB brings about 12.5 F1 improvement, which
verifies that KB knowledge can also help answer
text-based questions. Moreover, few-shot experi-
ments in Figure 5 demonstrate the transfer effect
when < 100 text-based samples are available. We
notice that the variance of few-shot experiments
is greatly reduced by the pre-training, indicating
another potential useful transfer effect may be to
help reduce the instability in the few-shot learn-
ing. Meanwhile, we conduct error analysis for both
CWQ and HotpotQA respectively in Table 2.

4.3 RQ2: What has been transferred?

We further conduct fine-grained analyses under pre-
vious experiment settings trying to answer what
knowledge is transferred between structured and
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Figure 8: Hop Analysis on the CWQ dataset.
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Figure 9: Hop Analysis on the HotpotQA dataset.

unstructured sources. We hypothesize three major
factors that may influence the transfer effect and
test their correlations with performance changes.
Reasoning types play a central role in answer-
ing complex questions. SIMULTQA is expected
to learn similar reasoning processes from struc-
tured/unstructured sources if the knowledge about
certain reasoning types is transferred. We analyze
the transfer effect w.r.t. various reasoning types
defined in both datasets (we refer to the original pa-
pers (Talmor and Berant, 2018; Yang et al., 2018)
for their detailed definitions). As shown in Fig-
ure 6 and 7, the most shared two types in both text
and KB, composition (i.e., infer the bridge entity)
and conjunction (i.e., checking multiple properties)
questions are benefited from knowledge transfer the
most (especially in the zero-shot transfer), which
suggests that SIMULTQA is able to transfer simi-
lar reasoning processes between disparate sources
regardless of their distinct surface forms.

Another interesting observation is for the Com-
parison - A/B on HotpotQA (e.g., Who is older, A
or B?) that has a larger F1 score gain under the
zero-shot setting. This type asks a two-choice ques-
tion which can be answered by locating an entity
as the final answer through iteratively retrieving
two evidences, which is similar to the chain rea-
soning in Composition and Conjunction. Although
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Figure 10: Relationship between question similarity and
performance gain.
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Figure 11: Relationship between question similarity and
performance gain on CWQ.

this specific reasoning type is not shared by both
sources, the similarity between the reasoning pro-
cesses makes it benefited from knowledge transfer.
Reasoning hops correspond to decomposed sub-
questions from a complex question and we are inter-
ested in whether the transfer effect varies according
to different hops. In both KBQA and TextQA, the
first hop sub-question tends to closely connect with
a topic entity or phrase mentioned in the question,
while the subsequent (second) hops require more
semantic inference to answer the sub-question. As
shown in Figure 8, the first hop in CWQ dataset
usually gets higher retrieval performance and can
be transferred from the other source, which indi-
cates that the knowledge of finding the topic entity
in the question is transferred. We also show the
hop analysis for HotpotQA in Figure 9. Similar to
the observation on CWQ, it shows that the first hop
in HotpotQA gets higher retrieval performance and
can be transferred from the other source, which fur-
ther validate that the knowledge of finding the topic
entity mentioned in the question is transferred.
Question similarity measures the semantic simi-
larities between questions in testing and training.
We hypothesize that the transfer might be easier
for testing questions if some similar ones appear
in the training. We investigate the zero-shot trans-

61



Complex question: What is European Union country used the Hungarian forint as its main currency?

Gold KB reasoning path: European Union members−−−−−→ y1(CVT) member−−−−−→ Hungary
currency_used←−−−−−−−−− Forint

Reasoning paths from text source:
1. (first passage) The currency of Hungary is the Hungarian forint since 1 August 1946 ...
(second passage) As a member of the European Union, Hungarian government ... replace the forint with the euro.

2. (first passage) The forint is the currency of Hungary. ... and the forint has been declared fully convertible.
(second passage) As a member of the European Union, the long-term of aim of the Hungarian government ...

3. (first passage) The Gulden or forint was the currency ... and the Austro-Hungarian Monarchy ...
(second passage) In Hungary, the forint was divided into ... for the unit and subunit.

Table 1: Case Study. The question comes from CWQ dataset and is originally answered by a KB reasoning path.

fer to study the influence of pre-training questions
more directly. Specifically, for a CWQ question
in testing set, we calculate its semantic similarities
with all HotpotQA questions in pre-training and
take the average of top 5 similarities. We then split
CWQ testing questions into several chunks based
on this averaged similarity and aggregate their QA
performance before and after the pre-training. We
do the same thing for the other direction of transfer.
We present the relationship between question simi-
larity and performance in HotpotQA on Figure 10.
Interestingly, we observe that question similarity is
not correlated with transfer effect, i.e., higher sim-
ilar testing questions are not necessarily to obtain
larger performance gain. This finding implies that
SIMULTQA transfers the reasoning process in a
high-level semantic space rather than through low-
level lexical features. We show questions similarity
for CWQ in Figure 11, where we also find question
similarity is not correlated with the transfer effect.

Type %
Questions with constraints 50

CWQ Questions with aggregation functions 25
Others 25

Relations not covered in KB 45
HotpotQA Not satisfy chain reasoning 35

Others 20

Table 2: We manually analyze 20 questions with wrong
predicted answers respectively from CWQ and Hot-
potQA and categorize them.

Error analysis is conducted under the full dataset
fine-tuning setting to further understand the transfer
behaviors by manually checking errors and cate-
gorizing them. As is shown in Table 2, 75% of
wrongly answered questions sampled from CWQ
contain additional constraints or arithmetic opera-
tions which are hard to be supported by text corpus.
45% questions sampled from HotpotQA contain
semantic knowledge or relations which cannot be

covered in Knowledge Base. 35% of them don’t
follow the chain reasoning process and are not suit-
able to be decomposed to answer step by step like
KBQA. The other remaining questions are related
to errors in retrieval, re-ranking or span extrac-
tion process. These unshared knowledge between
CWQ and HotpotQA make it reasonable that those
wrongly answered questions in one data source
cannot be contributed from the other data source.

4.4 RQ3: Answering complex questions by
both knowledge sources

To directly measure the transfer effect, in previous
sections, the reasoning is always performed on the
same knowledge source as where the question is
from, e.g., a text-based question is answered by the
text reasoning path. Now, we ask whether ques-
tions can be better answered by considering both
sources. Note that this is a more challenging set-
ting because questions in both datasets only have
supervisions from one source, which thus requires
stronger transfer signal. Moreover, we can utilize
this setting to test how complementary two knowl-
edge sources are, regarding how much they can
help each other. Specifically, in addition to the an-
notated reasoning paths, we collect candidate paths
from the other source, i.e., KB paths for text-based
questions and text paths for KB-based questions.
The final reranking will select the best path from
both KB and text paths for all questions. We refer
to this setting as the hybrid evaluation.

Our preliminary experiments show that pre-
training on one source and then fine-tuning on the
other tends to forget the knowledge of the first
source, leading to less satisfactory results. There-
fore, we jointly train SIMULTQA by iteratively
sampling batches from both sources to expose the
model to both sources equally in the training time.
We then compare the hybrid evaluation with the
single-source evaluation in Table 4. For CWQ
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(HotpotQA) In the television series Green Hornet, which actor played the role of Kato?

Gold reasoning path from text source:
(first passage) The Green Hornet is a television series on ABC ... starring Van Williams and Bruce Lee ...
(second passage) Kato is a fictional character ... was portrayed by Bruce Lee.

Reasoning paths from KB source:
1. Green Hornet series←−−−− y1(CVT)

starring_roles←−−−−−−−−− Bruce Lee actor←−−− y2(CVT)
appear_in_tv_program←−−−−−−−−−−−−−− Kato

2. Green Hornet
film←−−− y1(CVT) character←−−−−−− AI Hodge

notable_types←−−−−−−−− TV Actor

3. Green Hornet
film←−−− y1(CVT) character←−−−−−− Seth Rogen

appeared_on←−−−−−−−− y2(CVT)
appearance_type←−−−−−−−−−− Host

Table 3: Case study. The question comes from HotpotQA and is originally answered by a textual reasoning path.

CWQ F1 Hit@1
SIMULTQA- KB 46.7 47.7
SIMULTQA- Hybrid 48.5 49.8
HotpotQA F1 EM
SIMULTQA- Text 71.7 58.8
SIMULTQA- Hybrid 71.2 58.4

Table 4: Comparing single and hybrid evaluations.

dataset, SIMULTQA- Hybrid achieves 1.8 F1 score
gains after incorporating text paths for the infer-
ence, while the performance of HotpotQA is not
influenced in hybrid evaluation after incorporating
KB paths. This shows that text knowledge is easier
to be transferred to help KB-based questions.

We also conduct case studies by retrieving top-
ranked reasoning paths in hybrid evaluation. Ta-
ble 1 presents a CWQ question and shows that top-
ranked text paths are closely related to the golden
KB path, indicating that linguistics variants of text
knowledge can greatly help KB reasoning. On the
other hand, KB knowledge seems to be less helpful
to answer text-based questions based on the overall
QA performance in Table 4, partially due to the in-
compatibility between TextQA and KBQA dataset,
e.g., entities and relations that cannot be mapped
to KB, reasoning types that cannot be answered
by KB (see Section 4.3), etc. However, we still
find cases in HotpotQA in Table 3 to show KB can
somehow contribute to textual reasoning as well.

5 Discussion for future directions
Based on our findings of knowledge transfer for
CQA in this paper, we discuss the following direc-
tions for future CQA datasets and systems.
Knowledge transfer for efficient CQA dataset
annotations. When annotating new CQA datasets
whether on text or KB, it would be beneficial to
leverage pre-trained SIMULTQA on other sources
to discover high-quality reasoning paths for further

annotating, which will save much annotation cost.
Diversity of reasoning types. Both text and KB
sources are dominant by relatively easy reason-
ing types, e.g., composition and conjunction. Fu-
ture CQA datasets should pursue more diverse and
harder reasoning types, e.g., types with constraints
and arithmetic operations (Dua et al., 2019).
A universal reasoning module. Investigating
knowledge transfer between text and KB in this
paper suggests that despite the discrepancy of sur-
face forms in different sources, their underlying
reasoning processes could be shared. This points
out the possibility of learning a universal reasoning
process from multiple sources and it is strongly
desired to modularize such a reasoning process,
which can be injected it into future QA systems.

6 Conclusion
In this paper, we study CQA over structured and
unstructured knowledge sources (i.e., KB and text
particularly), and focus on studying the knowledge
transfer between different knowledge sources. To
facilitate the transfer, we first propose a unified
CQA framework, SIMULTQA to bridge KBQA
and TextQA systems. Empirical results show that
knowledge transfer enables substantial improve-
ments on low-resource domains. More importantly,
we conduct fine-grained analyses to shed more light
on how knowledge is transferred to inspire future
research on knowledge transfer between sources,
and we conclude the paper with insights for future
CQA datasets and systems.
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Abstract

When humans perform a particular task, they
do so hierarchically: splitting higher-level
tasks into smaller sub-tasks. However, most
works on natural language (NL) command of
situated agents have treated the procedures to
be executed as flat sequences of simple ac-
tions, or any hierarchies of procedures have
been shallow at best. In this paper, we pro-
pose a formalism of procedures as programs,
a method for representing hierarchical proce-
dural knowledge for agent command and con-
trol aimed at enabling easy application to var-
ious scenarios. We further propose a mod-
eling paradigm of hierarchical modular net-
works, which consist of a planner and reactors
that convert NL intents to predictions of exe-
cutable programs and probe the environment
for information necessary to complete the pro-
gram execution. We instantiate this framework
on the IQA and ALFRED datasets for NL in-
struction following. Our model outperforms
reactive baselines by a large margin on both
datasets. We also demonstrate that our frame-
work is more data-efficient, and that it allows
for fast iterative development.1

1 Introduction

Procedural knowledge, or “how-to” knowledge,
refers to knowledge of how to execute particular
tasks. It is inherently hierarchical; high-level proce-
dures consist of many lower-level procedures. For
example, “cooking a pizza” comprises many lower-
level procedures, including “buying ingredients”,
“knead dough”, etc. There are also multiple levels
of hierarchy; “buying ingredients” can be further
decomposed to “go to a grocery”, “paying” etc.

There has been significant prior work on bench-
marks and methods for complex task completion
using situated agents given natural language (NL)
instructions, such as agents trained to navigate the
web and mobile UIs (Li et al., 2020; Xu et al., 2021)

1All code will be released upon acceptance.

or solve household tasks (Shridhar et al., 2020a).
However, most methods applied to these tasks use
a reactive strategy that makes decisions on the low-
level atomic actions available to the agent while
making steps through the environment (Gupta et al.,
2017; Zhu et al., 2020), or define procedures in a
shallow way where there only exists one level of hi-
erarchy (Andreas et al., 2017; Gordon et al., 2018;
Yu et al., 2019; Das et al., 2019).These approaches
are often data-inefficient due to the semantic gap
between abstract natural language instructions and
concrete executions. In contrast, several works
have demonstrated that using specially designed
intermediate representations tailored to individual
tasks (Chen and Mooney, 2011; Artzi and Zettle-
moyer, 2013; Misra et al., 2016) can help reduce
this expense and improve performance, albeit at
the cost of significant effort on the part of the re-
searchers devising these methods.

In this paper, we propose a framework to im-
prove the execution of complex natural language
commands (example in Fig. 1) by expressing proce-
dures as programs (PaP) written in a high-level pro-
gramming language like Python (§4). This makes
it easy for human engineers to express and lever-
age their hierarchical procedural knowledge, and
the execution of each program yields actions to
accomplish a task described in NL. There are sev-
eral merits to this approach. First, programs are
inherently hierarchical; they apply nested function
calls to realize higher-level functionality with mul-
tiple calls to lower-level functionality. Second, pro-
grams have built-in control-flow operators, making
it possible to deal with multiple divergent situations
without the loss of higher-level abstraction. Third,
programs provide a flexible way to define, share
and call different machine-learned components to
perceive the environment through an embodied
agent’s executions. Finally, programs in a familiar
high-level programming language are comprehensi-
ble and curatable, allowing for fast development on
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Figure 1: The proposed framework, containing a hierarchical library of procedures written as Python functions
(§4). Coupled with this library is a hierarchical neural network (HMN, §5) with a PLANNER that constructs an
executable procedure and REACTORS that react to the environment to resolve control flow.

various tasks. These four features remain largely
unexplored in the existing representations (Chen
and Mooney, 2011; Artzi and Zettlemoyer, 2013;
Misra et al., 2016), as discussed further in §2.

Coupled with this representation, we propose a
modeling paradigm of hierarchical modular net-
works (HMN; §5) that has (1) a learnable PLAN-
NER that maps NL to the corresponding executable
programs and (2) a collection of REACTORS that
perceive the environment and provide context-
sensitive feedback to decide the further execution
of the program. Such modular design can facilitate
training efficiency and improve the performance of
each individual component (Andreas et al., 2016).

We instantiate our framework on two task set-
tings: the IQA dataset (Gordon et al., 2018) where
an agent explores the environment to answer ques-
tions regarding objects; and the ALFRED dataset
(Shridhar et al., 2020a), in which an agent must
map natural language instructions to actions to com-
plete household tasks (§6). In experiments (§7), we
find that our framework outperforms the reactive
baseline by a significant margin on both datasets,
and is significantly more data-efficient. We also
demonstrate the flexibility of our framework for
fast iterative development of program libraries. We
end with a discussion of the limitations of the
framework and the potential solutions, paving the
way for future works that scale our framework to
more open-domain tasks (§7).

2 Contrast to Previous Formalisms

While designing intermediate representations that
stand between NL and low-level actions for indi-
vidual tasks has been studied in the literature, our
goal is to design a framework that makes it simple
to design such representations for new tasks, with a

particular focus on capturing the hierarchical nature
of procedures. In contrast to most previous works
in this area, which employ relatively esoteric repre-
sentation methods such as lambda calculus (Artzi
and Zettlemoyer, 2013; Artzi et al., 2014), PaP
uses widely-adopted general-purpose programming
languages (e.g. Python) to specify and represent
hierarchical procedures. These are comprehensi-
ble to most engineers and do not require system
designers to learn a new task-specific language.
PaP also enable easy creation of more hierarchical
procedures with reusable sub-routines. Existing
works either do not model such sub-procedures as
reusable components (Misra et al., 2016), or define
procedures as a flat sequence of actions without any
hierarchy (Chen et al., 2020; Artzi and Zettlemoyer,
2013). The hierarchical procedures with reusable
sub-routines is also reminiscent of works in se-
mantic parsing, which compose programs from id-
iomatic program structures (Iyer et al., 2017; Shin
et al., 2019). More discussions are in §E.

Additionally, PaP uses control flow with diver-
gent branches to handle environment-specific varia-
tions of a high-level procedure. A single procedure
could therefore dynamically adapt to a variety of
environments following the branches triggered by
the environments. This makes our representations
more compact. This feature also allows developers
to easily inject human priors of executions traces
under different conditions, which might be chal-
lenging to learn in a data-efficient manner. To our
best knowledge, this feature is largely unexplored
in the literature on designing intermediate represen-
tations for agent control.

Finally, PaP provides a convenient interface for
procedures to query and interact with task-specific
situated components (e.g. a visual component). Un-
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der PaP, situated components are exposed as pre-
defined APIs, and can be easily called by high-
level procedures. In contrast, existing works either
require separate mechanisms to call such compo-
nents (Misra et al., 2016), or the environment where
they are expected to work is less complex, and thus
the flexible use of a collection of situated compo-
nents is not a necessity (Chen and Mooney, 2011).

We can also view the PaP formalism as a way to
construct behavior trees (Colledanchise and Ögren,
2018), which have been used in robotic planning
and game design literature. We can use the off-
the-shelf tools to convert the programs to abstract
syntax trees (AST) which resemble these trees. Pre-
vious works on robotics also leverage planning
domain definition language (PDDL) and answer
set planners (ASP) for task planning (Jiang et al.,
2019b), which is conceptually different from our
formalism. PDDL+ASP searches for an action se-
quences based on the initial and the final states,
while our formalism focuses on describing the ac-
tual procedure used to accomplish a task.

3 Task: Controlling Situated Agents

First, we define the task of controlling an agent in
some situated environment E through natural lan-
guage. The environment E provides a set of atomic
actions Aa = {aa1, aa2, ...} to interact with the envi-
ronment. Each atomic action can take zero or more
arguments that specify which parts of the environ-
ment to which it is to be applied. We denote action
aai ’s jth argument as ri,j . The specific type of each
argument will depend on the action and environ-
ment; it could be discrete symbols, scalar values,
tensors describing regions of the visual space, etc.
Given a user intent x, the control system aims at
creating an atomic action sequence consisting of a
sequence of actions a = [a1, a2, ...] (ai ∈ Aa) and
concrete assignments r for each of these n actions.
This action sequence is executed against the envi-
ronment to achieve a result ŷ = E(a, r), which is
compared against a gold-standard result y using a
score function s(y, ŷ). Action sequences realizing
the intent will receive a high score, and those that
do not will receive a low score.

4 Representing Procedures as Programs

Next, we introduce the main components of our
formalism. A few examples are listed in Tab. 1.2

2Since actions are implemented as functions, we use “ac-
tion” and “function” interchangeably.

# C1: an atomic action to toggle on an appliance
def atomic_toggle_on(obj):

env.call("toggle_on", obj)
# C2: a procedural action to pick and then put an object
def udp_pick_and_put_object(obj, dst):

udp_pickup_object(obj)
udp_put_object(obj, dst)

# C3: an emptying receptacle procedure with for−loop
def udp_empty_recep(recep, dst):

reactor = get_reactor("find_all_obj")
obj_list = reactor(recep)
for obj in obj_list:

udp_pick_and_put_object(obj, dst)
# C4: a pickup object procedure with control flow
def udp_pickup_object(obj):

atomic_navigate(obj)
reactor1 = get_reactor("find_recep")
reactor2 = get_reactor("check_obj_attr")
recep = reactor1(obj)
attr = reactor2(recep)
if attr.openable and attr.close:

atomic_open_object(recep)
atomic_pickup_object(obj)
atomic_close_object(recep)

else: atomic_pickup_object(obj)

Table 1: Atomic and procedural action functions in
Python, starting with atomic and udp respectively.

Interface to Atomic Actions Aa (C1) Atomic
actions provide a medium for direct interaction
with the environment. The call of an atomic ac-
tion with proper argument types will invoke the
corresponding execution in the environment.

Procedural ActionsAp (C2-C4) Procedural ac-
tions describe abstractions of higher-level proce-
dures composed of either lower-level procedures
or atomic actions. Notably, lower-level procedures
can be re-used across many higher-level procedures
without re-definition. Formalizing the hierarchies
in this compact way can not only facilitate the pro-
cedure library curation process but also potentially
benefit automatic library induction (e.g. through
minimal description length (Ellis et al., 2020)).

Control-flow of Ap (C3-C4) There can be mul-
tiple execution traces to accomplish the same goal
under different conditions. For example, picking
up an object from inside a closed receptacle re-
quires opening the receptacle first, while the open
action is not required for objects not in a receptacle.
To improve the coverage of procedural functions
we leverage the built-in control flow of the host
programming language to allow for conditional ex-
ecution of environment-specific actions (C4). To
deal with the repeated calls of the same routine,
we further introduce for/while-loops. For example,
C3 works for emptying receptacles with variable
number of objects without repeatedly writing down
the udp_pick_put_object. Leveraging control
flows to describe divergent procedural traces re-
mains largely unexplored in previous works.
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Call of Situated Components (C3-C4) The dy-
namic trigger of a control flow often remain un-
known before the agent interacts with the environ-
ment. We introduce situated components to probe
the environment and gather state information to
guide program execution. In C4, the agent uses
two different reactors to find the potential holder of
an object (reactor1) and exam the holder’s prop-
erties (reactor2). A reactor can be implemented
in many ways (e.g. using a neural network).

5 Hierarchical Modular Networks

This section introduces how to use the procedure
library A to generate executable programs to com-
plete tasks described in natural language x. We
propose a modeling method of hierarchical mod-
ular networks (HMN) that consists of two main
components. First, there is a HMN-PLANNER

that convert x to an executable procedural action
ae = {a1, a2, ..., an} where ai either belongs to
atomic functions Aa or procedural functions Ap.
We model the HMN-PLANNER as a sequence-to-
sequence model where the encoder takes x as in-
put, and the decoder generates one function ai at a
time from a constrained vocabulary Ap

⋃Aa, con-
ditioned on x and the action history {a1, ..., ai−1}.

Next, we define the collection of situated com-
ponents, “reactors,” as HMN-REACTORS. Each re-
actor is a classifier that predicts one or many labels
given the observed information (e.g. the NL input,
the visual observation. For example, reactor2 in
C4 in Tab. 1 probes the status of a receptacle based
on receptacle name and the visual input. HMN-
REACTORS allows us to flexibly share the same
reactor among different functions and design sep-
arated reactors to serve different purposes. For
example in C4, we use two reactors to find the
possible receptacle of an object (reactor1) and
to perceive the open/closed status of a receptacle
(reactor2) since these two tasks presumably re-
quire more mutually exclusive information. At the
same time, we share reactor2 to also probe the
related openable property of a receptacle for more
efficient parameter sharing. This sort of modular
design leads to efficient training and improved per-
formance (Andreas et al., 2016).

6 Instantiations

In this section, we introduce two concrete real-
izations of the proposed framework over the IQA
dataset (Gordon et al., 2018) and the ALFRED

dataset (Shridhar et al., 2020a). Both are based
on egocentric vision in a high-fidelity simulated
environment THOR (Deitke et al., 2020).

6.1 IQA
IQA is a dataset for situated question answering
with three types of questions querying (1) the ex-
istence of an object (e.g. Is there a mug?), (2) the
count of an object (e.g. How many mugs are there?)
and (3) whether a receptacle contains an object (e.g.
Is there a mug in the fridge?).

There are seven atomic actions in IQA,
i.e. Moveahead, RotateLeft, RotateRight,
LookDown, LookUp, Open and Close; and all argu-
ments are expressed through the unique object IDs
(e.g. apple_1). We further process the atomic nav-
igation actions to a single atomic action Navigate
with one argument destination, which moves
the agent directly to the destination. This replace-
ment is done by searching the scene and recording
the coordinates of unmovable objects (e.g. cabinet)
– more details provided in the §C.1.
Procedure Library We design a procedure for
each of the three types of questions in IQA, as
shown in Tab. 2. Generally speaking, those proce-
dures first search all or a subset of the receptacles
(e.g.table, fridge) in a scene for the target ob-
ject (e.g.mug), and then execute a question-specific
intent (e.g. existence-checking, counting). Tab. 2
shows the procedure for answering existence ques-
tions. Since the target object can be inside a recep-
tacle (e.g. fridge), we introduce control flow to de-
cide whether to open and close a receptacle before
and after checking its contents in sub-procedure
udp_check_relation. Following the paper au-
thor’s understanding of the three types of questions,
these procedural functions were created without
looking into any actual trajectories that answer
these questions. In total, we define six procedu-
ral actions with a complete list in §A.
HMN The natural language questions x in IQA
are generated with a limited number of templates.
There are only seven receptacles, and three of them
are openable. We thus use a rule-based HMN-
PLANNER to map a template to one of the three
high-level procedural actions (i.e. existence, count
and contain). Then, we design two reactors, each as
a multi-classes classifier: ATTRCHECKER, which
examines the properties (whether the object is open-
able) and the status (whether the object is opened)
of an object, and RELCHECKER, which checks the
spatial relation between two objects. We leave the
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# check existence of an object in the scene
def udp_check_obj_exist(obj):

all_recep = udp_grid_search_recep()
for recep in all_recep:

rel = udp_check_relation(obj, recep)
if rel == OBJ_IN_RECEP:

return True
return False

# check object inside receptacle
def udp_check_relation(obj, recep):

atomic_navigate(recep)
r1 = get_reactor("check_obj_attr")
r2 = get_reactor("check_obj_recep_rel")
attr = r1(recep)
if attr.is_openable and attr.is_closed:

atomic_open_object(recep)
rel = r2(obj, recep)
atomic_close_object(recep)

else:
rel = r2(obj, recep)

return rel

Table 2: The procedural actions to answer the existence
questions of the IQA dataset.

detailed implementations of the reactors to §C.3.
Notably, we use zero IQA training data to build the
HMN. Instead, it is made up of a few heuristic com-
ponents based on the predictions of a pre-trained
perception component.

6.2 ALFRED
ALFRED is a benchmark for mapping NL instruc-
tions to actions to accomplish household tasks in
the situated environment (e.g. heat an egg). Exam-
ples in ALFRED come with both single-sentence
high-level intents describing a goal (e.g. the NL
input in Fig. 1), and more fine-grained, step-by-
step instructions. In this paper we only use the
high-level intents, a more realistic yet more chal-
lenging setting to study the effectiveness of our
framework in encoding extra procedural knowl-
edge for under-specified intents. Besides the seven
atomic actions in the IQA dataset, ALFRED also
introduces Pickup, Put, ToggleOn, ToggleOff
for object interactions. ALFRED uses 2D binary
tensor describing regions of the visual space as ar-
guments. Similarly to IQA, we replace the nav-
igation action with an atomic action Navigate
destination. Previous works also apply similar
replacement (Shridhar et al., 2020b; Karamcheti
et al., 2020) to allow the agent to proceed to a loca-
tion without fail. Details in §C.
Procedure Library We create a procedure li-
brary for ALFRED by identifying idiomatic control
flow and operations from a small set of randomly
sampled examples. The library is designed with
two goals in mind as discussed in §4: reusability,
where a single function can be applied to multiple
similar scenarios, and coverage, where a function

should cover different execution trajectories under
different conditions For instance, many tasks con-
sist of a sub-routine to obtain an object by first
navigating to the object and then picking up the
object by hand, calling for a reusable procedure
adaptable to those scenarios. Moreover, if an ob-
ject is positioned inside a receptacle, picking up
the object would require opening the receptacle
first, an edge case that should be covered by rele-
vant procedures (e.g. C4 in Tab. 1). Notably, we
constrain the conditions of the control flow to the
logic operation of the property values of objects
(e.g. fridge.is_openable=True).

In total, we define ten such procedural actions
(complete list in §A). This creation process was
done by the first author, a graduate student profi-
cient in Python, and took about two hours. This
modest amount of time is partially due to PaP’s
intuitive interface that allows for quick summa-
rization of complex procedures and partially due
to ALFRED’s relative simplicity; it has a lim-
ited number of task types and consistent execu-
tion traces. A sanity check of an initial version
of the library uncovered some mismatches (details
in §C.4). For example, a laptop should be closed
before picking up, which was not captured by our
library. We thus added a udp_close_if_needed
function call before the atomic_pick_object in
udp_pick_object. On one hand this increases
the complexity of the library design process, but on
the other hand it also demonstrates the flexibility of
the PaP framework, as the necessary fixes could be
done entirely by modifying the procedure library it-
self. §7.1 provides an end-to-end comparison with
different procedural libraries.

To investigate the scalability of our annotation
process, we also provided a similar guideline and
the 21 examples to a separate programmer who
does not have any prior knowledge to the dataset.
We found that the programmer could quickly under-
stand the PaP Python interface and issue reasonable
procedural functions that highly resemble our own
creations. This indicates the possibility to curate
the procedure libraries with crowd-sourcing efforts.
More discussion is provided in §7.2 and the full
list of the annotation guideline and the user-issued
functions are listed in §B.

HMN As discussed in §5, HMN-PLANNER gen-
erates an executable procedural action ae, given the
natural language instruction x. We implement our
planner with a sequence-to-sequence model with
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# C1, heat an object with microwave
def udp_heat_object(obj):

udp_pick_and_put_object(obj, microwave)
atomic_toggleon_object(microwave)
atomic_toggleoff_object(microwave)

# C2, prepare the receptacle for future interactions
def udp_prepare_recep(obj):

reactor = get_reactor("check_obj_attr")
attr = reactor(obj)
if attr.is_openable and attr.is_closed:

atomic_open_object(obj)

Table 3: Two procedural actions for ALFRED

attention (Bahdanau et al., 2015).
Based on the construction of the procedure li-

brary and the required argument type, we design
three reactors: ATTRCHECKER, which has the
same functionality as in IQA, REFINDER, which
probes where the desired object lies by predicting
a receptacle name from all available receptacles
to the dataset, and MGENERATOR, which gener-
ates the 2D binary tensor representing the inter-
action region. Since ALFRED has much richer
scene configurations and more diverse objects than
IQA, the reactors are fully implemented with neu-
ral networks.This demonstrates the flexibility of
our framework to share, add and replace compo-
nents to suit different situations. We describe the
detailed implementations of the reactors in §C.3.
The HMN is trained in a supervised fashion, and
the heuristic way to induce the supervisions from
the original dataset is described in §C.4.

7 Experiments

We compare our proposed framework with the base-
line reactive agents that predicts a single atomic
action at each time step. Notably, we apply the
same pretrained vision models, pre-searched map
and the Navigate atomic action used in PaP-HMN
to the baseline to ensure a fair comparison. More
details in §C.2. We attempt to answer the following
research questions: (1) Does our framework per-
forms better in complex tasks with inherent hier-
archical structures, comparing to a purely reactive
system? If so, in what way? (2) Can our framework
leverage the procedural knowledge encoded in the
procedure library and the modularity of its HMN to
learn more efficiently? And (3) Can our framework
accelerate the development of the task of interest?

7.1 Results on IQA
Results in Tab. 6 show that our framework yields
the best performance across all models over dif-
ferent question types. Through error analysis, we

3unseen features the out-of-distribution visual appearances
and arrangements of objects, same for ALFRED

EX CNT CT

A3C seen - - -
unseen 48.6 24.5 49.9

HIMN seen 73.7 36.3 60.7
unseen 68.5 30.4 58.7

Reactive seen 50.0 25.1 49.6
unseen 18.9 9.1 30.6

PaP-HMN seen 82.8 43.8 82.2
unseen 83.8 45.2 83.1

PaPv0.1-HMN seen 80.3 41.5 75.7

Table 4: The answer accuracy (%) over IQA dataset on
existence (EX), counting (CNT) and contain (CT) ques-
tions. The results of AC3 and HIMN are from Gordon
et al. (2018). Bold shows the best performance3

observe that while the reactive model can gener-
ate reasonable action sequences seen, its answers
are no better than a random guess. This indicates
the inability of a reactive model to book-keep the
observed objects in the memory. For unseen, we
find that the baseline model skips predicting some
receptacles or even generates syntactically invalid
sequences (e.g. functions without required argu-
ments). This is surprising, since the reactive base-
line is trained using the canonicalized action se-
quences according to the roll-out of the for-loops
in the procedure library, which are quite regular.
This indicates that even simple repeated procedures
can be easily represented with a for/while-loop can
still be challenging to a reactive agent implemented
with a sequence-based backbone. The strong per-
formance of PaP might seem unsurprising given
that the library is tailored carefully to the domain.
However, sophisticated models like HIMN (Gor-
don et al., 2018) still struggle to capture such sim-
ple patterns, and there is not a straightforward way
to plug the simple rules that we were easily able to
describe in PaP in to improve its performance; PaP
solves the easy problems so that an ML model can
focus its effort on the more challenging problems
that truly require learning (e.g. object grounding).
Procedure Library Manipulation One advan-
tage of our approach is that it decouples the reac-
tors from the creation of the procedural knowledge,
thus allowing plug-in update of the procedure li-
brary without time-consuming redesigning or re-
training the reactors. Tab. 5 lists two versions of
the procedure that decides the list of receptacles
to enumerate, and the results of v0.1 are shown
at the bottom of Tab. 4. In v0.1, the agent stands
in its randomly initialized position, looks around,
and detects receptacles. Only the detected recepta-
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# v0.1: only scan at the start position
def udp_search_recep():

r = get_reactor("detect_recep")
receps = []
for rotation in range(0, 360, 90):

atomic_rotate(rotation)
for horizon in [−30, 0, 30]:

atomic_look(horizon)
receps += r()

return receps
# now: navigate to every reachable point and scan
def udp_grid_search_recep():

if not done_search:
all_receps = [] # global var
for pos in reachable_pos:

atomic_navigate_pos(pos)
all_receps += udp_search_recep()

return all_receps

Table 5: Two versions for getting receptacles.

seen unseen

Singh et al. (2020) 5.4 0.2
Reactive 21.0 5.6

PaP-HMN 27.0 11.7

Reactive + Oracle MG 40.7 (48.6) 36.4 (45.0)
PaP-HMN + Oracle MG 54.5 (61.0) 51.3 (61.1)

Table 6: The full task success rate SR (the partial task
success rate, SSR, %) of the baseline reactive model
and our model. MG represents the mask generator.
bold shows the best performance for each setting.

cles are checked to answer the question. However,
since not all receptacles are visible to the agent at
the agent’s initial point, such checking could be
incomplete. We upgraded this function to the new
version where the agent searches all possible posi-
tions of the scene and memorizes the unmovable
receptacle positions. This process only happens
once for a scene, and the searched map is stored
for future uses. In this way, most receptacles are
covered. This simple modification without chang-
ing the remaining parts of the framework improved
the CT answer accuracy by 6.6% and improvement
of around 2.5% over the other two question types.

7.2 Results on ALFRED

Tab. 6 lists the results. Our model yields a consis-
tent gain over the baseline system on both splits.4

In our analysis, we find that the Mask R-CNN vi-
sion model is the main bottleneck of both end-to-
end systems, which we hypothesis is due to the
sub-optimal transfer from the MSCOCO (Lin et al.,
2014) to the ALFRED data. It frequently misclas-
sifies the object types or does not recognize the
object in the scene at all. This results in the failure
of object grounding and thus the failure of the task

4Singh et al. (2020) predicts atomic navigation sequences
(e.g.MoveAhead) instead of Navigate. The agent struggles to
navigate to destination with only high-level goal. This shows
the difficulty of navigation under our experiment setting.

completion. Since the development of a better ob-
ject detector is somewhat orthogonal to our main
contributions, to isolate the impact of using a weak
object detector on the end-to-end performance, we
replace the Mask R-CNN with an oracle object
mask generator, which always localize and inter-
act with the provided object name if the object is
in view for all experiments below. We observe
a larger performance gap using this oracle mask
generator as shown in the bottom half of Tab. 6.
This gap suggests that procedural knowledge that
could be summarized as several functions describ-
able within a short period of time (in this case, ten
functions in two hours) can still be difficult for a
reactive system to capture. While the same proce-
dural knowledge can be used in many cases with
different environment dynamics, a reactive system
struggle to distill such knowledge when interacting
with highly diverse and dynamic environments.

Performance w.r.t. Action Length In Fig. 2, we
further break down the results to buckets w.r.t the
length of atomic action sequences (without argu-
ments), which roughly represents the difficulty
of a task. We observe consistent improvements
over all buckets, This difference is even more ob-
vious for challenging tasks with over 21 atomic
actions. Our model maintains similar performance
for such cases on seen, and being able to accom-
plish 30% tasks successfully on unseen, while the
baseline can barely complete any task. These sug-
gest our framework’s stronger capacity to solve
long-horizon tasks of deeper hierarchies.

Data Efficiency The hierarchical procedural
knowledge could potentially allow the system to
learn task completion in a data-efficient manner.
We benchmark HMN with varying amounts of
training data. As shown in Fig. 2, with 20% of
the training data, our method exceeds the baseline
with the full training set by a large margin (7.7%
and 17.3% respectively). Furthermore, for seen,
the baseline only obtains less than 60% SR with
20% training data, compared to the full data; our
method could maintain around 90% SR of the full
data setting. These strongly demonstrate the data
efficiency of our method.

Few-shot Generalization Next, we test if our
framework can generalize to novel compositional
procedures with relatively supervised examples.
We design the few-shot experiments where a subset
of the executable procedural actions (ae) are held
out, and we sample at most 20 samples of each
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Figure 2: The SR (%) with proportions of the full
training set (top) and on each length bucket of the
seen,unseen (bottom).

ae and add them to the training set. We evaluate
the model on these held-out ae. We use two strate-
gies to choose the held-out set; the first randomly
selects n ae; the other selects the longest n ae

(n = 4/19). PaP-HMN achieves 33.1 and 44.9 SR
with these two strategies while the reactive base-
line only reaches 13.9 and 3.3 respectively5. Our
method consistently outperforms the baseline by
a large margin on both settings, which strongly
demonstrates our method’s generalization ability in
the few-shot scenario. The significant gain under
the short to long setting shows our method’s strong
capacities in completing long-horizon tasks in a
data-efficient way compared to the baseline.
Analysis Our framework brings several advan-
tages. First, compared to low-level actions, the
high-level procedural functions are better aligned
with abstract NL inputs. This thus benefits the
learning and the prediction of PLANNER. Second,
programs maintain the consistency of the actions,
while a reactive agent might make inconsistent pre-
dictions, especially arguments, between actions. Fi-
nally, the modular design of PLANNER and the RE-
ACTORS improve the robust behavior of the agent.
More discussion with examples is in §D.1.

Next, we investigate failure cases. First, our abla-
tion study shows that PLANNER correctly predicts
80% of executable procedural actions ae, and the
failures are mainly due to rare words (e.g. soak
a plate). In addition, we manually annotated 50
failed examples whose ae are correct. We found
that 26 failures are due to the sub-optimal interac-
tion positions of the receptacles that we compute
during the pre-search phase (§C.1). This causes the
interaction with a visible object or receptacle to fail.
The pre-search map also missed some objects, and
navigating to these objects always failed. Besides,

5For random split, we average over four different splits.

def udp_heat_object(obj):
reactor = get_reactor("find_qualified_appliance")
app = reactor(obj) # (e.g. microwave, oven)
udp_navigation(app)
atomic_reactor = get_reactor("predict_atomic_action")
atomic_action = atomic_reactor(app)
while atomic_action != STOP:

env.call(atomic_action)
atomic_action = atomic_reactor(app)

Table 7: A potential rewriting of C1 of Tab. 3.

the REACTOR prediction errors fail on 18 exam-
ples; ambiguous annotations caused two errors, and
the wrong argument prediction of the PLANNER

caused four errors. §D.2 shows a comprehensive
discussion with potential solutions.

8 Limitations and Future Work

Overall, our experiments demonstrate the ben-
efit of our framework for encoding hierarchical
procedural knowledge, especially under low-data
or few-shot generalization regimes. One limita-
tion of the experiments here is that they covered
domains where it is relatively easy to enumerate
the tasks that must be solved in the domain. One
intuitive solution in situations where this is not pos-
sible is to manually create libraries that cover major
procedures but fall back to atomic/reactive control
when necessary. For example, as in Tab. 7, the pro-
gram can call a reactor implemented as a the neural
network (atomic_reactor) to predict atomic ac-
tions when using different appliance to heat an
object, instead of enumerating different conditional
branches. Another possibility is to automate pro-
cedure library creation through mining structured
procedural knowledge from Web (Tenorth et al.,
2010; Kunze et al., 2010), or through induction
of high-level procedures from corpora of atomic
action sequences (Ellis et al., 2020).

Another interesting note is that though hierarchi-
cal procedural knowledge is ubiquitous in human
daily life, most existing NL instruction following
benchmarks do not feature such complex, hierarchi-
cal procedures. Although there can be hierarchies
embedded in vision-language navigation tasks (An-
derson et al., 2018), game playing through reading
documentation (Zhong et al., 2019) or through NL
communication (Suhr et al., 2019; Jernite et al.,
2019) and mobile phone navigation (Li et al., 2020),
the hierarchies are shallow at best, or the occasional
complex ones are limited in their breadth. There-
fore, creating NL instruction following benchmarks
that feature more realistic and diverse procedures
is one final important direction for future work.
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A Full Procedural Library

The full procedural library for IQA is listed
in Tab. 9 and that for ALFRED is listed in Tab. 10.

B User-issued Procedural Library

Fig. 3 shows the screenshot of the annotation guide-
line. We purposefully avoid any dataset-related ex-
amples. The programmer takes around 90 minutes
to complete the annotation. The procedural library
created by a programmer without prior knowledge
to the ALFRED dataset is in Tab. 11. The program-
mer could issue reasonable procedural functions
that highly resemble our own creations. The reac-
tors can be added to detect the properties of the
objects before the condition clauses.

C Experiment Settings

In this section of the appendix, we describe the
detailed implementation of the pre-search map, the
heuristic induction of supervisions from existing
annotation of the AFLFRED dataset and the imple-
mentation of the baseline and our HMN for repro-
duce purpose.

C.1 Pre-search Map Procedure

We treat each scene as a grid map with grid size
0.25. The agent stands on each point, turn around
90 degrees a time and move its camera with de-
gree [-30, 0, 30] and scan. The best position for
a receptacle satisfy (1) the agent can open/close
the receptacle, can pick up/put an object from/to it.
(2) the visual area of the receptacle is the largest
compared to other positions. A threshold is used to
avoid standing too closed. For ALFRED only, we
record the positions of movable objects (e.g. apple).
This is done by enumerating all the receptacle posi-
tions, open them if needed and select the receptacle
position that makes the object most visible.

The map creation also requires an object detec-
tion model to detect objects for each scan. For
IQA, we use the fine-tuned YOLO-v3 detector as
describe in §6.1 and the area of an object is cal-
culated by its bounding box. For ALFRED, we
instead use an oracle object detector to minimize
the pre-search performance loss.

Notably, there are many existing works that ap-
ply the similar replacement (Shridhar et al., 2020b;
Karamcheti et al., 2020). For example, Shridhar
et al. (2020b) pre-search the map, records the co-
ordinates of each object and uses an A* planner

to navigate between two positions. This replace-
ment that allows the agent to proceed to a location
without fail.

C.2 Reactive Baseline
IQA The reactive baseline is implemented as a
pointer network (Vinyals et al., 2015) whose output
sequence corresponds to the positions in an input
sequence. To make a fair comparison with our
method, we provide this baseline with the available
receptacle IDs of each scene, the question type, and
the targeted objects. For instance, given the ques-
tion how many mugs in the fridge for scene i, we
list all the receptacles (e.g. fridge_1, cabinet_2) in
the order of distance to the agent’s initial position
as well as the question type “contains” and the two
working objects “mug” and “fridge”. The fixed set
of actions and the answers are added at the begin-
ning of the input so that the model does not need
an extra generation component. The reactive agent
needs to navigate to each receptacle, operate them
properly and generate an answer at the end. The
images are encoded and the objects are detected
with the same YOLO-v3 detector as in HMN.

While an action sequence is not provided in the
release of the dataset, we heuristically create such
action sequences by enumerating the input recep-
tacle list of each sample. The size for each ques-
tion type is 7000 and a total of 21000 samples
are used in the training. We additionally compare
with the HIMN proposed in Gordon et al. (2018)
that designs a meta-controller that calls different
controllers to accomplish different tasks (e.g. nav-
igation, manipulation), and an A3C agent imple-
mented in the same work.
ALFRED We follow Shridhar et al. (2020a) to
setup our reactive baseline. This baseline takes
the natural language instruction x as input, then it
predicts an atomic action at each time step, condi-
tioned on the vision, the previous generated atomic
action, and the attended language. The baseline
also has a progress monitor component to track the
task completion progress (Ma et al., 2019). We
make the same replacement of the atomic naviga-
tion actions with Navigate destination. The
original mask generator is replaced by the same
Mask R-CNN used in our HMN.

For both datasets, we use seen and unseen
validation set for the evaluation. The floorplans of
the unseen split are held-out in the training data.
Each floorplan defines the appearance of the envi-
ronment as well as the arrangement of the objects.
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Annotation Guideline

Assuming you are creating a library written in Python that could be used to describe how to accomplish a set of tasks.

To understand the tasks, you are given 7 task categories and in each category, you are given 3 trajectories to achieve a
specific goal stated as natural language. Each trajectory consists of a sequence of atomic actions(e.g. GotoLocation) and
their arguments(e.g. Desktop).

One key feature of the function you create is reusable. For example, if an action sequence (e.g.  atomic_action_1,
atomic_action_2 and atomic_action_3) is frequently observed, you can compose super_action_1 that consists of these
three actions. In addition, you can use any composed super_action to compose other super_actions. For example, if there
is a super_action_2 that consists of atomic_action_1, atomic_action_2 and atomic_action_3 and atomic_action_4, you
can define this super_action_2 as super_action_1, atomic_action_4. Their corresponding Python functions are listed
below. You can freely name the arguments, which can be as simple as ‘object_1’, ‘object_2’

def super_action_1(arg1, arg2):

atomic_action_1(arg1)

atomic_action_2(arg2)

atomic_action_3(arg2)

def super_action_2(arg1, arg2):

super_action_1(args1, args2)

atomic_action_4(arg2)

Another key feature of the function you create is good coverage/generalizable. As in your daily life, you can take
different actions to accomplish the same goal. The different action might be due to the diverse nature of accomplishing the
task (e.g. you can either order online or go to a local supermarket to buy some food). Or it is due to the dynamic
environment (e.g. when you buy the food in the supermarket that only accepts cash, you have to withdraw money if you
don’t have any, but you can skip this withdrawal process if you have cash with you). This is defined through conditions

def shop_in_super_market:

if not_have_cash:

withdraw_cash()

# shopping, a super_action

super_action_i()

The reason why we treat this function as a more generalizable function is that, if you do not write in this way, you will have
to compose two distinct functions even though they achieve the same goal in the end:

def shop_in_super_market_with_cash:

# shopping

def shop_in_super_market_without_cash:

withdraw_cash()

# shopping

Figure 3: The annotation guideline for a programmer to create procedural functions with 21 examples from the
ALFRED dataset.

For IQA, we measure the answer accuracy, and
we follow Shridhar et al. (2020a) to measure the
task success rate (SR), which defines the percent-
age of whole task completion; and sub-task success
rate (SSR), which measures the ratio of individual
sub-task completion for ALFRED.

C.3 HMN Implementation

IQA Since the natural language questions x are
generated with a limited number of templates, we
use a rule-based HMN-PLANNER that recognizes
each template and classifies a template to one of
the three question types whose corresponding pro-
cedural actions are listed as the top three functions
in Tab. 9.

We model the two reactors ATTRCHECKER and
RELCHECKER as two multi-classes classifiers. We
first follow Gordon et al. (2018) to use a YOLO-v3
(Redmon and Farhadi, 2018) that is fine-tuned on

the images sampled from THOR for object detec-
tion. This object detector scan each visual input
and generate a bounding box and a class name for
each detected object. Since there are only seven
receptacles, the ATTRCHECKER uses the predicted
class name of a receptacle to decide whether the re-
ceptacle is openable or not. It then marks the recep-
tacle as is_open=True after the atomic open action
is launched for the receptacle. The RELCHECKER

use bounding box to heuristically decide the spatial
relation between an object and a receptacle. The
RELCHECKER considers that an object is inside a
receptacle if its bounding box has over 70% overlap
with the receptacle’s bounding box.

ALFRED We use a sequence-to-sequence model
with attention (Bahdanau et al., 2015) as our PLAN-
NER. The input to the encoder is the natural
language x. The decoder generates one func-
tion ai at a time from a constrained vocabulary
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Ap
⋃Aa, conditioned on x and the action history

{a1, ..., ai−1}.
We adopt the pre-trained Mask R-CNN (He et al.,

2017) that is fine-tuned on the ALFRED dataset
from Shridhar et al. (2020b) as our MGENERATOR.
It returns the name and the bounding box for all
detected objects in the visual input. Its parame-
ters are frozen. We design ATTRCHECKER and
REFINDER as two multi-classes classifiers. The
inputs to these two reactors are the object name ho

encoded by a BI-LSTM, the immediate vision hi

encoded by a frozen RESNET-18 CNN (He et al.,
2016) following Shridhar et al. (2020a), the called
action sequence ha encoded with a LSTM and the
attended input hl with ha. These four vectors are
concatenated together as hf . A fully connected
layer and a non-linear activation function are added
to predict class probabilities.

C.4 AFLRED Supervision Induction
We induced the ground truth labels for each com-
ponent of the HMN from ALFRED with the
help of atomic action sequences and the sub-
goal sequences provided by the dataset so that
the HMN can be trained in a supervised fash-
ion to maximize the log-likelihood of the la-
bel. First, we used the subgoal sequences to
annotate the executable procedural actions for
the planner. For example, a subgoal sequence
Goto, Pick, Clean, Goto, Put was annotated with
udp_clean_object, udp_put_object. A differ-
ent subgoal sequence Goto, Pickup, Goto Clean,
Put was annotated with the same procedural ac-
tion sequence. The first author annotated 30 most
frequent subgoal sequences of the training set of
ALFRED and resulted in 19 different executable
procedural actions6. Next, we used the atomic ac-
tion sequences of the dataset to generate the labels
for the reactors. For example, if there is an Open
before a Pickup in the atomic action sequence, the
attribute of the corresponding object is labeled as
openable=True and is_open=False.

When doing the sanity check to verify the cov-
erage of our created procedural library, we assign
an executable procedural action ae to each sample,
we then check whether the atomic action sequence
of ae match the annotated atomic action sequence
provided by the dataset. Unmatched examples are
reviewed and the procedural library is updated as

6We discarded a training example if its subgoal sequence is
not annotated with the procedure library. About 500 samples
among 21k training data are discarded.

in §6.2.

C.5 Hyperparameters

IQA Baseline The embedding size is 100, the
hidden size of the BI-LSTM and LSTM are 256
and 512. We take the same three feature vec-
tors before the YOLO detection layer and con-
vert the channel size to 32 with convolution lay-
ers to encode an image. The flatted features are
concatenated with dropout rate of 0.5. We use
Adam (Kingma and Ba, 2015) with learning rate
1e-4.
ALFRED We follow Shridhar et al. (2020a) for
the hyperparameter selection of the baseline and
our model if they are applicable (e.g. embedding
size, optimizer). We observe that training longer
yields better task completion, and thus we train
the baseline for 15 epochs and ours for 10 epochs.
For our method only, the size of ho, ha and hl is
512. The activation function of ATTRCHECKER is
Sigmoid and the output size is 3 (i.e. is_openable,
is_open, is_close). The activation function of RE-
FINDER is Softmax and the output size equals the
object vocabulary size.

D Analysis

In this section, we present concrete examples to
demonstrate the benefit of our proposed pipeline.
We also show a few failures of our pipeline to en-
courage future developments.

D.1 Advantage of HMN

The above results suggest that our proposed frame-
work with modularized task-specific components
and predefined procedure knowledge is effective
in controlling situated agents via complex natu-
ral language commands. Compared with the re-
active agent, this framework brings several bene-
fits. First, instead of directly controlling an agent
using low-level atomic actions, it predicts holis-
tic procedural programs, which are better aligned
with high-level input NL descriptions. For in-
stance, in Examples 1 and 2 in Tab. 8, common
NL phrases like put · in · naturally map to the pro-
cedure udp_pick_put_object, while the reactive
baseline could struggle at interpreting the corre-
spondence between the NL intents and the verbose
low-level atomic actions, resulting in incomplete
predictions. Second, using procedures could help
maintain consistency of actions. Specifically, given
a procedure (e.g.udp_pick_put_object), and its

81



Task: Put a chilled egg in the sink
Reactive: Navigate egg Pickup egg Navigate fridge Open fridge STOP
HMN-PLANNER: udp_cool_object(egg), udp_pick_put_object(egg, sink)

Task: Put CDs in a safe. (*requires to put two CDs)
Reactive: Navigate cd Pickup cd Navigate safe Open safe Put cd safe Close safe STOP
HMN-PLANNER: udp_pick_put_object(cd, safe), udp_pick_put_object(cd, safe)

Task: Place a cooked potato slice in the fridge
Reactive: Navigate knife Pickup knife Navigate potato Slice potato Navigate fridge
Put knife countertop Navigate potato Close potato ...
HMN-PLANNER: udp_slice_object(potato), udp_heat_object(potato), udp_pick_and_put(potato, fridge)

Table 8: Common failures of the reactive baseline. All actions of the reactive baseline are atomic actions.

arguments (e.g.knife, fridge), the HMN agent is
guaranteed to coherently carry out the specified
action without being interfered, while the reac-
tive baseline could predict inconsistent atomic ac-
tions in-between (e.g. the underscored arguments
of Navigate and Put should be the same in Exam-
ple 3). Finally, we remark that procedures also
improve the robust behavior of the agent. For
instance, when interacting with container objects
(e.g. fridge), HMN would call the dedicated AT-
TRCHECKER to decide whether to open the ob-
ject first (e.g. C4,Fig. 1), and it mis-predicts once,
while the reactive baseline fails to perform the Open
action 33 times on the unseen split.

D.2 Error Analysis
We first did an ablation study on the PLANNER

on the unseen split. PLANNER correctly predicts
80% executable procedural actions ae, and the fail-
ures are mainly due to rare words in utterances
(e.g. soak a plate. Next, we manually annotated
50 failed examples among samples whose ae are
correctly predicted by the PLANNER. We found
that 26 failures are due to the sub-optimal interac-
tion positions of the receptacles that we compute
during the pre-search phase (§C.1). This results in
the failures of putting an object in-hand to a visi-
ble receptacle or picking up a visible object. The
pre-search map also missed some objects and navi-
gating to these objects always failed. This problem
can be alleviated either by adding additional proce-
dural actions to move around and attempt to pick
up or put an object until success, or by doing more
careful engineering to create the map. Addition-
ally, 18 examples are caused by prediction errors
of reactors. For instance, REFINDER could given
incorrect predictions of the containing receptacle
of an object. The receptacle is not correctly oper-
ated before the targeted object is visible. While
such errors are inevitable due to imperfect reac-
tors, it could be potentially mitigated by designing
more robust procedures, e.g., enumerating over the

top-n most likely receptacles for a target object
instead of the best scored one by the reactor. Other
approaches, like introducing object-centric repre-
sentations to the reactors (Wu et al., 2017; Singh
et al., 2020), could also be helpful. The remainder
of the errors are caused by ambiguous annotation
(2 examples), and wrong argument predictions of
the planner (4 examples).

E Related Work

Procedure-guided Learning The idea of using
predefined procedures for agent control has been
explored in the literature. For example, Andreas
et al. (2017); Das et al. (2019) use high-level sym-
bolic program sketches to guide an agent’s explo-
ration; Gordon et al. (2018); Yu et al. (2019) de-
sign meta-controller to call different low-level con-
trollers. There only exists one explicit level of the
hierarchy. Sun et al. (2020) show that programs can
assist agent’s task completions. They require the
presence of the program for each task, while our
programs are generated by the planner. There is
no nested function in their provided programs too.
Programs are used to represent procedures in Puig
et al. (2018), but no hierarchy is considered. Later
Liao et al. (2019) annotate the dataset with program
sketches and propose a graph-based method to gen-
erate executable programs. Their work requires
a fully observed environment while we only con-
sider egocentric visions. Recent works also explore
representing hierarchies with natural language (Hu
et al., 2019; Jiang et al., 2019a) and visual goal rep-
resentation (Misra et al., 2018) instead of symbols.
Another related area is probabilistic programming,
where procedures serve as symbolic scaffolds to de-
fine the control flow of learnable programs (Gaunt
et al., 2017). Our work is related to these research
in using predefined procedural knowledge to assist
learning, while we focus on leveraging such pro-
cedures to synthesize executable programs from
natural language commands.
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Semantic Parsing Our work is also related to
semantic parsing, where executable programs are
generated from natural language inputs. This in-
cludes mapping NL to domain-specific logical
forms (e.g. lambda calculus, (Zettlemoyer and
Collins, 2005)) or programs (e.g. SQL, (Zhong
et al., 2017; Yu et al., 2018)). Recently there
has also been a burgeoning of developing models
that could transduce natural language intents into
general-purpose programs (e.g. Python, (Yin and
Neubig, 2017; Rabinovich et al., 2017)). Our work
also considers program generation from NL, with
a focus on the command and control of situated
agents.

Research in semantic parsing has also explored
leveraging idiomatic program structures, which
are fragments of programs that frequently appear
in training data, to aid generation (Raghothaman
et al., 2016). Such idiomatic programs are mined
from corpora (Iyer et al., 2019; Shin et al., 2019).
Our work focuses on designing flexible and id-
iomatic procedures which interact with situated
components (e.g. reactors) to adapt to environment-
specific situations. This work also uses manually-
curated procedures, because in our problem setting
we do not have a readily available corpus of high-
level procedural programs to automatically collect
such idioms. We leave extracting procedures from
low-level atomic actions as interesting future work.

Robotics Planning and Hierarchical Control
Our procedure library shares the design philosophy
with the macro-actions in the STRIPS representa-
tion in the robotics planning (Fikes and Nilsson,
1971). However, we do not define the pre-condition
and the post-effect of the actions, and instead leave
the models to learn the consequences. The task-
level planning has been studied extensively (Kael-
bling and Lozano-Pérez, 2011; Srivastava et al.,
2013, 2014). These methods often work with high-
level formal languages in low-dimensional state
space, and they are typically designed for a spe-
cific environment and task. Our framework can be
applied to various tasks and only partial observa-
tions are required. Previous works also leverage
PDDL and the answer set planner (ASP) for task
planning. PDDL+ASP is conceptually different
from our formalism. PDDL+ASP aims at planning
the actual execution sequences. The PDDL planner
searches the action sequences based on the initial
and the final state. Meanwhile, our formalism fo-
cuses on describing the procedure to accomplish

a task. We use the HMN-Planner to predict the
executable procedure sequence given the NL. It is
possible to integrate them into one system. E.g.,a
procedure function can call a PDDL planner if the
pre/post conditions are clearer given NL. Finally,
many works design mechanism to learn hierarchies
automatically from supervisions of only the end-
task (Sutton et al., 1999; Bacon et al., 2017), which
might suffer from collapsing to trivial atomic ac-
tions.

# check the existence of an object in the scene
def udp_check_obj_exist(obj):

all_recep = udp_grid_search_recep()
for recep in all_recep:

rel = udp_check_relation(obj, recep)
if rel == OBJ_IN_RECEP:

return True
return False

# check whether a receptacle contains an object
def udp_check_contain(obj, recep):

all_recep = \
udp_grid_search_tar_recep(recep.desc)
for recep in all_recep:

rel = udp_check_relation(obj, recep)
if rel == OBJ_IN_RECEP:

return True
return False

# count how many objects in the scene
def udp_count_obj(obj):

tot = 0
all_recep = udp_grid_search_recep()
for recep in all_recep:

rel = udp_check_relation(obj, recep)
tot += int(rel == OBJ_IN_RECEP)

return tot

# check object inside receptacle
def udp_check_relation(obj, recep):

atomic_navigate(recep)
r1 = get_reactor("check_obj_attr")
r2 = get_reactor("check_obj_recep_rel")
attr = r1(recep)
if attr.is_openable and attr.is_closed:

atomic_open_object(recep)
rel = r2(obj, recep)
atomic_close_object(recep)

else:
rel = r2(obj, recep)

return rel

# get a list of target receptacles
def udp_grid_search_tar_recep(desc):

recep_list = udp_grid_search_recep()
tar_recep_list = [x for x in recep_list \\
if x.desc == desc]
return tar_recep_list

# navigate and search at every reachable points
def udp_grid_search_recep():

if not done_search:
all_receps = [] # global var
for pos in reachable_pos:

atomic_navigate_pos(pos)
all_receps += udp_search_recep()

return all_receps

Table 9: Procedural functions defined for IQA

83



# close an object if it is open
def udp_close_if_needed(obj):

reactor = get_reactor("check_obj_attr")
attr = reactor(obj)
if attr.is_openable and attr.is_open:

atomic_close_object(obj)
# "postpare" the receptacle
def udp_postpare_recep(obj):

reactor = get_reactor("check_obj_attr")
attr = reactor(obj)
if attr.is_openable and attr.is_open:

atomic_close_object(obj)
# pickup an object
def udp_pick_object(obj):

reactor = get_reactor("find_obj_recep")
udp_navigation(obj)
recep = reactor(obj)
udp_prepare_recep(recep)
# this is for pickup laptop only
udp_close_if_needed(obj)
atomic_pick_object(obj)
udp_postpare_recep(recep

# put an object to a receptacle
def udp_put_object(obj, dst):

udp_navigation(dst)
udp_prepare_recep(dst)
atomic_put_object(obj, dst)
udp_postpare_recep(dst)

# clean an object in the fauucet
def udp_clean_object(obj):

# sink and faucet are global variables
udp_pick_object(obj)
udp_put_object(obj, sink)
atomic_toggleon_object(faucet)
atomic_toggleoff_object(faucet)
udp_pick_object(obj)

# slice an object with a knife
def udp_slice_object(obj, tool_dst):

# knife is a global variable
udp_pick_object(knife)
udp_navigation(obj)
reactor = get_reactor("find_obj_recep")
recep = reactor(obj)
udp_prepare_recep(recep)
atomic_slice_object(obj)
udp_postpare_recep(recep)
udp_put_object(tool, tool_dst)

# pick an object and then put it to a receptacle
def udp_pick_and_put_object(obj, dst):

udp_pick_object(obj)
udp_put_object(obj, dst)

# cool an object with fridge
def udp_cool_object(obj):

# fridge is a global variable
udp_pick_and_put_object(obj, fridge)

# heat an object with microwave
def udp_heat_object(obj):

udp_pick_and_put_object(obj, microwave)
atomic_toggleon_object(microwave)

# prepare a receptacle for interaction
def udp_prepare_recep(obj):

reactor = get_reactor("check_obj_attr")
attr = reactor(obj)
if attr.is_openable and attr.is_closed:

atomic_open_object(obj)

Table 10: Procedural functions defined for ALFRED

# udp_pick_object(obj):
def udp_pick_up(object, loc):

udp_navigation(loc)
if loc.is_open:

atomic_pickup_object(object)
else:

atomic_open_object(loc)
atomic_pickup_object(object)
atomic_close_object(loc)

def udp_pick_up_to(object, loc, loc_to):
udp_pick_up(object, loc)
udp_navigation(loc_to)

# udp_put_object(obj, dst):
def udp_put_to(object, loc_to):

udp_navigation(loc_to)
if loc.is_open:

PutObject(object)
else:

atomic_open_object(loc_to)
atomic_put_object(loc_to)
atomic_close_object(loc_to)

# udp_pick_and_put_object(obj, dst):
def udp_pick_put_to(object, loc, storage):

udp_pick_up(object, loc)
udp_put_to(object, storage)

def udp_look_under_light(object, loc, light_source):
udp_pick_up_to(object, loc, light_source)
atomic_toggleon_object(light_source)

# udp_slice_object(obj, tool_dst):
def udp_slice(object, loc, slicer):

udp_pick_up_to(slicer, loc, object)
atomic_slice_object(object)

def udp_toggle(object):
atomic_toggleon_object(object)
atomic_toggleoff_object(object)

# udp_cool_object(obj):
def udp_cool(object, loc):

udp_pick_put_to(object, loc, fridge)

# udp_heat_object(obj):
def udp_heat(object, loc):

udp_pick_put_to(object, loc, microwave)
udp_toggle(microwave)
udp_pick_up(object, microwave)

# udp_clean_object(obj):
def udp_clean(object, loc):

udp_pick_put_to(object, loc, Faucet)
udp_toggle(Faucet)

Table 11: Procedural functions defined by a program-
mer without ALFRED domain knowledge. The com-
ments could roughly map to functions in Tab. 10.
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