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Abstract

In recent years, generation-based dialogue sys-
tems using state-of-the-art (SoTA) transformer-
based models have demonstrated impres-
sive performance in simulating human-like
conversations. To improve the coherence
and knowledge utilization capabilities of di-
alogue systems, knowledge-based dialogue
systems integrate retrieved graph knowledge
into transformer-based models. However,
knowledge-based dialog systems sometimes
generate responses without using the retrieved
knowledge. In this work, we propose a method
in which the knowledge-based dialogue system
can constantly utilize the retrieved knowledge
using text infilling. Text infilling is the task
of predicting missing spans of a sentence or
paragraph. We utilize this text infilling to en-
able dialog systems to fill incomplete responses
with the retrieved knowledge. Our proposed di-
alogue system has been proven to generate sig-
nificantly more correct responses than baseline
dialogue systems.

1 Introduction

Building open-domain dialog systems that gen-
erate human-like response is a challenging area
for natural language processing. In recent years,
generation-based dialogue systems, such as Mi-
crosoft’s DialoGPT (Zhang et al., 2019) and
Google’s Meena (Adiwardana et al., 2020), have
demonstrated impressive performance in simulat-
ing human-like conversations. However, when the
human asks "What time is it?", the generation-
based system will develop a conversation based
on the old information contained in the training
data. It has been reported that the "illusion prob-
lem" generates responses that are not based on the
latest facts (Komeili et al., 2021). To address this,
research on knowledge-based dialogue systems uti-
lizing external knowledge has attracted attention
as a dialogue system that can retrieve appropriate
external knowledge.

Alternatively, many knowledge-based dialogue
systems (Galetzka et al., 2021; Dinan et al., 2018)
learn to generate target response sentences by in-
putting retrieved knowledge and dialogue history in
a concatenated form to a language model during the
learning phase. However, it has been reported that
in the inference phase, the response sentences are
generated based only on the input dialogue history,
despite the input of retrieved knowledge (Weston
et al., 2018).

In this work, we propose a knowledge-based dia-
logue system with text infilling, which enables the
dialogue system to constantly generate responses
that include retrieved knowledge. Specifically, the
system first inserts blank tokens before and after
the retrieved knowledge. The inserted text is the
incomplete response. Next, the proposed dialogue
system takes the incomplete response as input and
generates text. Finally, it replaces the blank to-
kens in the incomplete response with this text and
outputs the completed response.

2 Related work

2.1 Generation-based Dialogue System

Recent advances in pre-trained language models
have had great success in dialogue response gen-
eration. DialoGPT (Zhang et al., 2019), Plato-
2 (Bao et al., 2020), Meena (Adiwardana et al.,
2020), and Blenderbot (Roller et al., 2020) have
achieved strong generation performances by train-
ing transformer-based language models on an open-
domain conversation corpus. In contrast, our pro-
posed method focuses on controlling the content of
responses in the fine-tuning process.

2.2 Knowledge-Based Dialogue System

To improve the coherence and knowledge retrieval
capabilities of dialogue systems, recent knowledge-
based dialogue systems (Galetzka et al., 2021) us-
ing knowledge graphs integrate fixed background
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Figure 1: Encoding of knowledge and dialogue data in the training phase. Each type of encoded word sequences is
indicated by a different colour.

context by creating pseudo utterances through para-
phrasing knowledge triples, added into the dialogue
history. Galetzka et al. (2021) proposed concise
encoding for background context structured in the
form of knowledge graphs, by expressing the graph
connections through restrictions on the attention
weights. In this work, we utilize the knowledge-
based dialogue system using this encoding as our
baseline.

2.3 Text Infilling

Text infilling is the task of predicting missing spans
of text that are consistent with the preceding and
subsequent text. Donahue et al. (2020) proposed a
simple strategy for the task of text infilling which
can enable language models to infill entire sen-
tences effectively on three different domains: short
stories, scientific abstracts, and lyrics. In this work,
we utilize the text infilling task with this strategy to
enable a knowledge-based dialogue system to gen-
erate responses that include retrieved knowledge.

3 Building the dialogue system

In this section, we introduce our proposed
knowledge-based dialogue system that includes
text infilling. We will introduce the training phase
and the inference phase of the proposed dialogue
system.

3.1 Training

In the training phase, the knowledge and dialogue
history are encoded as follows:

• Encoding Knowledge (Figure 1-a) : The re-
trieved knowledge is concatenated with the enti-
ties and relations of each knowledge to form a
knowledge series. Next, the different knowledge

series are randomly concatenated and converted
into a word sequence a.

• Encoding Dialogue History (Figure 1-bcd):
Each utterance in the dialogue history is con-
verted into a word sequence bcd, which consists
of a sequence of tokens. A stop token <EOS>

is added to the end of each converted word se-
quence.

• Masking Target Response (Figure 1-e) : First,
the target response sentence is transformed into
a word sequence e consisting of a sequence of
tokens. Then, let L be the length of the converted
word sequence e, and randomly select integers X
and Y (1 < X < Y < L). The words from X
to Y are retained (in Figure 1, X = 5 and Y = 6)
and the other words in the sequence are replaced
with <MASK> tokens. Finally, a stop token <EOS>

is added to the end of the converted sequence e.

• Encoding Target Response (Figure 1-f ) : First,
a stop token <EOS> is added to the end of the
two sequences that were replaced by the mask
tokens in sequence e. Next, the two sequences
are concatenated into sequence f .

The sequences encoded as described above are
concatenated in the order of abcdef and used as
input to the language model. The training task is to
maximize the probability of generating the target
word sequence f .

3.2 Inference

The flow of the dialog system during the inference
phase is as follows:

• Encoding Knowledge and Dialogue History
(Figure 1-abcd) : The input data in the inference
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phase are converted into word sequence abcd, as
in the training phase in section 3.1.

• Masking Knowledge (Figure 2-e) : First, for
the retrieved knowledge, we randomly select one
entity of retrieved knowledge and transform it
into a word sequence e. Next, integers X and Y
(0 < X,Y ≤ MaskLen, where Masklen is a
hyperparameter of mask tokens’ number. ) are
randomly selected. X and Y <MASK> tokens are
added in the left and right side of word sequence
e. Finally, a stop token <EOS> is added to the end
of the word sequence e.

• Text Infilling (Figure 2-f ) : The word sequences
encoded as described above are concatenated in
the order abcde and input to the language model.
The language model generates word sequence f
sequentially by using a decoding strategy. Text
Infilling is stopped when the second stop token
<EOS> is generated.

• Output (Figure 2-g) : The stop token <EOS>

splits the word sequence f into two word se-
quences, which are converted into word sequence
g by replacing the left and right parts of the mask
tokens <MASK> in e. The word sequence g is the
output of the inference phase.

Randomly select

Text Infilling

MASK MASK MASK MASK Spider Man MASK MASK EOS

Yes , I enjoyed EOS a lot EOS

e

f

Spider Man 2002 Sam Raimi

Yes , I enjoyed Spider Man a lot

Output

g

Retrieved
Knowledge

Figure 2: Encoding of knowledge and the output in the
inference phase.

4 Experiments

We conducted experiments on the OpenDialKG
dataset (Moon et al., 2019) which contains 15,000
dialogues. The dataset was collected in a Wizard-
of-Oz setup, by connecting two human participants
who were tasked to have an engaging dialogue
about a given topic.

4.1 Experimental Details
Following the Zhang et al. (2019); Galetzka et al.
(2021) work and section 3, we built 3 differ-
ent types of the dialogue systems: a dialogue

system without knowledge (generation-based di-
alogue system), a dialogue system with knowledge
(knowledge-based dialogue system), and dialogue
system with knowledge and text infilling (the pro-
posed dialogue system).

We utilized DialoGPT-small (Zhang et al., 2019)
as language model of 3 different dialogue systems.
Table 1 shows the hyperparameters of the language
models.

Table 1: Hyperparameters of language models

Total parameters 117M
Optimizer AdamW
Max dialogue history 3
Decoding strategie Greedy
Epochs 10
Batch size 4
MaskLen 10
Learning rate 6.0e-5

4.2 Evaluation metric
Automatic In the experimental evaluation, the
quality of the response sentences is evaluated from
two angles: diversity and correctness. DIST-n (Li
et al., 2015), which represents the number of types
of n-grams in the response sentences, is used as
the evaluation index for diversity. BLEU-n (Pap-
ineni et al., 2002) and NIST-n (Doddington, 2002),
which represent the degree of similarity between
the response and the correct response, are used as
evaluation indices for correctness. NIST-n is a vari-
ant of BLEU-n that weights n-gram matches by
their information gain, i.e., it indirectly penalizes
uninformative n-grams.

Ent-Res, which we employ to calculate the propor-
tion of responses containing at least one entity of
retrieved knowledge to all responses, and AvgLen,
which represents the average number of words in
the response sentences, are also used as evalua-
tion indices. Furthermore, in order to compare the
proposed method with previous models, we have
listed the results achieved by previous models. The
proposed method and conventional methods were
compared using the same metrics, including the
faithfulness metric FeQA (Durmus et al., 2020)
and correctness metrics Rouge-L and BLEU-4.

Human In human evaluation, we use an evalu-
ation technique called Best-Worst Scaling (BWS)
(Flynn and Marley, 2014), which can handle a long
list of options and always generates discriminating
results. We employ three metrics at the utterance-
level and dialogue-level: naturalness, informative-
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Table 2: Results of the response sentences generated by each dialogue system. Higher is better.

Dialogue System DIST-1 DIST-2 BLEU-1 BLEU-2 NIST-2 NIST-4 Ent-Res Avg Len
Generation-Based 11.93 36.79 15.74 8.71 1.39 1.43 20% 10.86
Knowledge-Based 10.77 31.84 17.77 10.47 1.62 1.69 42% 10.45
Ours 9.09 32.18 18.79 10.64 1.64 1.69 100% 13.11

Table 3: Results of human evaluation using Best Worst Scaling (BWS).

Systems Generation-Based Knowledge-Based Ours

naturalness
Best 30% 40% 30%

Worst 35% 21% 44%

informativeness
Best 19% 33% 48%

Worst 55% 27% 18%

coherence
Best 36% 38% 26%

Worst 33% 22% 44%

Figure 3: Heat map comparing the different X and Y impacts of the proposed dialogue system on three metrics.
The blue shades denote lower values, white middle and black higher, with dark blue representing the lowest and
dark black the highest values. X and Y denote the number of <MASK> tokens added to the left and right side of the
word sequence e in Figure 2.

Table 4: Results of other dialogue system on OpenDi-
alKG test data. Higher is better.

Dialogue System FeQA Rouge-L BLEU-4
AdptBot 23.1 31.0 10.1
GPT-2+KE 19.5 19.0 5.5
GPT-2+KB 26.54 30.0 11.1
GPT-2+NPH 28.9 31.0 11.3
FSB 25.3 29.17 6.08
Ours 22.7 23.97 4.0

ness, and coherence. We randomly select 33 gener-
ated response examples. Three workers are asked
to choose the best one and the worst one for three
metrics in terms of response quality of each dia-
logue system with respect to the dialogue history.

• Naturalness is an utterance-level metric, judging
whether the response is natural or not.

• Informativeness is also an utterance-level metric,
evaluating whether the response is informative or
not.

• Coherence is a dialogue-level metric, measuring
whether the response is relevant and consistent
with the context.

4.3 Results and Discussion

Table 2 shows the results of the response sentences
generated by each dialogue system. The table
shows that the proposed dialogue system reached
the highest scores in the correctness evaluation in-
dex. This confirms the effectiveness of the text
infilling task. On the other hand, the proposed
method reached the highest value in the Ent-Res
score, but the lowest value in the DIST-1 score. The
improvement of the diversity in response sentences
by the proposed method is a topic for future work.

Table 3 shows the results of human evaluation
using Best Worst Scaling (BWS). We observed
that the proposed method achieves lower natural-
ness and coherence scores compared to other mod-
els. Since the generated responses of the proposed
method always contain entities as a result of the
text infilling, the responses of the proposed method
are rendered unnatural and incoherent. In future
work, we will develop a module capable of deter-
mining whether knowledge should be embedded in
the responses.
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Table 5: Samples of responses generated by each dialog system. The retrieved knowledge entities are shown in blue.

Input 1

User A what about tonto fistfight?
User B it was written by sherman alexie
User A was he a poet?

Knowledge 1 poet: sherman alexie film producer: sherman alexie written by: sherman alexie
Generation-Based yes he was a poet
Knowledge-Based yes, he was a poet

Ours yes, he was a poet. the sherman alexie wrote the poems and drawings of a rose.

Input 2

User A they just got lebron james so that is a big benefit.
User B yes i was so happy that he signed. he is one of the greatest, right?

User A
i’d say so. plus the lakes already have a good record, several nba finals championships under
their belt.

Knowledge 2 team: utah jazz
Generation-Based i am sure the fans would love it. since lebron james is your favorite player, you must like him?
Knowledge-Based that’s awesome! i think he’s a great player too.

Ours i agree. i like the utah jazz. do you know who won that year?

Table 4 shows the comparison with previous
models GPT-2+KB, AdapterBot (Madotto et al.,
2020b), GPT-2+KE (Madotto et al., 2020a) and
GPT-2+KB with Neural Path Hunter (NPH) (Dziri
et al., 2021) and Few-Shot Bot (FSB) (Madotto
et al., 2021). Due to the differences in the test
dataset and the model sizes, the scores of the pro-
posed method are just reference values. Neverthe-
less, the proposed method achieves lower FeQA,
Rouge-L and BLEU-4 scores compared to previ-
ous models. Overall, NPH achieves the best perfor-
mance, but it can also be applied to the proposed
method; we leave this exploration to future work.

Table 5 shows samples of responses generated
by each dialogue system. From the table, it can
be confirmed that the proposed method can accu-
rately use the retrieved knowledge and generate
natural response sentences. On the other hand, the
knowledge-based dialogue system is not able to
use the knowledge. Despite this, it can be consid-
ered that knowledge 1 is not necessary to generate
natural response sentences to the dialogue history
of input 1. The development of a module that can
determine the necessity of knowledge is a subject
for future work.

4.4 Impact of <MASK> tokens
The results of the proposed dialogue system with
different X and Y are compared using heat maps
for various metrics, where X and Y denote the
number of <MASK> tokens added to the left side
of the word sequence e in Figure 2. Here, the
heat map indicates a two-dimensional matrix with
scores of the metrics such as BLEU-1 and DIST-1,
computed by changing the length X and Y . We
show the heat maps for three metrics in Figure 3.

The heat maps for other metrics are shown in the
Appendix A.

As can be observed in the heat map of Avg Len
scores in Figure 3, the larger the sum of X and Y ,
the higher the value. It can be confirmed that the
proposed dialogue system can correctly generate
responses of the corresponding length based on
X and Y . On the other hand, we can control the
length of the generated responses by modifying X
and Y . Due to the possibility of duplicate words in
longer responses, the values in heat maps of Avg
Len and DIST-1 show the opposite trend.

As can be observed in the heat map of BLEU-1
scores in Figure 3, the scores are similar when the
sums of X and Y are equal, and the score is highest
when the sum of X and Y is around 13. It can be
confirmed that the scores are relevant to the sum
of X and Y , not X nor Y . If the appropriate X
and Y can be determined, the proposed dialogue
system will have better performance. However, the
appropriate sums of X and Y may be different in
various datasets. Developing a method for find-
ing the best combination on X and Y will be the
subject of future work.

5 Conclusion

We proposed a knowledge-based dialogue system
based on the text infilling method, aiming to im-
prove the problem that the knowledge-based dia-
logue system generates responses without using
retrieved knowledge. The proposed dialogue sys-
tem can constantly incorporate external knowledge.
In our experiments, the proposed dialogue system
generated significantly more correct responses than
baseline approaches.
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Figure 4: Heat map comparing the different X and
Y impacts of the proposed dialogue system on three
metrics. The blue shades denote lower values, white
middle and black higher, with dark blue representing
the lowest and dark black the highest values. X and Y
denote the number of <MASK> tokens added to the left
and right side of the word sequence e in Figure 2.


