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Abstract

Building a socially intelligent agent involves
many challenges. One of which is to track the
agent’s mental state transition and teach the
agent to make decisions guided by its value
like a human. Towards this end, we propose to
incorporate mental state simulation and value
modeling into dialogue agents. First, we build
a hybrid mental state parser that extracts in-
formation from both the dialogue and event
observations and maintains a graphical rep-
resentation of the agent’s mind; Meanwhile,
the transformer-based value model learns hu-
man preferences from the human value dataset,
VALUENET. Empirical results show that the
proposed model attains state-of-the-art perfor-
mance on the dialogue/action/emotion predic-
tion task in the fantasy text-adventure game
dataset, LIGHT. We also show example cases
to demonstrate: (i) how the proposed mental
state parser can assist the agent’s decision by
grounding on the context like locations and ob-
jects, and (ii) how the value model can help
the agent make decisions based on its personal
priorities.

1 Introduction

Recently, there has been remarkable progress in lan-
guage modeling with large-scale pretrained mod-
els (Vaswani et al., 2017; Devlin et al., 2019; Rad-
ford et al., 2019). Such models are used to build
either general chatbots (Zhang et al., 2020) or
task-oriented dialogue systems (Peng et al., 2020;
Acharya et al., 2021; Qiu et al., 2020). While most
of these systems have been able to generate fluent
sentences, there are two major challenges towards
building socially intelligent agents. First, consider-
ing dialogues as a "meeting of minds" (Gardenfors,
2014) or achieving some alignment of the inter-
locutors’ mental models (Rumelhart et al., 1986;
Stolk et al., 2016), few existing works are explicitly

*Equal contribution. The work was done prior to Liang
joining Amazon Alexa.

Hi! I can't find my phone.

When was your last time seeing it?

I went to my friend's apartment. Then
we played basketball. After that, we had
dinner together.

Then you should probably check the
basketball court.

Let's go outside and have some beers!

You know it's too late and not safe outside.

Figure 1: Socially intelligent agents with mental state
simulation and human values.

tracking the mental state transition of agents (Ad-
hikari et al., 2020). Endowing current dialogue
systems with such capability would allow the agent
to condition its utterance on the context, simulate
the effect of its actions, and further help understand
the extended meaning, implicature, and irony ex-
pressed by the user (Grice, 1981, 1989). Second, it
remains under-explored to teach agents to make a
rational decision guided by its value. From a social
and cultural perspective, humans tend to have a
common preference described by the utility func-
tion related to individual values, common sense,
and social awareness. For the example in Figure
1, someone who values personal security prefers
staying at home rather than going outside at night.

Our work aims to alleviate the aforementioned
problems, based on Embodied Cognitive Linguis-
tics (ECL) (Lakoff and Johnson, 1980; Garden-
fors, 2014) and established value theories in sociol-
ogy (Schwartz, 2012). The ECL states that natural
language is inherently executable, driven by mental
simulation and metaphoric inference (Lakoff and
Johnson, 1980), and learned through embodied in-
teraction (Feldman and Narayanan, 2004; Tamari
et al., 2020). Following its tenents, we present a hy-
brid mental state parser that converts dialogue and
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event observations into a graphical representation
of the agents’ mind. Initialized with the location
and object description, the interpretable represen-
tation is updated through the interaction history
to track the evolving process of an agent’s belief
about surroundings and other agents.

In the field of intercultural research, Schwartz
(1992); Schwartz et al. (2012) identify basic indi-
vidual values that are recognized across cultures.
Inspired by the theory, we propose to incorporate
a value model that learns social common prefer-
ences from the human value knowledge base, VAL-
UENET (Qiu et al., 2022). We perform experiments
on a large-scale text-based embodied environment
LIGHT (Urbanek et al., 2019). Empirical results
show that the model with our mental state emula-
tor and value function achieves the highest perfor-
mance that aligns with human annotation among
existing transformer-based models. Moreover, case
studies further demonstrate that the mental state
provides extra context information, while the value
model helps agents make value-driven decisions.

Our contributions are two-fold. First, we pro-
pose to rethink the design of current dialogue sys-
tems and suggest a new paradigm from the per-
spective of cognitive science and contemporary
sociology. Second, we present a new framework
for building socially intelligent agents by incorpo-
rating mental state simulation and human value
modeling into dialogue generation and decision
making. Our methodology can be generalized to
a wide range of interactive social situations in di-
alogue systems (Zhao, 2019), virtual reality (Lai
et al., 2019), and human-robot interactions (Yuan
and Li, 2017).

2 Related Work

2.1 Text-based Embodied AI

Most recent works in dialogues only study the sta-
tistical regularities of language data, without an
explicit understanding of the underlying world. Vir-
tual embodiment (Krishnaswamy and Pustejovsky,
2019) was proposed as a strategy for language re-
search by several previous works (Brooks, 1991;
Kiela et al., 2016; Gauthier and Mordatch, 2016;
Mikolov et al., 2016; Lake et al., 2017). It implies
that the best way to acquire human knowledge is
to have the agent learn through experience in a
situated environment. Urbanek et al. (2019) intro-
duce LIGHT as a research platform for studying
grounded dialogue (Grice, 1981, 1989; Stalnaker,

2002), where agents can perceive, emote, and act
when conducting dialogues with other agents. Am-
manabrolu et al. (2020) extend LIGHT with a
dataset of "quests", aiming to create agents that
both act and communicate with other agents in
pursuit of a goal. Instead of guiding the agent to
complete an in-game goal, our work aims to teach
agents to speak/act in a socially intelligent way.
Besides LIGHT, there are also other text-adventure
game frameworks, such as Narasimhan et al. (2015)
and TextWorld (Côté et al., 2018), but no human di-
alogues are incorporated in them. Based on the
TextWorld, there are recent works (Yuan et al.,
2018; Yin and May, 2019; Adolphs and Hofmann,
2019; Adhikari et al., 2020) on building agents
trained with reinforcement learning.

2.2 Mental State Transition

An important hypothesis in the ECL (Lakoff and
Johnson, 1980; Feldman and Narayanan, 2004) is
that humans understand the meaning of language
by mentally simulating its content. Great efforts
have been made to model human mental states.
For example, Dinan et al. (2019) design a memory
network capable of storing knowledge and gener-
ating natural responses conditioning on retrieved
entries. Adhikari et al. (2020) propose a graph-
aided transformer agent (GATA) that infers and
updates latent belief graphs during planning to en-
able effective action selection. However, GATA
is designed for capturing game dynamics not di-
alogues, and our method is more flexible to en-
code both explicit environmental changes caused
by agents’ actions and implicit mental state up-
dates triggered by agents’ utterances. Such hy-
brid approaches mixing fixed symbolic states with
deep continuous states are studied in recent neural-
symbolic research (Sun, 1994; Garcez et al., 2008;
Besold et al., 2017; Yi et al., 2018). The result
interpretable graphs have two benefits: (i) the men-
tal state parsing could be viewed as a form of ex-
ecutable semantic parses (Liang, 2016), so it is
easy to write programs to simulate the mind tran-
sition. A real-world application leveraging similar
approaches is seen in Andreas et al. (2020). (ii) the
unified graphical representation can be extended
to model higher-order mental states, i.e., theory-of-
mind (ToM) (Premack and Woodruff, 1978). ToM
is defined as the ability to impute mental states
to oneself and others. It enables humans to make
inferences about what other people believe in a
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given situation and predict what they will do (Ap-
perly, 2010; Gordon and Hobbs, 2017; Akula et al.,
2019). ToM is thus impossible without the capacity
to form "second-order representations" (Dennett,
1978; Pylyshyn, 1978; Ganaie and Mudasir, 2015).

2.3 Human Value

When teaching agents to speak and act in a socially
intelligent way, an approach considering values
should be adopted. The theory of basic human
values, developed by Schwartz (1992, 2012), tries
to measure universal values that are recognized
throughout major cultures. A set of 10 basic val-
ues1 are identified and serve as the guiding prin-
ciples in the life of a person or group (Cieciuch
and Davidov, 2012), as shown in Figure 2. Simi-

Universalism

Benevolence

SecurityPower

Achievement

Hedonism

Stimulation

Self-direction

Conformity

Tradition

Openness to
Change

Self-
Transcendence

Self-
Enhancement Conservation

Figure 2: Theory of Basic Human Values (Schwartz,
1992).

larly, in economics and ethics, the concept of utility
was developed as a measure of pleasure or satis-
faction that drives human activities at all levels.
Derived from the rational choice theory (Abella,
2009), utilitarianism states that human decision-
making could be viewed as a two-step procedure.
First, we select a feasible region based on financial,
legal, physical, or emotional restrictions we are
facing. Then we make a choice based on the pref-
erence order (Allingham, 2002; de Jonge, 2012).
In this paper, we learn a transformer-based util-
ity function of human values from the knowledge
base VALUENET (Qiu et al., 2022). Inspired by
descriptive ethics, VALUENET provides social sce-
narios and annotated human preference to teach
the agent human attitudes to various ethical sit-
uations. The dataset is curated from the widely

1A refinement of the theory (Schwartz et al., 2012), par-
titions the same continuum into 19 more narrowly defined
values that permit more precise explanation and prediction.

used social commonsense dataset SOCIAL-CHEM-
101 (Forbes et al., 2020) and labeled with Amazon
Mechanical Turk.

3 Problem Formulation

We will first briefly introduce the text-adventure
environment LIGHT, followed by the mental state
modeling and value utility formulation.

LIGHT (Urbanek et al., 2019) is a large-scale
crowd-sourced fantasy text-adventure platform for
studying grounded dialogues. Figure 4 a⃝ shows
a typical local environment setting, including lo-
cation description, objects (and their affordances),
characters, and their personas. Agents can talk to
other agents in free-form text, take actions defined
by templates, or express certain emotions (Figure
4 b⃝). Given the environmental setting and observa-
tion history, our task is to predict the agent’s utter-
ance/action/emotion for the next turn. To achieve
this goal in a socially intelligent manner, we model
the agent’s mental state transition and incorporate
human values. The mind model is proposed to de-
pict the agent’s belief about the underlying states
of the text world. Meanwhile, a utility function
of human values is designed to describe human
preferences in common social situations. We ex-
periment on the text-adventure game for simplicity,
but the proposed architecture supports richer envi-
ronments.

a small bucket

a rag

persona

I come from the
lower class ... King

persona

carrying
I am a king of the
whole empire ...

a duster

a crowncarrying

a scepter

Servant

carrying carrying

partner

carrying

carrying

in

Figure 3: A graphical representation of the agent’s men-
tal state. Nodes are attributed with encoded natural
language description of agents, objects and the environ-
ment. Agents’ action trigger explicit topology changes
of the graph.

3.1 Mental State Modeling

Our goal is to parse, construct and maintain the
mental states in dialogues. With the mental state
grounding on the details of the local environment,
the agent could simulate and reason the evolution-
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Setting: The main foyer is massive. A grand staircase sits to the back of the foyer leading to the upstairs. At the front of the foyer stand two servants
ready to help anyone who comes to visit. To the left of the room there is a doorway leading into a corridor. To the right there is a door leading to another
corridor for the King's servants. At the foot of the stairs there is a bearskin rug that is staring at you almost as if still hungry. The walls are lined with
portraits of the king and the family.

Self Persona: Servant. I come from the lower class. I do what I am told without question. I can not read. I have not seen my family in a long time.
Self Carrying: a duster, a small bucket, a rag
Self Wearing: a shirt

Partner Persona: King. I am a king of the whole empire. I give rules and pursuit them. I am brave and fearless.
Partner Carrying: a crown, a scepter

Mental
State

2

Action mask

Graph
Encoder

1
2
3
4
5
6
7

1
2
3
4
5
6
7

Value Ranker
3
1
5

utt/act/emote

Action Selector

Self: I am sorry sir the rug startled me.
Action:  drop crown
Partner: Haha! That's bear I slain on my latest hunting trip. He's a mighty beast!
Emote: gesture laugh

update

a

Text Encoder

Text Encoder
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Figure 4: Socially Intelligent Agent Architecture with Mental State Parser and Value Model.

ary status of the world and condition its speak-
ing and actions. A graphical representation of the
mental state is proposed, as illustrated in Figure 3.
Nodes in the graph represent the involved agents,
persona descriptions, objects, objects’ descriptions,
and setting descriptions, which will change as the
game setting switches. The relational edges be-
tween these nodes describe the state of mind. The
mental state is updated with the observed dialogue
history or actions, e.g., King gives the scepter to
the servant will result in the scepter being moved
from the king to the servant.

3.2 Human Value Modeling

We assume that the agent in the fantasy world
would make near-optimal choices to maximize
the utility of its preferred values. We denote
the available alternatives to be a set of n ex-
haustive and exclusive utterances or actions A =
{a1, ..., ai, ..., an}. The value function fv(·) de-
scribes the utility score of the alternative from the
value dimension v, v ∈ V = {achievement, power,
security, conformity, tradition, benevolence, univer-
salism, self-direction, stimulation, hedonism}2. For
example, if ai is more preferred than aj in terms of
security, then fsecurity(ai) > fsecurity(aj). Usu-
ally, we cannot find an analytical form of the value
function. However, what matters for preference or-
dering is which of the two options gives the higher

2Detailed definition for each dimension is attached in Ap-
pendix A.1.

expected utility, not the numerical values of those
expected utilities.

In LIGHT, the agent’s value priority is reflected
by its persona description. For the example in Fig-
ure 4 a⃝, the servant is a person who values confor-
mity and tradition and has a lower priority on self-
direction and stimulation. Using the same value
function to approximate a value priority parser:
fv(p), where p is the persona description, the util-
ity or the desirability of candidate ai to person p
is the Euclidean distance between its value priority
and the candidate’s utility score:

u(ai) =

√∑
v∈V

(fv(p)− fv(ai))
2. (1)

Since some actions could be impossible physically
(e.g., one cannot drop an object if the agent is not
carrying the object), the decision making process
becomes a problem of maximizing the utility score
that is subject to some constraints from the mental
state, i.e., u(a|c), where c represents the context or
constraints.

4 Algorithms

The overall architecture of our proposed frame-
work is illustrated in Figure 4. For each scenario,
a setting description (Figure 4 a⃝) is provided by
the LIGHT environment, which can include a de-
scription of the location, object affordances, agents’
personas, and the objects that agents are carrying,



150

Dialog & Emoton

Graph
Encoder

Text
Encoder

Initialization

Action

Figure 5: Overall Architecture of the Hybrid Mental State Parser

wearing, or wielding. The free-form conversations,
actions, and emotions are logged during the com-
munication as the observation history (Figure 4 b⃝).
To begin with, a mental state parser will parse the
setting descriptions into graph representation and
initialize the agent’s mental state (steps 1⃝ and 2⃝).
Besides the mental state updating, the parser also
outputs an action mask that is aimed to rule out
actions that are physically or causally impossible
to take (step 3⃝). A graph encoder (step 4⃝) and a
text encoder (step 5⃝) will convert the mental state
graph Gt and the dialogue observation Ot into vec-
tor representations, respectively. The same text
encoder will be used to encode the candidates Ct

(step 6⃝). In step 7⃝, the context vectors are com-
bined by a bi-directional attention aggregator (Yu
et al., 2018; Seo et al., 2016), and each candidate
is assigned a score with a Multi-Layer Perceptron
(MLP) (step 8⃝). The action mask is then applied
to get the feasible candidates under current mental
state constraints (step 9⃝). In steps 10⃝ and 11⃝, the
top three candidates from the last step will be fed
into the value model and re-ranked. Finally, the
selected utterance/action/emotion is executed by
the agent (step 12⃝) and fed back to the environment.
Upon receiving the response from other agents in
the environment, the new observation will be again
parsed and used to update the agent’s state of mind,
and the cycle repeats. In the following, we will
describe each component in more detail.

4.1 Mental State Modeling (steps 1⃝- 2⃝)

Figure 5 describes the architecture of the mental
state parser. We define the mental state graph
G ∈ [−1, 1]R×N×N , where R is the maximum
number of relation types and N is the maximum
number of entities. The initial mental state graph
G0 is constructed by a ruled-based parser from the
setting description O0. The graph is encoded by
function fe to a hidden state h0 that is later used
for graph update. At game step t, the mental state
parser parses relevant information from observa-
tion Ot and update the agent’s mental state from
Gt−1 to Gt. Considering that observation Ot typ-

ically conveys incremental information from step
t−1 to t, we generate the graph update ∆gt instead
of the whole graph at each step

Gt = Gt−1 ⊕∆gt, (2)

where ⊕ is the graph update operation. The graph
update can be either discrete or continuous, and
there have been studies on the pros and cons of
each updating method (Adhikari et al., 2020). The
discrete approach may suffer from an accumula-
tion of errors but benefit from its interpretability.
The continuous graph model needs to be trained
from data, but it is more robust to possible er-
rors. In this work, we propose a hybrid (discrete-
continuous) method for updating the agent’s state
of mind by considering there exists a mixture of dis-
crete events and continuous information in typical
human-machine interactive environments. In the
specific example of our tested LIGHT, the actions
or events are template-based, it is more appropriate
to adopt a discrete method for parsing; meanwhile,
since utterances are challenging to be encoded into
discrete representations, we apply a continuous up-
date method instead.

4.1.1 Discrete Graph Definition & Update
To update the graph, we define ∆gt as a sequence
of update operations of the following two atomic
types:

• ADD(src, dst, relation): add a di-
rected edge, named relation, from node
src to node dst.

• DEL(src, dst, relation): delete a di-
rected edge, named relation, from node
src to node dst.

LIGHT defines various actions including get, drop,
put, give, steal, wear, remove, eat, drink, hug and
hit, and each taking either one or two arguments,
e.g., give scepter to servant. Every action could
be parsed as one or a sequence of update operators
that act on Gt−1. For example, actor performing
“give object to agent” can be parsed into DEL(actor,
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object, carrying) and ADD(agent, object, carrying).
The rule-based parsing of the setting description
and the discrete events could also be replaced by a
seq2seq decoding process. Since both strings are
well-structured in LIGHT, we omit training such a
decoder for simplicity. Note that actions in LIGHT
could only be executed when constraints are met,
so we also generate an action mask according to
the current mental state. By checking the adjacency
matrix, we rule out action candidates conducted on
objects that are inaccessible.

4.1.2 Continuous Graph Definition & Update
Besides the actions taken by the agents, their ut-
terances could also have an implicit impact on the
agents’ mental states. To handle the continuous
dialogue observation, we use a recurrent neural
network as the graph update operation ⊕.

∆gt = f∆(hGt−1 , hOt),

ht = RNN(∆gt, ht−1),

Gt = MLP(ht).

(3)

The function f∆ aggregates the information from
the previous mental state Gt−1 and observation Ot

to generate the graph update ∆gt. hGt−1 denotes
the representation of Gt−1 from the graph encoder.
hOt is the output of the text encoder. ht is a hidden
state acting as the memory, from which we decode
the new mental state Gt using a MLP. For the recur-
rent operator, we could either use LSTM (Hochre-
iter and Schmidhuber, 1997) or GRU (Cho et al.,
2014). More details on the graph encoder and text
encoder we applied are presented in the section 4.2.

4.2 Action Selector (steps 4⃝- 11⃝)
Conditioned on the agent’s mental state, the action
selector chooses the optimal candidate based on the
prediction task (i.e., utterance, action, or emotion).
The selector consists of five components: a graph
encoder (Fig. 4 4⃝) to convert the state-of-mind
graph to a hidden state vector; a text encoder (Fig.
4( 5⃝, 6⃝)) to encode the dialogue history and text
candidates; an aggregator (Fig. 4 7⃝) to fuse the two
context representations; a general scorer (Fig. 4 8⃝)
to assign a score to each candidate; and a value
model (Fig. 4 10⃝) to re-rank the candidates based
on the assigned persona.

1. Graph Encoder. We use relational graph con-
volutional networks (R-GCNs) (Schlichtkrull et al.,
2018) to encode the graph representation of mental
states. The R-GCN is adapted from Graph Convo-
lutional Networks (GCNs) so that it could embed

the edge attributes (relational text embedding) in
the mental state graph.

2. Text Encoder. A BERT-based (Devlin et al.,
2019) encoder converts the text-based dialogue his-
tory into a vector representation, using the last hid-
den state corresponding to the [CLS] token; We
also use the same encoder to encode the text re-
sponse candidates.

3. Aggregator. A bi-directional attention
layer (Yu et al., 2018; Seo et al., 2016) is adopted to
fuse the information from the mental state and the
contextualized text hidden state. The co-attention
allows the agent to focus on the memory part that
has been mentioned in the dialogue.

4. Scorer. The full context representation vector
is concatenated with each candidate and an MLP
layer with softmax activation generates a score for
each of them.
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Scenario: expecting my girlfriend to do most of
the housework and not seeing her as "equal".

Scenario: applying to a far-away university
against my dad's wishes.

Scenario: letting
people know
when someone
needs medical
help.

Scenario: having a phone call in the bus.

Figure 6: The VALUENET (Qiu et al., 2022) dataset
with social scenarios organized by Schwartz val-
ues (Schwartz, 2012).

5. Value Ranker. After all the candidates are
ranked, we select the top three candidates and
then re-rank them according to the proposed value
model. The value model is a BERT-based util-
ity scorer trained on the knowledge base VAL-
UENET (Qiu et al., 2022). A custom input format
constructed as ‘[CLS][$VALUE]s’ is fed into
the BERT, i.e.,

fv(s) = BERT([CLS][$VALUE]s), (4)

where [CLS] is the special token for regression, s
is the scenario, and [$VALUE] are special tokens
we define to prompt (Li and Liang, 2021; Brown
et al., 2020) the transformer the interested value
dimension v. A regression head is put on top of the
model to get a continuous estimation of the utility
in the range of [−1, 1].
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Seen Test Unseen Test
Dialogue Action Emotion Dialogue Action Emotion

Method R@1/20 Acc Acc R@1/20 Acc Acc

BERT-based Bi-Ranker 76.5 42.5 25.0 70.5 38.8 25.7
BERT-based Cross-Ranker 74.9 50.7 25.8 69.7 51.8 28.6
discrete mental state 75.8 52.1 25.1 69.9 53.4 25.5
continuous mental state 77.3 49.3 26.2 72.1 45.2 29.1
hybrid mental state 78.4 53.5 26.1 72.3 54.3 29.5
hybrid+mask 78.5 54.5 26.1 72.3 55.4 29.4
hybrid+mask+value 78.8 56.4 26.1 72.6 57.5 30.1

Human Performance* 87.5 62.0 27.0 91.8 71.9 34.4

Table 1: Model performance on the LIGHT Seen Test and Unseen Test. For dialogue prediction, Recall@1/20 is
reported for ranking the ground truth among 19 other randomly chosen candidates. Percentage accuracy is calculated
for action and emotion prediction. (*) Human performance is reported by the original paper (Urbanek et al., 2019)
on a subset of data.

The VALUENET is organized in 10 dimensions
of Schwartz values, as shown in Figure 6. It con-
sists of social scenarios curated from SOCIAL-
CHEM-101 (Forbes et al., 2020). And the samples
are annotated by Amazon Mechanical Turk work-
ers, who are asked about their attitudes towards
provided scenarios. For example, if you are some-
one who values benevolence, will you do or say:
“today I buried and mourned a rat"? Their choices
(yes, no, unrelated) are then quantified to numerical
utilities: +1, -1, 0, respectively.

5 Experiments

We conduct experiments on the LIGHT dataset
and compare our model with state-of-the-art meth-
ods based on two variants of BERT models. An
ablation study is carried out to justify our model
design, and a case study is performed to demon-
strate how the proposed framework could help the
agent ground upon the environment details and
make value-driven decisions.

5.1 Experimental Setup and Implementation
The dialogues in LIGHT are split into train (8539),
valid (500), seen test (1000), and unseen test (739)
as the dataset is released. The unseen test set con-
sists of dialogues collected on a set of scenarios
that have not appeared in the training data. We use
the history of dialogues, actions, and emotions to
predict the agent’s next turn. Note that the original
paper manually filters out actions with no affor-
dance leveraging the object annotation, while we
provide all candidates to demonstrate our model’s
capability of reasoning feasible actions automati-
cally from the agent’s mental state.

Here we describe the implementation details of
the proposed framework. The mental state graph
is initialized with a structured setting string includ-
ing all involved elements in the scenario (an ex-
ample is attached in Appendix A.2). The setting
parser is based on general parsing tools: regular ex-
pression and spaCy (Honnibal and Montani, 2017;
Clark and Manning, 2016; Honnibal and Johnson,
2015), resulting in the initial mental state graph as
shown in Figure 7. For the functions fe and fd, we

I am here to help the
needy ...

The graveyard
keeper

rake

Priest

persona

Old Crypt, Graveyard

Broken stones and an iron gate ...

description

iron gate
flowers

name
placard

cross

bible

carrying

partner

in in

in

stone

in

Figure 7: Initial mental state graph parsed from the
example setting string in Appendix A.1. The nodes of
objects’ descriptions are omitted to save space.

use two-layer MLPs with tanh (Karlik and Olgac,
2011) and ReLU (Agarap, 2018) activations. The
Text Encoder is a pretrained BERT (base-uncased)
model (Wolf et al., 2020). The Graph Encoder is
an R-GCN with six layers and a hidden size of 64.
We also adopt the highway connections between
consecutive layers for faster convergence and 3-
basis decomposition to reduce the parameters and
prevent overfitting.
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5.2 Baseline Models

Two BERT-based models (Urbanek et al., 2019)
are used as strong baselines, which have kept the
state-of-the-art performance on this task. BERT
Bi-Ranker produces a vector representation for
the context and each candidate. Each candidate
is assigned a score by the dot product between
the context embedding and the candidate embed-
ding. BERT Cross-Ranker concatenates the con-
text string with each candidate and feeds the string
to the BERT model instead. Compared with the bi-
ranker, The cross-ranker allows the model to attend
to the context when encoding each candidate.

5.3 Results and Analysis

Table 1 shows the results, where our model outper-
forms the state-of-the-art models by a large margin.
To understand the results, we first compare mental
state graph designs using discrete, continuous, and
the proposed hybrid parser.

The discrete mental state parser uses actions to
explicitly update the graph to augment the context
representation. In the action prediction task, the
discrete parser outperforms the purely continuous
method (+2.8% (seen), +8.2% (unseen)), the BERT
Bi-Ranker (+9.6% (seen), +14.6% (unseen)), and
the BERT Cross-Ranker (+1.4% (seen), +1.6% (un-
seen)). While the continuous mental state parser
misses the hard constraints introduced by less fre-
quent actions, it updates the graph implicitly with
the dialogues and shows a better result than the
discrete one on dialogue prediction (+1.5% (seen),
+2.2% (unseen)) and emotion prediction (+1.1%
(seen), +3.6% (unseen)).

The hybrid mental state parser performs the best
among the three according to almost all metrics,
mainly because it aggregates the soft update from
the dense dialogue and the hard constraints from
the sparse actions. We also notice that the emotion
prediction in LIGHT is a hard task because it is not
strictly constrained by the context. Even humans
can only achieve 27.0% (seen) and 34.4% (unseen)
accuracy. Nevertheless, our model provides a rela-
tively 1.2% (seen) and 3.1% (unseen) performance
boost compared to the best BERT baseline.

Then, with the ablation study of our proposed
action mask (hybrid mental state vs. hybrid+mask),
we prove the effectiveness of it for improving ac-
tion accuracy by ∼1% in action prediction. Figure
8 demonstrates how the mental state could help
agent ground on the context. We can see a very
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Figure 8: Intermediate mental state for the agent Ser-
vant in the dialogue example of Figure 4. The adjacency
matrix of the mental state graph is visualized and the
darkness of the edges represent the relation strength.
Only critical relation types between nodes are shown
for illustration purpose.

weak relation of the type "carrying" between the
agent servant and the object crown. Thus the ser-
vant should not be able to give the crown to others
at this time step. Though our model does not rely
on annotated action affordances during action pre-
dicting, an action mask can be reasoned from such
a mental state, which helps filter out physical or
causally impossible actions.

Lastly, we analyze the results after introducing
the value model. We first compute the value prior-
ity of the agent by applying the value function to
its persona description. For example, given the ser-
vant’s persona description in Figure 4, it shows con-
formity, tradition, and security have higher utility
scores to the agent than other dimensions. Then we
calculate utility scores of the top three candidates
based on Equation 1. This teaches the agent to
make decisions that align with the assigned role and
further improves the overall performance, (+0.3%
(seen), +0.3% (unseen)) for dialogue prediction,
(+1.9% (seen), +2.1% (unseen)) for action predic-
tion, and +0.7% (unseen) for emotion prediction.

6 Conclusion

This paper proposes to build a socially intelligent
agent by incorporating mind simulation and human
values. We explore using a hybrid parser to track
agents’ mental state transition. The value model
pretrained on VALUENET brings social preference
to help the agent make decisions. The model is
proved to have a better performance than the state-
of-the-art models on LIGHT. In the future, we have
a plan to build a dataset to study the implicature in
conversation and model deeper levels in the Theory
of Mind based on the proposed representation.
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A Appendix

A.1 Schwartz Value Definition
Self-Direction Defining goal: independent thought
and action–choosing, creating, exploring. Self-
direction derives from organismic needs for control
and mastery and interactional requirements of au-
tonomy and independence. (creativity, freedom,
choosing own goals, curious, independent) [self-
respect, intelligent, privacy]

Stimulation Defining goal: excitement, novelty,
and challenge in life. Stimulation values derive
from the organismic need for variety and stimu-
lation in order to maintain an optimal, positive,
rather than threatening, level of activation. This
need probably relates to the needs underlying self-
direction values. (a varied life, an exciting life,
daring)

Hedonism Defining goal: pleasure or sensuous
gratification for oneself. Hedonism values derive
from organismic needs and the pleasure associated
with satisfying them. Theorists from many disci-
plines mention hedonism. (pleasure, enjoying life,
self-indulgent)

Achievement Defining goal: personal success
through demonstrating competence according to
social standards. Competent performance that gen-
erates resources is necessary for individuals to sur-
vive and for groups and institutions to reach their
objectives. As defined here, achievement values
emphasize demonstrating competence in terms of
prevailing cultural standards, thereby obtaining so-
cial approval. (ambitious, successful, capable, in-
fluential) [intelligent, self-respect, social recogni-
tion]

Power Defining goal: social status and prestige,
control or dominance over people and resources.
The functioning of social institutions apparently
requires some degree of status differentiation. A
dominance/submission dimension emerges in most
empirical analyses of interpersonal relations both
within and across cultures. To justify this fact of
social life and to motivate group members to accept
it, groups must treat power as a value. Power values
may also be transformations of individual needs
for dominance and control. Value analysts have
mentioned power values as well. (authority, wealth,
social power) [preserving my public image, social
recognition]

Both power and achievement values focus on so-
cial esteem. However, achievement values (e.g.,
ambitious) emphasize the active demonstration

of successful performance in concrete interaction,
whereas power values (e.g., authority, wealth) em-
phasize the attainment or preservation of a domi-
nant position within the more general social sys-
tem.

Security Defining goal: safety, harmony, and
stability of society, of relationships, and of self.
Security values derive from basic individual and
group requirements. Some security values serve
primarily individual interests (e.g., clean), others
wider group interests (e.g., national security). Even
the latter, however, express, to a significant degree,
the goal of security for self or those with whom one
identifies. (social order, family security, national
security, clean, reciprocation of favors) [healthy,
moderate, sense of belonging]

Conformity Defining goal: restraint of actions,
inclinations, and impulses likely to upset or harm
others and violate social expectations or norms.
Conformity values derive from the requirement that
individuals inhibit inclinations that might disrupt
and undermine smooth interaction and group func-
tioning. As I define them, conformity values em-
phasize self-restraint in everyday interaction, usu-
ally with close others. (obedient, self-discipline,
politeness, honoring parents and elders) [loyal, re-
sponsible]

Tradition Defining goal: respect, commitment,
and acceptance of the customs and ideas that one’s
culture or religion provides. Groups everywhere
develop practices, symbols, ideas, and beliefs that
represent their shared experience and fate. These
become sanctioned as valued group customs and
traditions. They symbolize the group’s solidarity,
express its unique worth, and contribute to its sur-
vival (Durkheim, 1912/1954; Parsons, 1951). They
often take the form of religious rites, beliefs, and
norms of behavior. (respect for tradition, humble,
devout, accepting my portion in life) [moderate,
spiritual life]

Tradition and conformity values are especially
close motivationally; they share the goal of sub-
ordinating the self to socially imposed expecta-
tions. They differ primarily in the objects to which
one subordinates the self. Conformity entails sub-
ordination to persons with whom one frequently
interacts—parents, teachers, and bosses. Tradi-
tion entails subordination to more abstract ob-
jects—religious and cultural customs and ideas.
As a corollary, conformity values exhort respon-
siveness to current, possibly changing expecta-
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tions. Tradition values demand responsiveness to
immutable expectations from the past.

Benevolence Defining goal: preserving and en-
hancing the welfare of those with whom one is in
frequent personal contact (the ‘in-group’). Benev-
olence values derive from the basic requirement
for smooth group functioning and from the organis-
mic need for affiliation. Most critical are relations
within the family and other primary groups. Benev-
olence values emphasize voluntary concern for oth-
ers’ welfare. (helpful, honest, forgiving, responsi-
ble, loyal, true friendship, mature love) [sense of
belonging, meaning in life, a spiritual life].

Benevolence and conformity values both pro-
mote cooperative and supportive social relations.
However, benevolence values provide an internal-
ized motivational base for such behavior. In con-
trast, conformity values promote cooperation in
order to avoid negative outcomes for self. Both val-
ues may motivate the same helpful act, separately
or together.

Universalism Defining goal: understanding, ap-
preciation, tolerance, and protection for the welfare
of all people and for nature. This contrasts with
the in-group focus of benevolence values. Univer-
salism values derive from survival needs of indi-
viduals and groups. But people do not recognize
these needs until they encounter others beyond the
extended primary group and until they become
aware of the scarcity of natural resources. Peo-
ple may then realize that failure to accept others
who are different and treat them justly will lead
to life-threatening strife. They may also realize
that failure to protect the natural environment will
lead to the destruction of the resources on which
life depends. Universalism combines two subtypes
of concern—for the welfare of those in the larger
society and world and for nature (broadminded,
social justice, equality, world at peace, world of
beauty, unity with nature, wisdom, protecting the
environment)[inner harmony, a spiritual life]

A.2 Example Environment Setting

An example setting string for the utterance predic-
tion is:
"_task_speech
_setting_name Old Crypt, Graveyard
_setting_desc Broken stones and a iron gate clos-
ing the entrance with a name placard that the name
is worn off.
_partner_name the graveyard keeper who lives

across the yard _self_name priest
_self_persona I am here to help the needy. I am
well respected in the town. I can not accept lying.
_object_desc a gate : The gate is made out of rusty
metal. It squeaks as it swings on its hinges.
_object_desc a flowers : you can see them up close
but not afar. when noticed, you realize that they are
old.
_object_desc a name placard : The placard is made
of wood witha clear name on it.
_object_desc a stone : The stone is chipped from
being used as target practice from soldier trainees
_object_desc a placard : A sign used to display
names of buildings or notices.
_object_desc an iron gate : The gate is ornate, with
complicated iron scrollwork patterns.
_object_desc a Rake : This rake is made of care-
fully split wood with a sturdy looking handle.
Seems useful for keeping the leaves under control.
_object_desc a Cross : The cross is broken and
with a few dents in the sides.
_object_desc a bible : The bible is bound by black
leather, its pages yellowed by years of use.
_object_in_room a gate
_object_in_room a flowers
_object_in_room a name placard
_object_in_room a stone
_object_in_room a placard
_object_in_room an iron gate
_object_carrying a Rake".
The result mental state graph parsed from this set-
ting is illustrated in Figure 7.


