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Abstract
In current times, memes have become one
of the most popular mediums to share jokes
and information with the masses over the in-
ternet. Memes can also be used as tools to
spread hatred and target women through de-
grading content disguised as humour. The task,
Multimedia Automatic Misogyny Identification
(MAMI), is to detect misogyny in these memes.
This task is further divided into two sub-tasks:
(A) Misogynous meme identification, where a
meme should be categorized either as misog-
ynous or not misogynous and (B) Categoriz-
ing these misogynous memes into potential
overlapping subcategories. In this paper, we
propose models leveraging task-specific pre-
training with transfer learning on Visual Lin-
guistic models. With our best performing mod-
els, we were able to achieve rank 5 th and 10 th

on sub-tasks A and B respectively.

1 Introduction

The term "misogyny" means hatred towards
women. Misogyny can be interpreted through
multiple forms such as male privilege, sexual ha-
rassment, violence against women, objectification.
Memes that targeted women focus on appearance,
intellect, their traditional gender roles and capabili-
ties of women (Siddiqi et al., 2018).

For this, SemEval 2022 Task 5 (Fersini et al.,
2022) focuses on identifying such behaviour in a
multimodal setting (text + image). The textual cues
to this task are given in the English language. The
task is divided into two sub-tasks. The first sub-
task is modelled as a binary classification problem.
The second sub-task focuses on identifying type
of misogyny from a set of overlapping categories,
making it a multi-label classification problem.

A meme contains text superimposed on an image.
The image’s aim in a meme is generally to reinforce
a technique in the text, thus making its classifica-
tion a multimodal problem. Both the modes of
information are crucial to establishing the message

Figure 1: Example memes from the dataset showing the
multimodal nature

conveyed by the meme, which can be very differ-
ent from when the two modalities are evaluated
separately.

We experiment with Visual Linguistic (VL) Mod-
els like OSCAR (Li et al., 2020) and UNITER
(Chen et al., 2020) to understand the memes
through both modalities. We employ transfer learn-
ing to use a model trained on another similar dataset
and then finetune it on our dataset.

As task-specific pretraining has shown to im-
prove results on several NLP tasks (Gururangan
et al. (2020)), We experiment with task-specific
pretraining our VL models before finetuning it and
also finetune it on models task-specifically pre-
trained for other similar task like hateful memes
detection (Kiela et al. (2021)).

We also train BERT (Devlin et al., 2019) based
models on only the textual data, thus comparing the
performances of multimodal setting vs unimodal
settings. This comparison helps us understand how
vital each modality is and how much using both
together makes a difference.
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We discover that even though detecting misog-
yny in memes can be modelled as a multi-modal
task, it can, to a very good extent be done through
working with just the textual cues but when it
comes to detecting more subtle forms of misog-
yny, the visual cues play an important role as well.
Our system ranked 38th and 19th for sub-taskA and
sub-taskB respectively.

The paper is structured as follows: Section 2
describes the dataset along with related work. Sec-
tion 3 describes our system and model architecture.
Section 4 has information regarding the dataset size
and splits with libraries used to implement our sys-
tem. Section 5 has the discussion about the findings
from our experiments and section 6 concludes our
paper.

2 Background

Nowadays, the internet and various social media
platforms have become an intrinsic part of more
and more people’s lives. With its growth, the prob-
lems associated with it have also increased exceed-
ingly, like the increase in hate speech against cer-
tain groups including women.

Detecting misogyny and sexist slurs in general
over social media can be challenging as its overall
meaning can depend on its context and the user it
is shown. (Fasoli et al., 2015). For this, look at the
few examples in Figure 1 to exhibit the importance
of visual and textual cues.

Memes can be defined as an image, video, or
text, typically humorous in nature, that is copied
and spread rapidly by internet users, often with
slight variations. Memes in online culture have
been seen to push potential instances of misogyny
as a form of "joke" and "irony" while disguising
itself as a harmless form of humour. (Drakett et al.,
2018).

There has been previous work done to detect hate
speech and misogyny. (Pamungkas et al., 2018)
Employed Support Vector Machine(SVM) based
architectures with a novel lexicon of abusive words
to detect misogyny in English and Spanish tweets.
(Gasparini et al., 2018) compared unimodal textual
classifiers to multimodal classifiers trained with
both visual and textual features using early fusion
on a dataset of advertisements consisting of image
and text marked for being sexist.

The meme classification task is primarily a
Visual-linguistic(VL) task where we are trying
to classify data where the image can be seman-

tically correlated with the text. Traditional VL
approaches are based on primary fusion techniques
like early or late fusion, where each modality is
learned separately. However, a multimodal pre-
trained model might perform better at memes clas-
sification (Afridi et al., 2020).

Figure 2: Data Distribution of labels in the training set.

Dataset Description
The dataset (Fersini et al., 2022) contains 10,000
memes.It is furthere divided into train and dev
splits. Both tasks require the same dataset, but
each task’s final labels are different. Half of the
10,000 data points are marked positive and half
negative. Of these half marked positive, the data
is further annotated for potential overlapping cate-
gories of misogyny, namely: stereotype, shaming,
objectification and violence.

3 System Overview

We use transformer based models for both the tasks
with task specific modifications.

3.1 Pre Processing
Our text is tokenized into subwords to lookup the
embedding. For our images, features were ex-
tracted using Faster-RCNN (Ren et al., 2016) pre-
trained on the VisualGenome dataset(Krishna et al.,
2017) trained with and & without object attributes
(Anderson et al., 2018).We extract features with
object attributes of fixed box sizes 36(OSCAR36)
and 50(OSCAR50) and features without object at-
tributes of fixed box size 50 (OSCARV50).

The final input embeddings is a concatenation of
both textual and image features represented as

h[CLS], ht1 , · · · , htn , h[SEP ], hi1, · · · , him
Here h[CLS] and h[SEP ] are the vector repre-

sentations of the special [CLS] and [SEP] tokens
respectively. ht1 , · · · , htn represents the text em-
beddings and hi1 , · · · , him represents the vision
embeddings.
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(a) Text Only Models (b) VL Models

Figure 3: Proposed architectures

3.2 Task-specific Pretraining

For both the tasks, We experiment with task-
specific pretraining. Every task-specifically pre-
trained models were pretrained on two pretraining
objectives, namely Masked language Modelling
(MLM) and Image Text Matching (ITM). We also
make use of models trained on the hateful-memes
dataset (Kiela et al., 2021). We use checkpoints
from models that were:

1. Task-specifically pretrained on our dataset.
2. Task-specifically pretrained on hateful memes

dataset.
3. Task-specifically pretrained and finetuned on

hateful memes dataset.
The checkpoints for models pre-trained, fine-

tuned on hateful memes dataset were taken from
the vilio repository. 1

3.3 Sub-task A

We used OSCAR as our primary VL model, we
also experiemnt with another VL model named
UNITER.The UNITER and OSCAR pre-trained
weights are based on the BERT transformer. We
used Binary Cross Entropy as our loss function to
train our models. We trained 3 separate models on
the 3 different visual features extracted but use the
same textual features. We also experimented with
ensembling these models using simple average as
our ensembling technique.

We also train transformer-based models like
BERT and RoBERTa (Liu et al., 2019) using just

1vilio-repository,https://github.com/
Muennighoff/vilio/blob/master/SCORE_
REPRO.md

the textual cues. We use Binary Cross entropy as
our loss function to train our models.

We use the CLS token embeddings from our
transformer models and apply classification on top
of it. The complete architecture for both text only
and VL models can be seen in Figure 3.

3.4 Sub-task B

Here, instead of treating this problem as a multil-
abel classification problem, we treat it as a binary
classification problem just like sub-taskA. We train
VL models separately for each of the four labels,
namely stereotype, shaming, objectification and
violence, rather than training a single model for
all labels. We also use an ensemble of models
trained on different visual features like we did for
sub-taskA.

For our textual models, we trained BERT-based
multilabel classification models. We use cross-
entropy loss to train our models. Since there is
a significant class imbalance, we add weights to
our positive data samples while calculating the loss
function as done by researchers at (Gupta et al.,
2021).The formula is given below:

ℓ(x,y) = − 1

Nd

N∑

n=1

d∑

k=1

[
pkykn log x

k
n + (1− ykn) log(1− xkn)

]

pk =
1

fk
(|K| − fk)

(1)

Where N is the batch size, n index denotes nth

batch element, d is the number of classes, f stands
for a vector of class absolute frequencies calculated
on the train set, x is the output vector from the last
sigmoid layer, y is a vector of multi-hot encoded
ground truth labels and |K| is the size of the train
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set.

4 Experimental setup

Parameter Text Only VL
Dropout 0.3 -
BatchSize 8 4
Epochs 5 3
Learning Rate 1e-05 1e-05
Warmup - 0.1
Optimizer Adam AdamW

Table 1: Hyperparameters

The dataset contained 10,000 images along with
the corresponding texts. Half of the data is marked
positive for being misogynous. 85% of the dataset
was used to train the model, and the rest was used
to validate the model for both subtasks.

We use the VL model implementations of OS-
CAR and UNITER from the library vilio and for
image feature extraction. 2. We use huggingface 3

library for our transformers trained on just text.
The information about the hyperparameters can

be found in Table 1. All models were trained on a
GeForce RTX 2080 Ti GPU.

4.1 Evaluation Metrics
We use f1-macro scores as our primary evaluation
metrics for both the tasks. We also calculate the
accuracy scores for both tasks.

Model Accuracy F1-Macro
RoBERTalarge 68.4 68.3
BERTlarge 64.7 63.7
OSCARens 68.7 67.2
OSCAR pretrained_ens 69.5 67.8
OSCAR hm_pretrained_ens 70 68.5
OSCAR hm_finteuned_ens 59.9 59.3
UNITER ens 65.8 63.3
OSCAR + UNITER ens 68.1 66.5
OCSAR36 69.5 67.9
OSCAR50 68.2 66.3
OSCARV50 67.1 64.7

Table 2: Results: Sub-TaskA

2vilio,https://github.com/Muennighoff/
vilio

3Transformers,v4.16.2,https://huggingface.co/
docs/transformers/index

5 Results And Discussion

The detailed results from all our experiments con-
ducted can be seen in Table 2 and 3.

We here use the F1 macro scores to judge our
models. For subtaskA, We see that OSCAR ensem-
ble models, task-specifically pre-trained on hateful
memes dataset perform the best. Another interest-
ing thing to notice is the textual only RoBERTa
large model performs almost as good as our best
performing VL model and better than all other VL
models and is significantly better than BERT large.

We also see that simple average ensemble mod-
els for OSCAR perform better than each of its
constituent models, and using transfer learning
methods with model fine-tuned on hateful memes
dataset performed unexpectedly worse. It means
that even though hateful memes detection and de-
tecting misogyny in memes are closely related in
their idea, they are still not necessarily similar to
predict.

In sub-taskB, we see that the ensemble of mod-
els with task-specific pretraining on our dataset
worked the best and slightly better than the ensem-
ble with task-specific pretraining on the hateful
memes dataset. We also see that our OSCAR VL
models worked significantly better here than text-
only models like BERT and RoBERTa, which is
unexpected since the text-only models worked very
well compared to VL models in sub-taskA.

Model Accuracy F1-Macro
BERT large 31.9 45.8
RoBERTa large 35.8 45.7
OSCAR ens 41.4 52.6
OSCAR hm_pretrained_ens 42.3 52
OSCAR pretrained_ens 45.5 31.3
RoBERTa large_misogynous_labels 12.5 41

Table 3: Results: Sub-TaskB

As we observe that BERT Based models give
comparable, and in the case of RoBERTa, better
performance than almost all the VL models, it in-
dicates that detecting misogyny might not be an
utterly multimodal problem, and just the textual
cues are enough in identifying the misogyny.

We also observe that even though text-only mod-
els performed very well on misogyny detection,
they performed poorly on more fine grained clas-
sification tasks, showcasing that the visual cues
mattered as well to figure out the subtleties in the
classification of the type of misogyny.
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We also trained both textual, and VL models on
just the data points marked for misogyny as those
are the only ones where at least one of the sub-
categories of misogyny will be marked positively.
However, in this case, the models performed much
more poorly. It is because they are not trained on
examples that are not misogynous in nature and
thus perform poorly on them in the test dataset.

The scores according to the official metrics for
our best performing unimodal and multimodal mod-
els were as follows: Sub-taskA: RoBERTa large:
68.3; OSCAR hm_pretrained_ens: 68.6; Sub-taskB:
RoBERTa large: 63.6; OSCAR hm_pretrained_ens: 69.1

6 Conclusion

In this paper, our experiments indicate that al-
though misogyny detection in memes is designed as
a multi-modal setting, the textual cues also perform
very well and, in some instances, better than Visual
Linguistic models. We also found out that when
it comes to detecting more subtle forms of misog-
yny, visual cues seem to help in the classification
task and perform better than transformer models
with just textual cues. More work can be done to
improve the results. Future work like experiment-
ing with more upcoming VL models, employing
better techniques to address the class imbalance,
and using more advanced ensembling techniques
like Rank Averaging, Power Averaging & Simplex
Optimization can improve results.
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