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Abstract

This paper describes our system used in the
SemEval-2022 Task 7(Roth et al.): Identifying
Plausible Clarifications of Implicit and Under-
specified Phrases. Semeval Task7 is an more
complex cloze task, different than normal cloze
task, only requiring NLP system could find the
best fillers for sentence. In Semeval Task7,
NLP system not only need to choose the best
fillers for each input instance, but also evaluate
the quality of all possible fillers and give them
a relative score according to context semantic
information. We propose an ensemble of differ-
ent state-of-the-art transformer-based language
models(i.e., RoBERTa and Deberta) with some
plug-and-play tricks, such as Grouped Layer-
wise Learning Rate Decay (GLLRD) strategy,
contrastive learning loss, different pooling head
and an external input data preprecess block be-
fore the information came into pretrained lan-
guage models, which improve performance sig-
nificantly. The main contributions of our sys-
tem are 1) revealing the performance discrep-
ancy of different transformer-based pretraining
models on the downstream task; 2) presenting
an efficient learning-rate and parameter atten-
uation strategy when fintuning pretrained lan-
guage models; 3) adding different constrative
learning loss to improve model performance;
4) showing the useful of the different pooling
head structure. Our system achieves a test ac-
curacy of 0.654 on subtask1(ranking 4th on the
leaderboard) and a test Spearman’s rank corre-
lation coefficient of 0.785 on subtask2(ranking
2nd on the leaderboard).

1 Introduction

Cloze tasks have become a standard framework for
evaluating various discourse-level phenomena in
NLP. Some prominent examples include the narra-
tive cloze test(Hoshino and Nakagawa, 2007), the
story cloze test (Xie et al., 2020), and the LAM-
BADA word prediction task(Paperno et al., 2016).
In these tasks, NLP systems are required to make

a prediction about the filler of a cloze that is most
likely to continue the discourse. However, these ex-
isting cloze tasks focus on the accuray of choosen
fillers, ignore evaluating the absolute quality of all
possible predictions.

The goal of Semeval 2022 Task7 is to evaluate
the ability of NLP systems to distinguish between
plausible and implausible clarifications of an in-
struction. The task is formulated as a complex
cloze task, which involve two sub tasks. In Sub task
1, for each(sentence, filler) pair, NLP system need
to classify four fillers into plausible, implausible
or neutral and the evaluating indicator is accuracy.
In Sub task 2, for each pair, NLP system need to
predict scores for five fillers and the evaluating in-
dicator is Spearman’s rank correlation coefficient.

Since 2018, NLP models have adopted the con-
cept of pre-training on a diverse corpus of unla-
belled text, followed by supervised finetuning on
specific tasks. Pretrained models are built to sim-
ulate anthropomorphic learning, wherein existing
knowledge can be adapted to new tasks without
doing any training on these tasks from scratch - a
requirement of traditional machine learning models.
By now, these pre-trained large language models
such as Bert(Devlin et al., 2018), Roberta(Liu et al.,
2019),Xlm-roberta (Conneau et al., 2019), De-
berta(He et al., 2021) has been widely used to solve
all kinds of language understanding tasks. Ad-
ditionally, fine-tuning self-supervised pre-trained
models has significantly boosted state-of-the-art
performance on natural language processing (NLP)
tasks. Many evidence showing models with pre-
trained commonsense knowledge can be well ap-
plied in the field of cloze task(Cui et al., 2020),
because cloze task needs commonsense language
knowledge and genera language knowledge.

Additionally, there are many training tricks can
be used to improve the performance and gener-
alization ability of the large pre-trained language
models. First, adding contrastive learning loss in
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supervised task, such as Ntxent loss(Chen et al.,
2020). Second, in case of pretrained language mod-
els’ catastrophic forgetting in funtuning period, we
set different learning rate and weight decay rate for
different pre-trained language model layers(Zhang
et al., 2021). Third in order to get the best sentence
embedding, trying different pooling head is neces-
sary. Inspired by these discoveries, we designed
two NLP system for sub-task1 and sub-task2.

2 Task Setup

Formally, each instance in dataset is composed of 5
sentences, 5 fillers, 1 clarification phenomena and
1 score:

• Article title : title of the wikiHow article in
which the sentence occurs.

• Section header : heading of the section
which the sentence is part of.

• Previous context : a couple of sentences
that occur before the sentence in question -
omissions are marked by "(...)".

• Sentence : the sentence with a placeholder
"..." that marks where the fillers should be
inserted.

• Follow − up context : a couple of sentences
that occur after the sentence in question -
omissions are marked by "(...)".

• Filler1− Filler5 : the five different fillers.

• Score : is the quality score of each candidate
word, range from 1 to 5.

• Resolved pattern : name of the clarification
phenomenon (cf. list above: implicit refer-
ence, fused head, added noun, metonymic ref-
erence.)

As showing in figure 1, this task is a cloze task,
using fillers(Filler1 to Filler5) to insert a blank at
the position in the text(e.g. Screw each stringer to
___ the deck frame with a drill, use L-brackets and
deck screws to attach the stringers to the deck.).
Additional, article title(), section header,previous
and fellow-up sentence, resolved pattern are given.

Sub-task 1 is a classification sub-task, the eval-
uation metrics is overall accuracy. According to
rules, converting each real-valued gold score to a
class label as follows:

Figure 1: Data Instance.

• score <= 2.5 : IMPLAUSIBLE

• 2.5 < score < 4 : NEUTRAL

• score >= 4 : PLAUSIBLE

Subtask2 is a regression subtask, our system
need to predict each instance’s gold plausibility
score. The submissions will be scored based on
Spearman’s rank correlation coefficient which com-
pares the predicted plausibility ranking over all test
instances with the gold ranking.

3 Data Summary and Analysis

3.1 Data Construction

We try two different methods to preprocess input
data.

Strategy One: We simplely concatenate re-
solved pattern, article title, section header, previous
context, sentence and follow-up context first. And
then fill the blank spaces with 5 fillers separately.
Finally in order to highlight fillers information, we
add special symbols "<e>" before and after fillers.

Strategy Two: Since Resolved pattern is kind
of category feature which is different than the other
text features, We first replace resolved pattern with
their explanations. And then connecting explana-
tions to the other information. Finally, adding spe-
cial symbols "<e>" before and after fillers. The
explanation of resolved pattern showing below:

MPLICIT REFERENCE: In the original version
of a sentence, there is an implicit reference to a
previously mentioned entity. The revision makes
this reference explicit.

FUSED HEAD: In the original version, there is
a noun phrase where the head noun is missing. The
revision adds that noun.

ADDED NOUN: The revision adds a compound
modifier to a noun to make its meaning more spe-
cific.

METONYMIC REFERENCE: In the original
version, a noun is used in a metonymy. The revision
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Figure 2: Label Distribution.

Figure 3: Score Distribution.

makes the particular component or aspect of a noun
explicit that is meant.

We adopt two kinds of preprocess methods in
our experiment and Strategy Two showing a better
performance.

3.2 Data Analysis
We can see the label distribution and score distribu-
tion in Figure 2 and Figure 3. The largest number
of labels is a plausible and the average score is near
3.5.

4 Methodology

For this task, we have tried a variety of modeling,
optimization methods, learning rate schedule and
different constrative learning loss. Details are de-
scribed below.

4.1 Model Design
We design same model architectures for this two
sub-task. Our model is based on different pre-
trained models, such as roberta, xlmroberta and
deberta. After these pre-trained block, we set dif-
ferent pooling head to replace cls head in order to
get better sentence information. We try 3 differ-
ent head, mean-max pooling head, cls head and
lstm + attention head, and all the pooling structures
showing good performance in our experiments.

CLS Pooling Head: CLS Pooling Head is the
last layer hidden-state of the first token of the se-
quence (classification token) further processed by

a Linear layer and a Tanh activation function. The
Linear layer weights are trained from the next sen-
tence prediction (classification) objective during
pretraining. We reset cls top linear layer weights
in finetuning. We believe this weights are over
fitting NSP task that have a bad effect on further
finetuning.

Mean-Max Pooling Head: We consider the last
hidden state [batch, maxlen, hidden_state], then
take max across maxlen dimensions to get max
pooling embeddings. For mean pooling, we also
consider the last hidden state, the average across
max length dimensions to get averaged/mean em-
bedding. Finally we concatenate this two embed-
ding and further processed by a Linear layer.

LSTM plus Attention Pooling Head: Since
LSTM network is inherently suitable for process-
ing sequential information, we can use a LSTM
network to connect all token of last hidden state
[batch, maxlen, hidden_state], and the output
of the all LSTM cell [batch, nums_LSTM_cell,
LSTM_hidden_state] is used as input of next dot-
product attention module. After dot-product atten-
tion module, we pass the pooled output to a fully
connected layer for label prediction.

4.2 Training Details

Our system adopt grouped layer-wise learning rate
decay(GLLRD)(Ginsburg et al., 2018) as main
learning rate and weight decay strategy. GLLRD is
a method that applies higher learning rates for top
layers and lower learning rates for bottom layers.
This is accomplished by setting the learning rate of
the top layer and using a multiplicative decay rate
to decrease the learning rate layer-by-layer from
top to bottom.

In our experiment, We set 3 parameter group
for 24-layers pretrained large language models,
first group include 0 to 7 pretrained layers; sec-
ond group include 8 to 15 pretrained layers; third
group include 16-23 pretrained layers. We design a
base learning rate 1e-5 for group 2(8-15 pretrained
layers); A lower learning rate 1e-5/1.6 for group 1;
A higher learning rate 1e-5 * 1.6 for group3; And
a much higher learning rate(2e-4) for top layers.

The goal is to modify the lower layers that en-
code more general information less than the top
layers that are more specific to the pre-training
task. This method is adopted in fine-tuning several
recent pre-trained models, including Roberta, Xlm-
roberta and Deberta-v3(Zhang et al., 2021). Addi-
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tionally, we adopt cosine_warmup in our learning
rate scheduler and we adopt AdamW with opening
bias correction. For task7 dataset, if not open bias
correction, will lead to huge fluctuations in model
performance.

4.3 Loss Function Design

Our system involve 3 kinds of loss, Classification
loss(CrossEntropy loss), regression loss(MSE loss)
and contrastive loss(NTXent loss). Inspired by re-
cent contrastive learning algorithms, our system
adopt NTXent loss as sencond loss which is pro-
posed in SimCLR. Contrastive loss learns represen-
tations to maximize agreement between differently
augmented views of the same data example in the
latent space.In this task, our system need to evalu-
ate the quality of all possible fillers, NTXent loss
can help system get more robust sentence represen-
tation to classify all fillers.

For NTXent loss, We randomly sample a mini-
batch of N examples and define the contrastive
prediction task on pairs of augmented examples
derived from the minibatch, resulting in 2N data
points.We do not sample negative examples ex-
plicitly. Instead, given a positive pair, similar to
(Chen et al., 2017), we treat the other 2(N − 1) aug-
mented examples within a minibatch as negative
examples. Let sim(u, v) = u⊤v/||u||||v|| denote
the dot product between ℓ2 normalized u and v
(i.e.cosine similarity). Then the loss function for a
positive pair of examples (i, j) is defined as (Chen
et al., 2020):

ℓi,j = − log
exp

(
sim

(
zi, zj

)
/τ

)

∑2N
k=1⊮[k ̸=i] exp

(
sim (zi, zk) /τ

)

(1)
where ⊮[k ̸=i] ∈ (0, 1) is an indicator function

evaluating to 1 iff [k ̸= i] and τ denotes a tempera-
ture parameter. The final loss is computed across
all positive pairs, both (i, j) and (j, i), in a mini-
batch.

In subtask 1, we adopt the weighted average
method to obtain the final loss between CrossEn-
tropy loss and NTXent loss. The method is as
follows:

Losstotal = LossCE + αLossNTX , (2)

where LossCE is CrossEntropy loss,LossNTX is
NTXent loss, α = 0.1

In subtask 2, we adopt the final weighted average
method to obtain the final loss between MSE loss
and NTXent loss. The method is as follows:

Losstotal = LossMSE + αLossNTX (3)

where LossMSE is MSE loss,LossNTX is NTXent
loss, α = 0.1.

5 Experiments

5.1 Experiment Settings

In order to get better performance in this few-
sample dataset, We apply AdamW as an optimiza-
tion algorithm with 10% steps of warmup and
open the the correct_bias item (Zhang et al., 2021).
For hyperparamete, we fine-tune the uncased, 24-
layer RobertaLarge, Xlm−RobertaLarge and
DebertaLarge model with batch size 40, dropout
0.2, cosine_warmup 1e-2. Additionally we adopt
grouped layer-wise learning rate decay strategy
with base learning rate 1e-5, weight-ratio 1.6 and
a much higher learning 2e-4 for top pooling lay-
ers, mentioned in 4.2 Training Details. We used
stratified k-fold method to split training data into 5
folds.

5.2 Experimental Results

We separate trained our system for sub-task1 and
sub-task2. In both sub-task, we adopt sentence
embedding to settle the further classification and
regression works. As showing in Table 1, for each
method, the score we report here is the average
score of the experiment results. From Table 1, we
see that the deberta-v3 model showing the best
overall performance on both sub-task1 and sub-
task2. In sub-task1, we can find deberta model is
at least 2% higher than roberta model and 1.8%
higher than xlm-roberta model. On sub-task2, de-
berta model’s improvement is much higher, com-
pared with roberta and xlm-robera, deberta has an
improvement of more than 4.5% and 3.1% respec-
tively. More important, data construction method 2
replacing resolved pattern with their explanations
also provided a performance boost, around 0.7%
in both sub-task. GLLRD strategy and contrastive
loss bring a great improvement, neary 1% and 0.5%.
Different pooling head also bring different influ-
ence in final score, Lstm + Attention head showing
the best performance, which can reach 0.649 in
sub-task1 and 0.782 in sub-task2 . Totally, after try-
ing different method and model fusion, our system

1087



Pretrained
model

Data
Construction

Method

Pooling
head GLLRD Contrastive

loss
ACC @

subtask1

Spearman
coefficient

@ subtask2

Strategy One
CLS

Pooling
False — 0.602 0.696

Strategy Two
CLS

Pooling
False — 0.608 0.704

Strategy Two
CLS

Pooling
True — 0.619 0.714

Strategy Two
CLS

Pooling
True NTXent 0.624 0.718

Strategy Two
Mean-
Max

Pooling
True NTXent 0.626 0.717

Strategy Two

LSTM
plus

Attention
Pooling

True NTXent 0.628 0.725

Strategy Two
CLS

Pooling
True NTXent 0.626 0.738

Strategy Two
Mean-
Max

Pooling
True NTXent 0.625 0.736

Strategy Two

LSTM
plus

Attention
Pooling

True NTXent 0.629 0.740

Strategy Two
CLS

Pooling
True NTXent 0.647 0.771

Strategy Two
Mean-
Max

Pooling
True NTXent 0.645 0.773

Strategy Two

LSTM
plus

Attention
Pooling

True NTXent 0.649 0.782

Multi
model
Fusion

— — — — 0.654 0.785

roberta-large

xlm-roberta-large

deberta-v3-large

Table 1: Experiment results for sub-task1 and sub-task2

reach a test accuracy of 0.654 on sub-task1 and a
test Spear-man coefficient of 0.785 on sub-task2.

6 Conclusion

This paper propose a complex system with GLLRD
strategy, contrastive loss, input data construction
block, different pretrained models and different
pooling head structure. It solves the problem of

how to evaluate the quality of all possible fillers in
cloze task. Experiments on SemEval task 7 datasets
demonstrate that using our system can advance the
normal cloze task models.
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