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Natural Language Processing and Speech Processing for under resourced languages.
Fourteen papers have been submitted to NSURL 2022. Seven of them have been accepted. All the papers have been
presented orally.
We would like to acknowledge the support provided by University of Trento and Data-Scientia. We would like also
to express our gratitude to the organizing and the program committees for the hard and valuable contributions.
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Abstract

In a hybrid automatic speech recognition
(ASR) system, a pronunciation lexicon
(PL) and a language model (LM) are es-
sential to correctly retrieve spoken word
sequences. Being a morphologically com-
plex language, the vocabulary of Malay-
alam is so huge and it is impossible to build
a PL and an LM that cover all diverse word
forms. Usage of subword tokens to build
PL and LM, and combining them to form
words after decoding, enables the recovery
of many out of vocabulary words. In this
work we investigate the impact of using syl-
lables as subword tokens instead of words
in Malayalam ASR, and evaluate the rel-
ative improvement in lexicon size, model
memory requirement and word error rate.

1 Introduction
Malayalam belongs to the Dravidian family of
languages with high morphological complex-
ity (Manohar et al., 2020). Productive word
formation in Malayalam by agglutination, in-
flection, and compounding leads to very long
words with phonetic and orthographic changes
at morpheme boundaries. This creates a large
number of low frequency words and it is prac-
tically impossible to build a pronunciation lex-
icon that covers all complex wordforms.
A hybrid automatic speech recognition

(ASR) decoder is built using an acoustic model,
a language model (LM) and a pronunciation
lexicon (PL). The acoustic model is a map-
ping between the acoustic features and the
phonemes of the language (Georgescu et al.,
2021). The LM is a learnt representation
of word sequence probabilities. The PL is
a dictionary where the pronunciation of each

∗Also affiliated with APJ Abdul Kalam Technolog-
ical University, Kerala, India

Figure 1: An open vocabulary hybrid ASR system,
with subword based LM and PL.

word or subword is described as a sequence
of phonemes. These are composed into a
weighted finite state transducer in a typical
hybrid ASR decoder (Povey et al., 2011).
Words not covered in the LM and the PL

are called the out of vocabulary (OOV) words
and they can not be recovered by the ASR de-
coder (Braun et al., 2021; Smit et al., 2021).
However the use of subword tokens in an ASR
for morphologically complex languages can re-
cover a portion of OOV words by combining
subword tokens to words. Figure 1 illustrates
a hybrid open vocabulary ASR system. Spe-
cial marker symbol ‘+’ at subword boundaries
enables the recovery of words.
Subword tokenization is carried out either

through linguistically motivated rule based ap-
proaches or language independent data-driven
approaches (Smit et al., 2021). However, there
is no single algorithm that works fine for all
languages. Even though the usage of sub-
word tokenization for open vocabulary ASR
has been thoroughly investigated (Hirsimäki
et al., 2006; Choueiter et al., 2006; Wang et al.,
2020; Zhou et al., 2021), there has not been
much exploration in this regard in Malayalam
language.

1



Algorithm 1 Syllable Tokenization Algorithm
1: procedure Syllable boundary tagging
2: c_v ← consonant + virama
3: Type 1 ← <BoW> + vowel+[anuswara, visarga, chillu] ? ▷ ? indicates optionality
4: Type 2 ← consonant + vowelsign ? + [anuswara, visarga, chillu]?
5: Type 3 ← c_v * + consonant ▷ * indicates one or more occurence
6: Type 4 ← c_v ? + consonant + ◌ു? + virama + <EoW>
7: syllable ← [Type 1, Type 2, Type 3, Type 4] ▷ Defines a syllable
8: SyllableBoundaryTagger: <BoS>+ syllable + <EoS> ← syllable
9: end procedure

2 Related Works
Morpheme based subword tokenization has
been proposed for ASR in many morpholog-
ically complex languages including Finnish,
Arabic and Swedish (Choueiter et al., 2006;
Smit et al., 2021). Syllable like units called
vowel segments have been proposed to improve
the ASR performance of Sanskrit, which is
an inflectional language (Adiga et al., 2021).
Data driven methods of tokenization using
byte pair encoding (BPE) and Morfessor has
been employed in the development of bilin-
gual Hindi-Marathi ASR for improved per-
formance and reduced complexity (Yadavalli
et al., 2022). The sole work on the usage
subword tokens for Malayalam ASR (Manghat
et al., 2022) applies the linguistic information
on a data-driven method to improve the word
error rate (WER).
In the current work, we investigate the im-

provement that can be brought in by the lin-
guistically motivated syllable subword tokens
to address the issue of OOV recovery in Malay-
alam ASR. We evaluate the syllable subword
ASR in terms of the WER, the lexicon size and
the model memory requirement and compare
it with the conventional word based PL and
LM. This work is planned to be extended to
analyse the impact of other data-driven meth-
ods for subword tokenization, in future.

3 Tokenization Algorithm
The characters in Malayalam script can
be classified as: (i) vowels, (ii) vowel
signs, (iii) consonants, (iv) special consonants
(anuswara, visarga and chillu) and (v) the
multi-functional character virama. A conjunct
in Malayalam is a sequence of consonants sep-
arated by a virama in between. The writ-

ing system of Malayalam is alphasyllabary in
nature (Bright, 1999). It means each stan-
dalone pronunciation unit is a syllable. If
words are randomly split during tokenization,
as in SOPHIA /soʊfiə/ being tokenized as
SOP and HIA, the pronunciation can not be
segmented in a valid way. Syllable tokens be-
ing valid pronunciation units, they can be de-
scribed as a sequence of phonemes in the PL.
A syllable in Malayalam can be a consonant

or a conjunct, followed by an optional vowel
sign. A standalone vowel is also a syllable, that
occur only at word beginnings. Whenever a
special consonant appears, it becomes the syl-
lable ending consonant (Nair, 2016). These lin-
guistic rules for syllable tokenization has been
computationally implemented as in Algorithm
1, by Manohar et al. (2022) and made available
as part of the Mlphon Python library1.

4 Datasets

We use the publicly available open licensed
Malayalam read speech datasets in our experi-
ments. Every speech recording is associated
with a textual transcript in the Malayalam
script. As shown in Table 1, we divide the
available speech into train and test, ensuring
that speakers and speech transcripts are not
overlapped. The train datasets are combined
to get 1125 minutes (≈ 19 hours) of speech
for acoustic model training. T1, T2 and T3
are the datasets used for testing. Except T3,
all datasets are studio recorded read speech
of formal sentences belonging to the same do-
main. T3 is mostly conversational sentences,
recorded by volunteers in natural home envi-
ronments, making it an out-of-domain test set.
To create the LM, we use the sentences from

1https://pypi.org/project/mlphon/
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Table 1: Details of Speech datasets used in our experiments.

Name Corpus #Speakers #Utterances Duration Environment
(minutes)

Train 1 (Baby et al., 2016) 2 8601 838 Studio
Train 2 (He et al., 2020) 37 3346 287 Studio
T1 (Prahallad et al., 2012) 1 1000 98 Studio
T2 (He et al., 2020) 7 679 48 Studio
T3 (Computing, 2020b) 75 1541 98 Natural, Noisy

the speech transcripts and combine it with
the curated collection of text corpus published
by SMC (Computing, 2020a) that amounts to
205k unique sentences. From this, every sen-
tence that appears in our test speech dataset
is explicitly removed to prevent overfitting.

5 Methodology

To develop a hybrid ASR system, we need to
build an acoustic model, an LM and a PL. The
acoustic model is set as a common component
in both word and syllable token based ASR.
The LM is a statistical ngram model of words
or syllables. To study the impacts of lexicon
size we create word and syllable token based
PL of different sizes. Each of these compo-
nents is explained in the following subsections.

5.1 Acoustic Model
The acoustic model is trained using time delay
neural networks (TDNNs) with Kaldi toolkit
(Povey et al., 2011). Acoustic features used in
TDNN training are: (i) 40-dimensional high-
resolution MFCCs extracted from frames of
25 ms length and 10 ms shift and (ii) 100-
dimensional i-vectors computed from chunks
of 150 consecutive frames (Saon et al., 2013).
Three consecutive MFCC vectors and the i-
vector corresponding to a chunk are concate-
nated, resulting in a 220-dimensional feature
vector for a frame (Georgescu et al., 2021).
This acoustic model is trained on a single
NVIDIA Tesla T4 GPU.

5.2 Language Models
A statistical view of how words are combined
to form valid sentences is provided by the
ngram model. Word sequence probabilities
could be computed by analysing a large vol-
ume of text. In a 2-gram, a history of one
previous word is required. We build ngram

language models of orders n=2, 3 and 4 on
the text corpus described in section 4 using
SRILM toolkit (Stolcke, 2002).
Building LM using word tokens is straight-

forward, as space is considered as the default
delimiter between words. However to build
LM using syllable tokens instead of words,
we need to syllabify the text corpus. Using
Mlphon Python library, the text corpus is to-
kenized to syllables (Manohar et al., 2022). In
order to identify syllables that occur at word
medial positions, we have used '+' as a marker
symbol.

Table 2: Samples of text from LM training corpus

Word അവൻവളഇടുകയില്ല
/aʋan ʋaɭa iʈukajilla/

Syllable അ+വൻവ+ ളഇ+ ടു+ ക+ യി+ ല്ല
/a+ ʋan ʋa+ ɭa i+ ʈu+ ka+ ji+ lla/

In this approach, reconstruction of words is
straightforward, as the marker indicates the
positions for joining the following syllable. In
the syllabified text, space is the delimiter be-
tween syllable tokens. Excerpts from the text
copora used for training word and syllable to-
ken based LM are shown in Table 2.

5.3 Pronunciation Lexicons

Table 3: An excerpt from word PL and correspond-
ing syllable PL.
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Figure 2: Logarithmic plot of word rank versus
word frequency in the text corpus.

Sample entries in word PL and correspond-
ing syllable PL are described in Table 3. To be-
gin with, we create a word based PL that con-
tains all unique words in the train audio tran-
scripts which amounts to 25604 entries. This
first lexicon is referred to as PL1W . To study
the impact of lexicon size on OOV rate and
corresponding changes in WER, we expand
PL1W . New words are added to the lexicon
based on their frequencies in the LM training
corpus. When words in this corpus is ranked
in the order of their frequencies, we obtain a
word frequency profile as shown in Figure 2.

It can be seen that a huge portion of the cor-
pus is covered by filling the PL with high fre-
quency words. We add words with at least 5, 4,
and 3 occurrences to PL1W to obtain the pro-
nunciation lexicons PL2W , PL3W and PL4W
respectively. Subword lexicons PLiS , with syl-
lables as entries are derived from PLiW , where
i = 1, 2, 3, 4. The unique list of syllable tokens
from every word PL is obtained to create the
corresponding syllable PL. The number of en-
tries in the syllable and word PL are presented
in Table 4.

Table 4: The size of lexicons used in word and
syllable based experiments

Lexicon Size Lexicon Size
PL1W 25604 PL1S 3524
PL2W 53240 PL2S 5247
PL3W 62483 PL3S 5643
PL4W 79950 PL4S 6351

The syllable tokens corresponding to each
word in PLiW , is created with the marker sym-
bol '+', as described in section 5.2. The pronun-
ciation of word and syllable tokens in PLiW
and PLiS are derived using Mlphon python
library (Manohar et al., 2022).

6 Experimental Results

Combining the common acoustic model with
the word LM, we build four different word
based ASR by choosing one of PLiW . Percent-
age of OOV words in different test datasets de-
creases with increase in the vocabulary size, as
expected and is illustrated in Figure 3. Based
on this, T1 can be considered as a low OOV
test dataset, T2 a medium OOV test dataset
and T3 a large OOV test dataset.

Figure 3: Lexicon size and OOV rate of test
datasets

We repeat the above experiments with the
LM training corpus and lexicons in syllabified
form. Lexicons with syllables as entries are
significantly smaller than word based lexicons,
as indicated in Table 4 and are able to decode
speech with improved WER on test datasets
with medium to large OOV word rate. WER is
computed by equation (1), based on the num-
ber of words inserted (I), deleted (D) and sub-
stituted (S) in the predicted speech when com-
pared to the number of words (N) in ground
truth transcript.

WER =
I +D + S

N
(1)

We report the WER on different test
datasets in Figure 4. On the test set T1,
where OOV rates are very low (less than 6%),
word based model perform well irrespective of
ngram orders, the best being 9.8%, while the
best WER given by syllable models on T1 is
only 12%. It shows syllable tokens are not
advantageous in terms of WER in low OOV
scenarios. The WER is generally high as ex-
pected on the out of domain test set T3, where
almost half the words are OOV and the record-
ing environment is drastically different from
the train datasets.
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Figure 4: WER on different test datasets

Comparing the best WER, syllable based
lexicons shows an improvement by 10% on
T2 and by 7% on T3 than the correspond-
ing word models. Since the previously pub-
lished work on subword ASR for Malayalam
(Manghat et al., 2022), was tested on a pri-
vate dataset, the comparison of results is not
meaningful and hence not attempted.

Ngram order and WER
For the word PL, increasing the ngram order
imparts only nominal improvement in WER.
This could be attributed to the sparse distri-
bution of words due to the morphological com-
plexity of Malayalam. The WER of the sylla-
ble PL does not show an improvement than the
word PL for ngram order of 2. But the WER
on syllable PL drastically reduces by 12% on
T2 and by 6% on T3, when ngram order is in-
creased from 2 to 3 and then it stabilizes. The
mean word length in our test datasets is 3.2
syllables, providing the cause for the greatest
improvement at this ngram transition.

Ngram order and Model Size

Figure 5: Model Size for word and syllable ASR.

To study the the model memory require-
ment, we compute the size of weighted FST
graph (HCLG.fst) used for decoding. The
model sizes corresponding to the largest word

and syllable lexicons PL4W and PL4S , where
the WER are the best, are presented in Figure
5.
The memory requirement is generally high

for word based models and it increases with
the ngram order. The syllable tokens with
much lower memory requirement at smaller
ngram orders, show a rapid rise in model size
with the increase in ngram order. There is
a trade-off between the model size and the
WER, while choosing the ngram order. For
the ngram order of 3, ASR with syllable to-
kens having half the model size perform bet-
ter in WER by 6% than the best word based
model, as illustrated in Figures 4 and 5.

Lexicon Size and WER
There is a substantial WER improvement,
when switching from PL1W to PL2W and
PL1S to PL2S , where the reduction in OOVs
is the largest. Improvement in WER with sub-
sequent lexicon expansions is nominal, as the
added entries in the lexicons are low frequency
words.

7 Conclusions

The comprehensive evaluation of syllables as
subword tokens for building an open vocabu-
lary hybrid ASR model is a pioneer attempt
of its kind in Malayalam language. The pro-
posed syllable based LM and PL in Malay-
alam demonstrate remarkable improvement in
WER on medium and large OOV test sets, by
10% and 7% respectively . If the test datasets
are free from OOV words, word based mod-
els outperform syllable models. Furthermore,
syllable models with about half the model
size have better WER than the correspond-
ing word based ones, proving the effectiveness
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of syllable token based subword modelling on
morphologically complex language like Malay-
alam. The optimal choice of ngram order
based on the trade-off between model size and
WER, depends on the subword tokenization
technique. This study opens scope for investi-
gating the impacts of other subword tokeniza-
tion methods for Malayalam ASR.
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Abstract

A significant portion of social media consists
of code-mixed data, as the number of users
from India continues to grow rapidly. The phe-
nomenon of mixing words belonging to differ-
ent languages in conversations is referred to as
code-mixing. As we continue to advance our
social networks, it becomes imperative to ac-
curately classify posts so they may be seen by
a wider, more appropriate audience. Classifi-
cation becomes harder in light of a substantial
lack of labeled Hindi-English ground-truth data
- owing to the inconvenience of human anno-
tation and the relative difficulty of scraping.
Supervised methods tend to suffer from such
a deficiency of labeled data, especially SOTA
models which require a considerable number of
labeled examples to give good results. Hence,
this paper outlines a novel semi-supervised
method that can be used for binary classifica-
tion of humorous Hindi-English code-mixed
data. The GAN-BERT architecture (Croce
et al., 2020) is modified to optimize results for
code-mixed data. The paper also contrasts this
method with various unsupervised techniques.
We look into different embedding techniques
such as LASER, FastText, and BERT for un-
supervised classification. Fine-tuned Hinglish
BERT integrated into the GAN-BERT architec-
ture surpassed all other methods on the test set
with an accuracy of 87.5%.

1 Introduction

In a multilingual society, the usage of code-mixed
languages is a common occurrence. A significant
part of the content available on social media is
code mixed. This code-mixed data is a challenge
in the field of natural language processing because
its characteristics completely vary from the tradi-
tional structures of standard languages. This makes
the processing of such content significantly harder.
Humor Detection has been one of the most intrigu-
ing problems in Natural Language Processing as
it requires a deep semantic understanding of the

text. Most past research has been focused on detect-
ing humor in unmixed languages but owing to the
tremendous amount of code-mixed data available
online there is a need to develop ways to detect
humor in code- mixed data as well. We are also
aware that obtaining labeled data for any task is a
costly and time-consuming process. A viable solu-
tion to this problem is adopting a semi-supervised
approach to identify the patterns even in a small
dataset. One such semi-supervised method is imple-
mented within the Semi-Supervised Generative Ad-
versarial Network BERT (SS-GAN-BERT) .(Croce
et al., 2020) The model takes a combination of
labeled and unlabelled data as input where the pro-
portion of labeled data is significantly smaller than
the unlabelled samples. Here, a generator produces
“fake” examples resembling the data distribution,
while BERT is used as a discriminator.

In this work, we explore semi-supervised and un-
supervised approaches for detecting humor in code-
mixed languages. The semi-supervised method
deals with modifying the current GAN-BERT ar-
chitecture by replacing the BERT model with mul-
tiple specialized, regional language-based BERT
models. This also adds a novel aspect to our study
since this kind of approach has not been used be-
fore to the best of our knowledge. Additionally, for
the semi-supervised methods, this paper also exper-
iments with semi-supervised SGD. Unsupervised
methods include obtaining sentence embeddings
of Hindi-English code mixed data and clustering
to classify them into humorous and non-humorous
sections.

2 Related Work

Many researchers and practitioners from industry
and academia have been attracted to the problem of
text classification of code-mixed languages and hu-
mor detection. (Arora, 2020)proposed pretraining
ULMFiT on synthetically generated code-mixed
data, generated by modeling code-mixed data gen-
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eration as a Markov process using Markov chains.
(Gautam et al., 2021) used pre-trained models,
fine-tuned on English-only tasks, and fine-tuned
these models on translated code mixed datasets
and achieved state-of-the-art results. To translate
English-Hindi code mixed data to English, mBART
was used. Here, words were transliterated infor-
mally without any standard rules and no formal
data sources were used. (Yadav and Chakraborty,
2020) provides an experimental analysis of logis-
tic regression, naive Bayes, decision tree, random
forest, and SVM on our code-mixed data for clas-
sification tasks so as to create a benchmark for
further research. They have also created a corpus
for Dravidian languages in the context of sentiment
analysis and offensive language detection tasks.
(Conneau et al., 2019) has shown that cross-lingual
embeddings can be made in a totally unsupervised
way, i.e. they only require monolingual embed-
dings of the respective languages

3 Dataset

This dataset is populated with Hindi-English code
mixed tweets scraped from Twitter. It is a sub-
set of the dataset mentioned in the paper (Khan-
delwal et al., 2018). The creators of the origi-
nal dataset used Python’s twitterscraper to build
the corpus. The tweets were annotated manu-
ally. Facts were automatically considered non-
humorous and insults, irony, jokes, and anecdotes
were labeled as humorous. An agreement of 0.821
Fleiss’ and Kappa score for inter-annotator mea-
sure was achieved while annotating this dataset.
The makers made sure to keep a good mix of topics
in the dataset as they did not want the tweets to
be domain dependent and the classification to be
based upon semantic differences.

The original dataset, as available today, has a
collection of tweet IDs without the tweet text. A
number of tweets from this dataset have been re-
moved from the platform. With the use of Twitter
API v2, we were able to retrieve the text of the
remaining tweets for training.

For the semi-supervised approach, the data was
divided into a ratio of 1:100 for labeled vs unla-
belled tweets as suggested by the authors of the
original GAN-BERT paper(Croce et al., 2020). We
used 46 labeled tweets and 4616 unlabelled tweets
from the dataset. For testing, we used another 296
tweets. We attempted to keep an even distribution
of humorous vs non-humorous tweets in each of

the three sections: labeled, unlabelled, and test
data. For unlabelled tweet data, the labels of tweets
available in the corpus were removed and replaced
with a placeholder ‘UNK’. For the unsupervised
approach, all 4662 tweets were stripped of their
labels and clustered. Once more, 296 tweets were
used as the test set.

4 Proposed Method

We are well aware that code mixed languages are
under-resourced and obtaining annotated data for
them is a costly process. In this work, we explore
techniques that rely more on unlabeled data, which
is easier to procure, and hence we utilize various
semi-supervised and unsupervised models for the
task of humor detection in code-mixed tweets. For
semi-supervised models, we ran experiments by
varying the BERT models, epochs, and dropout rate
whereas for unsupervised models we try combina-
tions for different word embeddings with various
clustering algorithms. ‘

4.1 Semi-Supervised Method

We utilize the GAN-BERT architecture (Croce
et al., 2020). As specified in their paper, we use
a ratio of 1:100 as the ratio between labeled and
unlabelled examples. The Generator component
generates a set of fake samples from a given noisy
distribution. The unlabelled and labeled samples
are vectorized using the BERT model. The fake
samples along with vectors for the unlabelled and
labeled samples are fed in as input to the discrimi-
nator component which then learns to classify the
data as fake or as belonging to one of the labels.
As in SS-GANs(Khanuja et al., 2021), the labeled
material is initially used to train the discriminator,
i.e., the BERT model, and it is trained to differen-
tiate between generated and real samples. Addi-
tionally, the discriminator is used to label or clas-
sify the real samples. In our case, these classes
would be humorous vs. non-humorous. For the pur-
pose of this work, we substitute the standard BERT
model (Devlin et al., 2018) with multilingual BERT
models such as IndicBERT (Kakwani et al., 2020)
and MuRIL (Khanuja et al., 2021). Additionally,
we use BERT models pre-trained and fine-tuned
on Hinglish data such as HinglishBERT (verloop,
2021)(ketan rmcf, 2021) and HingBERT (l3cube
pune, 2021). We trained the modified GAN-BERT
on a code-mixed dataset with a number of different
optimizations to improve performance, including
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testing multiple different BERT models to replace
the original BERT in the GAN-BERT architecture.
Number of epochs, batch size, and dropout rate
were also experimented with to achieve the best
performance.

IndicBERT IndicBERT is a version of ALBERT
(Lan et al., 2019) for Indian languages. It is a multi-
lingual language model trained on a huge corpus of
some of the most popular Indian languages - Hindi,
Kannada, Bangali, Tamil, Telugu, and many more.
IndicBERT is said to give state-of-the-art perfor-
mances for multiple language tasks in regional lan-
guages. It also uses much fewer parameters com-
pared to models like XLM-R and mBERT. We use
IndicBERT under the assumption that IndicBERT
will perform better than BERT in the case of code-
mixed Hindi-English data, the latter having been
purely trained in English.

We found that IndicBERT does perform bet-
ter than BERT with an approximate accuracy im-
provement of 10%. While this is true, for our spe-
cific dataset, IndicBERT does not outperform every
other model chosen in this paper. This can be at-
tributed to the fact that IndicBERT was trained on
large corpora of Indian languages in their original
scripts and none of the data was code-mixed. These
corpora were not transliterated.

We have also seen IndicBERT achieve the high-
est accuracy at around 10 training epochs and a
dropout rate of 0.2.

MuRIL MuRIL was assumed to be an improve-
ment from the IndicBERT model as it is trained on
transliterated Indian languages. MuRIL is a BERT
model that is trained on 17 different Indian lan-
guages and their transliterated counterparts. The
model is trained similarly to multilingual BERT
only that it uses an exponent value of 0.3 and not
0.7 for upsampling which is shown to enhance low-
resource performance.

It was observed that MuRIL did marginally bet-
ter than IndicBERT at its highest point. An inter-
esting factor for MuRIL was that the accuracy did
not drop as the number of epochs increased and
it maintained a respectable, fairly high accuracy
when quite a few of the other models started to
overfit and perform worse.

HinglishBERT These models are BERT models
specifically trained on Hindi-English code-mixed
data. Furthermore, this data was also scraped from
code-mixed data from Twitter. The authors train

and then fine-tune these models on hundreds of
thousands of code-mixed tweets from a Twitter
stream.

The fine-tuned HinglishBERT was by far our
best model for classifying tweets when trained in a
generative adversarial setting. It outperformed our
second-best model by approximately 7%. We also
observed that this model starts to overfit and per-
form worse after training for around 25 epochs or
more. We attribute it to the dataset HinglishBERT
was trained on. This also reinforces the authors’
statement that declares fine-tuning on code-mixed
data improves the model’s performance as Hinglish-
BERT did not perform quite as well as fine-tuned
HinglishBERT did by quite a large margin.

HingBERT HingBERT is a BERT model that is
pre-trained on a corpus that is the first of its kind
with 52.93M Hindi-English code-mixed sentences.
As expected, HingBERT performed similarly to
HinglishBERT and better than IndicBERT with a
lot of similar data sources compared to our dataset.

4.1.1 Semi-supervised SGD
In this work, we have explored another semi-
supervised classification technique implemented
by the self-training algorithm. In this method, we
first train a classifier on the available labeled ob-
servations. After this, we use the obtained clas-
sifier to predict the classes of unlabeled samples.
From these, we pick the observations that satisfy
particular criteria like prediction probability and
use these as ’pseudo-labels’ along with the labeled
data for training a new supervised model. We re-
peat the process for a certain number of iterations
or till we run out of labeled data. We have used
a Semi-supervised SGD classifier in combination
with different embeddings like TF-IDF and Fast-
Text. Of these embedding methods, TF-IDF gave
the maximum accuracy of 78.5% whereas FastText
gave 72.9%.

The results of the experiments are detailed in the
Results section of this paper.

4.2 Unsupervised Method

This paper addresses the problem of the unavail-
ability of labeled data by choosing to use semi-
supervised and unsupervised methods. Sentence
and word embeddings are commonly used to ob-
tain clusters of different classes in unsupervised
language classification tasks. Here, we converted
our unlabeled dataset of 4600 tweets to sentence
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embeddings to then cluster them according to dif-
ferent clustering algorithms. We explore three dif-
ferent models that normally provide multilingual
embeddings, but in this case are used to obtain em-
beddings for Hindi-English code-mixed data: 1)
LASER, 2) FastText, 3) sentencetransformer-bert-
hinglish.

LASER stands for Language-Agnostic Sentence
Representations (Artetxe and Schwenk, 2019). As
the name suggests these embeddings use a single
model for a variety of languages. Since code-mixed
languages come under the category of the so-called
low resource languages, LASER embeddings can
be used for obtaining a vector representation for
them.

FastText is a subword level embedding based
on the skipgram model of word2vec (Bojanowski
et al., 2016). Since code-mixed languages are rid-
dled with spelling variations and inconsistencies
and also there can code-mixing at the subword
level, FastText seems to be a good choice for the
sentiment analysis task.

The sentencetransformer-bert-hinglish generates
a Transformer based representation for a low-
resource language using existing representations
in another high-resource language (Reimers and
Gurevych, 2019).

We also compare the performance of different
clustering algorithms, namely, K-Means clustering,
Spectral Clustering, and Agglomerative Clustering
for the sentiment analysis task.

5 Results

Multiple BERT models were used in the GAN-
BERT architecture to construct semi-supervised
methods. Additionally, semi-supervised SGD was
also experimented with. Results from trials of un-
supervised methods dealing with the clustering of
sentence embeddings are also included. As ex-
pected, the semi-supervised methods performed
better with Fine-tined HinglishBERT in the GAN-
BERT architecture performing the best with 87.5%
accuracy.

Semi-supervised methods performed better for
a number of reasons - the models used to generate
sentence embeddings were not specifically trained
on Hindi-English code mixed data. Also, simple
clustering based on humor, a fairly abstract concept,
would not perform as well as the more customised,
sophisticated semi-supervised methods used in this
paper. Experiments based on unsupervised meth-

Figure 1: Accuracy improvement w.r.t increasing
epochs.

ods were still utilised for comparison to provide
the reader an idea of how well the semi-supervised
methods perform.

5.1 Semi-supervised Methods
As mentioned before, we primarily ran experiments
on the training of the GAN-BERT model on our
dataset by the following processes: 1) Varying
BERT models more suited to our specific language
task., 2) Epochs, 3) Dropout rate.

Throughout these experiments, the training size
was 4616 unlabeled tweets, and 46 labeled tweets
and the test set was 296 tweets long.

The models were trained on a number of epochs
and as seen in Figure 1, increasing the number of
epochs did not improve performance in most cases.
Fine-tuned HinglishBERT performed the best with
an accuracy of 0.875 at 20 epochs.

In Table 1, models and their highest accuracy
across epochs are given.

Table 1: Models and Accuracy

Model Accuracy
BERT 0.689

Fine-tuned HinglishBERT 0.875
HinglishBERT 0.780

HingBERT 0.810
MuRIL 0.804

IndicBERT 0.800

We experimented with various dropout rates and
found that these dropouts work best with the corre-
sponding models as shown in Table 2.

Semi-supervised SGD resulted in an accuracy of
78.5% with TF-IDF as shown in Table 3.
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Table 2: Models, Dropout Rate and Accuracy

Model Dropout Rate Accuracy
BERT 0.2 0.689

Fine-tuned HinglishBERT 0.09 0.875
HinglishBERT 0.7 0.780

HingBERT 0.1 0.810
MuRIL 0.09 0.804

IndicBERT 0.2 0.800

Table 3: Semi-supervised SGD and embeddings

Embedding Accuracy
TF-IDF 0.785
FastText 0.729

5.2 Unsupervised Methods

For unsupervised methods, we obtained sentence
embeddings from three different models: 1)
LASER, 2) FastText, 3) sentencetransformer-bert-
hinglish

and clustered these embeddings with three differ-
ent clustering algorithms: 1) K-Means, 2) Spectral
Clustering, and 3) Agglomerative Clustering.

The results of K-Means on the three different
embeddings are shown in Figure 2.

Figure 2: K-Means performed on the three different sen-
tence embeddings obtained from three different models.

As can be observed, LASER had the highest
average precision, recall, and accuracy when K-
Means clustering was used. FastText easily per-
formed the worst, getting accuracy scores of less
than 0.5.

Spectral Clustering and its results are shown in
Figure 3.

Figure 3: Spectral clustering performed on the three
different sentence embeddings obtained from three dif-
ferent models.

With Spectral clustering, FastText had the upper
hand but only slightly. The sentence transformer
accuracy was barely above 0.5 for spectral cluster-
ing.

Agglomerative clustering showed a different
story as shown in Figure 4.

LASER performed abysmally while sentence
transformer and FastText stayed with a similar
range of accuracy. No real improvement was
shown.

Unsupervised methods, on a whole, did not
achieve very high performance with the highest
accuracy being LASER embeddings clustered with
K-Means with an accuracy of 0.62.

Conclusion

We explored semi-supervised and unsupervised
methods with the intent of classifying tweets as
humorous or non-humorous. For semi-supervised
methods, we chose to train different models in a
generative adversarial setting similar to SS-GANs.
We also experimented with a number of different
parameters to get the highest accuracy possible.
With unsupervised methods, we chose some of the
most popular models to obtain multilingual sen-
tence embeddings and clustered the embeddings
with three different clustering algorithms. We
found that semi-supervised methods outperform
largely with Fine-tuned HinglishBERT leading the
race with an accuracy of 0.875.

This research could be extended in a number of
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Figure 4: Agglomerative clustering performed on the
three different sentence embeddings obtained from three
different models.

ways. The length of the labeled and unlabeled sets
is kept constant throughout the experiments. The
number of labeled and unlabeled tweets could be
increased to possibly achieve better accuracy. The
ratio of the test set to train could be varied for a
more rounded analysis.
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Abstract
This paper describes a test set designed
to analyse the translation of dislocations
from Persian, to be used for testing neu-
ral machine translation models. We first
tested the accuracy of the two Universal
dependency treebanks for Persian to au-
tomatically detect dislocations. Then we
parsed the available Persian treebanks on
GREW (Bonfante et al., 2018) to build a spe-
cific test set containing examples of dislo-
cations. With available aligned data on
OPUS (Tiedemann, 2016), we trained a
model to translate from Persian into En-
glish on openNMT (Klein et al., 2017). We
report the results of our translation test
set by several toolkits (Google Translate,
MBART-50 (Tang et al., 2020), Microsoft
Bing and our in-house translation model)
for the translation into English. We dis-
cuss why dislocations in Persian provide
an interesting testbed for neural machine
translation.

1 Introduction
This paper describes a first experiment (to the
best of our knowledge) at building a neural ma-
chine translation test corpus relying on Persian
dislocations. Dislocation is a structure that
allows the repetition of a dislocated item with
(usually) a proform that resumes the referent
of the dislocated item like ...مدوخ،نم ‘English:
I, myself ...’ ‘French: moi, je...’. Previous
research has shown that dislocations can be
challenging for neural machine translation, be-
cause they tend to be very present in spoken
data and consequently often under-represented
in training data, resulting in mistranslations,
for example from French into English where the
dislocated item is often reduplicated with a sec-
ond agrammatical subject (Namdarzadeh and
Ballier, 2022). For neural machine translation

(NMT), dislocations are therefore challenging
and a perfect topic for a challenge set approach
(Isabelle et al., 2017).

Persian still is as an under-resourced lan-
guage for NLP tasks, as shown in the Proceed-
ings of the NSURL Workshop (Freihat and
Abbas, 2021). From a typological perspective,
not only does Persian allow dislocation like
many other languages, but also scrambling (?),
so that investigating the translation of dislo-
cated constructions raises interesting linguis-
tic questions in the direction of fixed ordered
languages like English. Our combination of
languages is an interesting observatory to in-
vestigate the translation of word order. Two
main research questions are addressed: do we
observe an agrammatical copy of the dislocated
item in the translation (syntactic adequacy)
and is the information packaging effect of the
dislocation rendered in the translation (prag-
matic adequacy)?

The rest of the paper is structured as follows:
Section 2 provides an overview of Machine
Translation (MT) related resources for Per-
sian. Section 3 explains how we collected the
dislocations from existing Treebanks. Section
4 describes the translation model we produced.
Section 5 analyses the translations produced
by different MT systems we tested. Section 6
discusses our findings.

2 Previous Research and Resources

Persian, also known as Farsi, is an Indo-Iranian
branch of the Indo-European family. Persian
has three variants: Western Persian, referred
to as ‘Parsi’ or ‘Farsi’ which is spoken in Iran.
Eastern Persian referred to as ‘Dari’ and spoken
in Afghanistan. And the last variant is Tajiki,
which is spoken in Tajikistan and Uzbekistan
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�(Seraji, 2015).

2.1 Previous MT systems
One of the prototype translation systems that
is able to translate Persian into English is the
Shiraz machine translation project (Amtrup
et al., 2000). Feeding the translation model
with the higher size of parallel corpora from
different domains improved the outputs of
the system significantly (Mohaghegh, 2012).
Years later, the emergence of MIZAN cor-
pus, the biggest Persian-English parallel cor-
pus, can be considered as an improvement in
the field of machine translation. It consists
of 1,021,596 Persian-English aligned sentences.
An SMT system was developed using this cor-
pus to observe the function of the translation
model. Despite the acceptable BLEU score, the
conclusion is that Persian remains an under-
resourced language with comprehensive open
issues (Kashefi, 2018).

2.2 Previous NMT systems
For neural machine translation (NMT), Persian
is not (as yet?) implemented in DeepL but in
Google Translate toolkit and no less than 14
APIs support Persian for MT 1. Several dictio-
naries for English to Farsi are available online
2. We resorted to the online versions of Google
Translate, Bing Microsoft Translator (hereafter
Bing) and MBART-50, the multilingual model
developed for 50 languages (Tang et al., 2020).

2.3 Available UD Treebanks for
Persian

For the analysis of Persian using Universal de-
pendency (De Marneffe et al., 2006; De Marn-
effe and Manning, 2008), two treebanks have
been developed: (Seraji et al., 2016) and (Ra-
sooli et al., 2020) deriving from the Persian
Dependency Treebank (Rasooli et al., 2013).
We searched for examples of dislocations in
the treebanks and report our findings in the
following section.

3 Dislocations in Persian
3.1 Previous Research
Before beginning the typologies of plausible
dislocated constructions in Persian, we have to

1https://machinetranslate.org/persian
2e.g. https://translate.glosbe.com/en-fa/

machine%20translation

pinpoint that Persian is a pro-drop language.
This means that the agreement between the
verb and its subject is realized by verbal suffixes
(Faghiri and Samvelian, 2021); thus the subject
can be dropped in a sentence. Persian displays
free word order (Faghiri and Samvelian, 2021)
but is an SOV language. There are some cases
in Persian where the SOV canonical word or-
dering is changed based on the context. This
can be clearly seen in a sentence where the
constituent لگ ‘flower’ is positioned at the left
side of the sentence, expressing the contrastive
focus in the sentence دیرخمیرمیاربیلعلگ ‘flower
Ali for Maryam buy-PST’ that the subject buys
لگ ‘flower’ and not something else (Faghiri and

Samvelian, 2021). The other dislocated element
in Persian is quite similar to the French ce que
structure. In the Persian sentence تفگهکهچنآ

دوبتسرد the sentence begins with هچنآ (what),
meaning What (s)he said was right (Faghiri
and Samvelian, 2021). Furthermore, clefting is
frequent in Persian, in a way that the focused
element is moved to the initial position of a
sentence. Various functions can be cloven ex-
cept adverbs, like in the example هکدوبغابیوت

میدیداررگیدمه ‘in garden be-PST that each other
ra see-PL’ the adjunct is cloven (Faghiri and
Samvelian, 2021).

3.2 Data Collection with GREW

We also queried the UD_PersianSeraji tree-
bank on the GREW project3. Figure 1 shows the
”relation table” (Guibon et al., 2020) which dis-
plays the relations between a governor (here,
selected with the category ”dislocated”) and
the corresponding dependents, classified as
columns according to their part of speech (here,
nouns, pronouns and particles).

It can be also argued that manipulating some
of the examples, placing the تدوخوت in the left
periphery of the sentence changes the detec-
tion of the constituent as dislocated. It seems
that the number of words between the dislo-
cated item and the constituent resumed by the
constituent affects the detection of dislocated.
Interestingly, in the examples taken from GREW,

.دوشیملکشمراچدشدوخبطاخمابطابترایاربهمانرباجنیا ,
there is a distance between the dislocated item

همانرب and شدوخ , this is not recognized as a dislo-

3http://universal.grew.fr/?corpus=UD_
Persian-Seraji@2.10
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Figure 1: Distribution of Dependent items using
GREW

cation item in UDPipe, whereas, in the دنیوگیم

!دنکیمبلقتدرادشدوخهدننکهیهتهکتسایروجهچ , the
dislocated item هدننکهیهت and its resuming con-
struction شدوخ is placed one after another with
no distance. The {UDPipe} package (Wijffels,
2022) in R (R Core Team, 2022) can correctly
detect it as a dislocated construction. Thus,
it might be the case that the proximity of the
proposed dislocated constituent to its referent
could have an impact on their detection.

3.3 The Two UD Treebanks for
Persian

Two Treebanks are currently available for Uni-
versal Dependency on github : Persian-Seraji
and UD Persian. There are only two Treebanks
available in the Universal Dependency (UD)
framework. This can be a good reason to label
Persian as an under-resourced language. One is
PerUDT (Rasooli et al., 2013), which consists
of 29,000 sentences extracted from contempo-
rary Persian texts in different genres such as
news, academic papers, articles and fictions.
The other is UPDT Treebank (Seraji et al.,
2016), which consists of 6,000 annotated and
validated sentences of different genres. The
GREW-match project also represents an analysis
of the two above-mentioned treebanks in more
details. It so happens that dislocations is a ha-
pax in the reference Persian Dependency Tree-
bank (Rasooli et al., 2013). The treebank con-
tains 29,107 sentences and only one occurrence
of ‘dislocated’ was spotted. For the purpose of
this study, since no dislocated was found in
PerUDT Treebank, we chose the UPDT Tree-
bank. We review the dependency relations
on GREW-match as well, to recheck the annota-
tions and compile the Persian sentences with a
dislocated dependency relation (deprel).

4 Material and Methods

This section describes how we built the neural
translation engine we produced.

4.1 Tokenizations
We used BPE to tokenize English and Per-
sian data sets into subwords by processing as
follows: i) first word tokenization of datasets
(train, dev, test) is applied with a standard
tokenizer of each language; ii) training of a
subword tokenization model with monolingual
data; iii) a second subword tokenization is ap-
plied to the tokenized datasets; iv) training
of our neural model with subword-tokenized
English↔Persian parallel corpus.

To try to avoid subtokenisation issues, we
trained our BPE model with a larger corpus.
The data sets for the BPE model are split as
follows: for English, we used spaCy (Honnibal
and Johnson, 2015) library to tokenize a data
set, by normalizing and compiling WMT15’s
Europarl, News Commentary and Common
Crawl (Bojar et al., 2015) French↔English par-
allel corpus, which contains 116,035,319 words.
The compiled data set was used to train a
SentencePiece (Kudo, 2018) BPE model as
follows : vocab-size=32000, character_cover-
age=1, model_type=unigram. As for Persian,
we used Stanza (Qi et al., 2020) with the UD
Persian Seraji Treebank (Qi et al., 2018) to to-
kenize a Farsi data set (98,472,761 words) from
the CCAligned v1 corpus (El-Kishky et al.,
2020), in order to train a SentencePiece BPE
model with comparable data size and with
the following parameters : vocab-size=32000,
character_coverage=0.9995, model_type=uni-
gram.

4.2 Training
We used TED2020 (Reimers and Gurevych,
2020) Farsi↔English parallel corpus (EN :
6,036,185 words, FA : 7,362,765 words) to
train a neural machine translation model with
OpenNMT (Klein et al., 2017). Both Farsi and
English corpora are split into three data sets :
dev (2,000 lines), test (2,000 lines) and train
(the rest of the data set). OpenNMT implements
a transformer model with the following archi-
tecture: 6 encoder and decoder layers; each
layer has 8 attention heads; the feed-forward
layers of the transformer have 2,046 parame-
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Figure 2: Success Rate of dislocated constituent
translation

ters; the dimension of word embedding is 512.
In the end, there are 72,924,862 parameters.

5 Results

5.1 Detection of Dislocation on
Current UD Models

When parsing our test set with the {UDpipe},
only 17 cases out of 57 sentences were detected
as dislocation. This means that only about 30%
of our examples are recognized as a dislocated
item in the test set. Interestingly, there seems
to be an identifiable pattern through which
dislocated dependency relations are identified.
To give a concrete example, duplicated use
of the subject is detected by {UDpipe} when
singular (e.g. نم for I or وت for you) but not so
if plural. Yet, this is not even systematic.

5.2 Quality Evaluation of the
Translations across NMT Toolkits

For the evaluation of the quality of the transla-
tions, we applied the “descriptive-comparative
human analysis” model of Keshavarz , which
suggests different types of errors in the outputs,
to evaluate the translations (Zand Rahimi et al.,
2017). What matters in our evaluation of the
quality of the translations is the grammaticality
of the translations. Our success rate is based
on syntactic adequacy, i.e. avoiding copying
the dislocated items in outputs. Compared
with more elaborate criteria of human assess-
ment methods (HA) which also analyse flu-
ency and fidelity (Han et al., 2021), we mostly
focused on (syntactic) adequacy and compre-
hension of the outputs rather than on subtle
analyses of semantic and pragmatic adequacy.
Figure 2 globally indicates success rates of the
dislocated constituent translations across the
different toolkits. Dislocation remains an issue
for at least a third of our 57 examples. Among
the three toolkits, Google Translate records the

highest success rate (66.6 %), and Microsoft
Bing gets the lowest rate (59.64%). MBART-
50 is in between in this regard (64.9 %, no
significant difference, p-value: > 0.05). The
individual performance of the three toolkits are
discussed in the following subsections.

5.2.1 Translation of Dislocations by
Google

Overall, Google outputs tend to follow the En-
glish canonical word order, where the (initial)
dislocated item in Persian tends to be trans-
lated in its expected canonical position in En-
glish. Nevertheless, compared to other toolk-
its, Google Translate uses more dislocated con-
stituents in its output, especially for reflexive
dislocated constituents. Out of the 31 cases of
reflexive pronouns, 17 were translated following
the Persian word order. For example, مدوخنم

متسهناهفصارد ’I-1st-sg self-1st-sg in Esfahân be-
v-pre-1st-sg’ has the personal pronouns trans-
lated as ‘I myself [am in Isfahan]’ . We do
not have access to Google’s training data, but
checking the COCA (Corpus of Contemporary
American English) and the BNC (British Na-
tional Corpus), we suggest that the toolkit
has a translation which is consistent with ob-
served frequencies, at least in the American
English reference corpus: I myself am occurs
375 and 15 times, and I am myself occurs 125
and 18 times in COCA and BNC, respectively.
This may hint that American English might
be more present than British English in the
training data.

5.2.2 Translation of Dislocations by
MBart-50

What is observed in the outputs of MBart-
50 is similar to what we have seen in Google
Translate. Being closer to the English word
order than to the Persian word order may lead
to over-translation and sometimes to an incor-
rect rendering of the source sentence. Some
of the examples of dislocations in our data
exhibit re-arranging to the English canonical
order constituents that are “scrambled” in Per-
sian. Analysing the outputs of MBart-50, we
might say that the translation engine does not
take into consideration this property of Persian
(scrambling), tending to translate sentences
strictly following the English word order. Like
in this example, مرفنتمشزاورامرگ ‘heat-râ from-
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3sg hate-1sg’, the MBart-50 translation I hate
the heat has ‘heat’ positioned as object, in its
standard SVO position, whereas we may ex-
pect ‘As for the heat, I hate it’ (Azizian et al.,
2015) . Topicalization of the object intends to
focus addressees’ attention on this constituent
in the Persian sentence, and the translation by
MBart-50 disregards this phenomenon, sticking
to the standard word ordering. We could say
that the NMT outputs meet syntactic adequacy
but not exactly pragmatic adequacy.

5.2.3 Translation of Dislocations by
Microsoft Bing

Microsoft Bing records the lowest success rate
among our toolkits. This means that it tends
to copy the dislocated constituents, and it
also tries to stick to the English canonical word
order. The output for the above-mentioned ex-
ample متسهناهفصاردمدوخ`م ’I-1st-sg self-1st-sg
in Esfahân be-v-pre-1st-sg’ is I am in Isfahan
myself. Again, the presence of myself in final
position is frequent in reference corpora (40,265
and 2,141 occurrences in COCA and BNC, re-
spectively, with a high Log likelihood for the
American data, 984.96).

Compared to other toolkits, on our (lim-
ited) set of examples, Bing produces more
nonsense translations for English. In some
cases, the very meaning of the source text is
ruined. For example, translating the Persian
sentence داتسرفناماسوباتک ’book-Obj Râ Saman-
Sbj send-3sg-pst’ (possible translation: The
book, Saman sent.), Microsoft Bing entirely
deteriorates what was said in the source text
by the output Saman’s book sent him. The
example clearly indicates that topicalized noun
phrase and copy of the same subject in the
source sentence can be challenging for the cur-
rent state of the translation model.

5.2.4 Translation Produced by our
Prototype Model

Our translations were far from satisfactory,
probably due to data scarcity of training data,
though MBART-50 uses only a selection (and
a filtered selection) of the TED talk data we
used4. For MBART-50, they used (after filter-

4To verify our hypothesis, we have trained a sec-
ond OpenNMT transformer model following the same
process, by using CCAligned fa↔en parallel corpus as
training data, which are 10 times larger than TedTalk
corpus. The translations produced by the model are

ing) 14,4895 sentences from TED58 for train,
3,930 for validation and 4,490 sentences for
test according to the Appendix of (Tang et al.,
2020). Additional data building on Perlex
(Asgari-Bidhendi et al., 2021) or exploiting the
monolingual BERT for the Persian language
(ParsBERT) (Farahani et al., 2021) might be a
way to improve the performance of our system.

6 Discussion

6.1 Scrambling and Translations in
Fixed Order Languages

Analysing dislocations offers a bird’s eye view
on a crucial typological distinction between
Persian and English. If English has a fixed
word order, Persian like some other languages,
allows “scrambling”, i.e. it has the ability to
change word order without changing the mean-
ing (Ross, 1967). The research question can
be reformulated, from the point of view of
Persian, as “should we pragmatically expect a
non-canonical order in the translation?” More
generally, does the translation of languages
that allow scrambling require a specific word
order, for example exploiting Left Periphery?
For argument’s sake, we investigated the trans-
lation of dislocations by MBart-50 into French,
which potentially has dislocations, especially
in its left periphery. Since French was also
included in the 50 languages and is famous
for its dislocations, we analysed the outputs
in French to see if dislocations were used in
the French translations. The copied structures
from Persian are not transferred into French in
most of the cases. The Persian possessive pro-
nouns are not conveyed in French, and in some
other cases, the French output does not make
sense, indicating a deficiency in the training
process. Hallucinations (Raunak et al., 2021)
where outputs are barely related to their source
texts can be observed as well as English words
in the French translations.

6.2 Pragmatic Adequacy or just
Syntactic Adequacy?

Investigating word order in the translation
leads us to a more surface analysis of con-
stituents (syntactic adequacy, meeting the re-
quirements of the canonical word order) but
paying attention to the possible modifications
much more relevant.
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of the word order leads to a more seman-
tic/pragmatic perspective. Linear arrangement
of linguistic elements in a sentence has a role
in ”processing information and organizing mes-
sages at text level” (Baker, 2011). Especially
when it comes to spoken data, information
structure can be even more complex to capture
and interpret. Thus, taking into considera-
tion the information packaging of the sentence,
including ”syntactic, prosodic, and morpho-
logical means” plays a crucial role (Vallduví
and Engdahl, 1996). Within a text linguis-
tic approach, the clause position is posited
as containing a discourse-pragmatic function
cross-linguistically. To give an example, the
peripheral modifiers in the clause in Persian
are placed relatively freely and indicate differ-
ent discourse functions. In other words, the
placement of main and peripheral constituents
within a sentence is more determined by seman-
tic and pragmatic factors than by solid rules.
In contrast, English syntactic structures are
controlled by the grammatical rules. For in-
stance, the constituent that precedes the verb
must be subject and the verb must be immedi-
ately followed by a direct object (Roberts et al.,
2009).

Depending on the position of dislocated con-
stituents within a sentence, we may under-
stand that the speaker tries to introduce a new
topic or uses this linguistic device to indicate
a contrastive focus. The dislocated constituent
might also be used to re-state a given topic for
discourse cohesion (Karimi, 2005). We might
discuss whether dislocated constructions in the
source text should remain a scrambled segment
in the target text.

7 Conclusion

In this paper, we have described some existing
NLP resources for Persian in relation to Neu-
ral Machine Translation. We described how
we built our test set extracting examples with
the dislocated dependency relation from Per-
sian universal dependency treebanks on GREW.5
Though limited in size, it showed issues in
more than a third of the translations produced
by Google Translate, MBart-50 and Microsoft

5We completed our test set of 57 examples, to be
found on https://github.com/nballier/SPECTRANS/
tree/main/NSUR with examples from (Yousef and
Torabi, 2021) and (Azizian et al., 2015).

Bing. The answer to our first research question
(do we observe an agrammatical copy of the
dislocated item in the translation?) is nega-
tive. Our conclusion is that toolkits tend to
preserve the canonical structure of an English
sentence when it comes to translating Persian
dislocated items and topicalized constituents.
This partially answers our second research ques-
tion : the information packaging effect of the
dislocation is only partially rendered in the
translations.

What is crucial in this challenge set based
study is to come up with a challenging struc-
ture that is used to probe the NMT toolkits.
Dislocation seems a challenging one, since this
is not a frequent structure in English. The
very question we might ask ourselves is to what
extent we expect the system to preserve a dislo-
cated segment in its output. Based on what we
have seen in the translations from Persian into
English, when the doubled structure does not
capture in the translation, the core meaning
of the sentence changes. Using a “scrambled”
sentence with non-canonical word order, the
speaker has a certain purpose. Translating it
into the canonical order might ruin the very
purpose of the speaker and might not convey
the exact state-of-affairs in discourse. Thus,
to reach pragmatic adequacy, it might be sug-
gested that the dislocated item in Persian be
given a specific status in information struc-
ture in the target sentence. It might be exces-
sive to suggest that we should expect the sys-
tems to produce a sentence preserving the non-
canonical structure of the source text. Since
dislocations are mostly used in spoken data, we
can suggest that systems are probably not suf-
ficiently trained with this type of data. In this
sense, to align with frequent structures in spo-
ken data, our challenge set could be expanded
using other grammatical phenomena such as
it-clefts and pseudo-clefts or to include cases of
local scrambling and long distance scrambling
(Rezaei, 2000).
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Abstract

Gauging the emotions people have toward a
specific topic is a major natural language pro-
cessing task, supporting various applications.
The topic can be either an abstract idea (e.g., re-
ligion) or a service/product that someone writes
a review about. In this work, we define the topic
to be a person who writes a post on a social me-
dia platform. More precisely, we introduce a
new sentiment analysis task for detecting the
sentiment that is expressed by a user toward
another user in a discussion thread. Modeling
this new task may be beneficial for various ap-
plications, including hate-speech detection, and
cyber-bullying mitigation. We focus on Arabic,
which is one of the most popular spoken lan-
guages worldwide, divided into various dialects
that are used on social media platforms. We
compose a corpus of 3,500 pairs of tweets, with
the second tweet being a response to the first
one, and manually annotate them for the senti-
ment that is expressed in the response toward
the author of the main tweet. We train several
baseline models and discuss their results and
limitations. The best classification result that
we recorded is 82% F1 score. We release the
corpus alongside the best-performing model.

1 Introduction

Sentiment analysis (SA) is one of the most popular
tasks in natural language processing (NLP). It is
the task of classifying a given piece of text accord-
ing to the emotions expressed by its author. In its
simplest form, the sentiment is classified as posi-
tive, negative, or neutral. Aspect-based sentiment
analysis (ABSA), a variant of sentiment analysis,
is the task of mining opinions from texts, expressed
toward specific entities and their aspects (Cambria
et al., 2013). For example, in the following review:
“Nice restaurant, a bit expensive but the
food is great”, the entity is the restaurant and
the aspects are the price and quality of food. While
the author writes positively about the quality of

food, he/she has some reservations about the price.
ABSA is considered an active research area (Pon-
tiki et al., 2016; Ma et al., 2019; Zhang and Qian,
2020; Zhang et al., 2021; Li et al., 2021). However,
most of the studies are done with texts written in
English.

In the last two decades, social networks have
become the dominant written-communication plat-
forms.1 In most platforms, the users may engage
with other posts by up-voting, also known as “like”,
and by replying with a nested post, thereby gener-
ating a discussion thread, open for all users. Most
of the existing computational methods for SA do
not encode this conversational structure into their
prediction models.

With the recent growing interest in training NLP
models for languages other than English, the Ara-
bic language has become one of the most prominent
among research groups. (Bouamor et al., 2018;
Obeid et al., 2020). Nonetheless, the amount of
effort invested in advancing sentiment-related tech-
nologies in Arabic, is still considered limited com-
paring to English (Farha and Magdy, 2019; Guellil
et al., 2019; Abu Farha et al., 2021; Alhumoud
and Al Wazrah, 2021). Therefore, in this work we
have opted to work on Arabic, a Semitic language,
highly inflected for different lingustic categories.
Arabic has what is usually referred to as diglossia,
which is a separation between the written and the
spoken language. Modern Standard Arabic (MSA)
is the language that people use in official settings,
while spoken Arabic is considered to be a collec-
tion of regional dialects that may significantly dif-
fer from each other. In informal writing people
often mix MSA with the relevant dialect, forming
what is called Middle Arabic. Arabic tweets are
typically written in that Middle Arabic, which is in
fact described on a spectrum ranging from MSA
to the relevant regional dialect. In this work, we

1Facebook reported on 2.9 Billion monthly active users
(retrieved 09/12/2022), see: https://tinyurl.com/52h8b4mb
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put a special focus on tweets written in a mixture
of MSA and the Levantine dialects,2 which are
mostly spoken in Lebanon, Syria, Israel, Palestine,
and Jordan.

In Section 6, we further elaborate on our future
plans to expand this work to other dialects and
potentially to other languages.

In this paper, we present a new sentiment anal-
ysis task, somewhat related to ABSA, which is
about detecting the sentiment expressed by a user
toward another user in a discussion thread. We
call this task “human-directed sentiment analy-
sis” (HD-Sentiment). The emotions that users
express toward other users, may play an impor-
tant role for many NLP applications, such as hate-
speech detection (Waseem and Hovy, 2016; Mon-
dal et al., 2017; Ziems et al., 2020), cyber-bullying
(Whittaker and Kowalski, 2015; Rosa et al., 2019),
and user-based recommendation systems (Han and
Karypis, 2005; Da’u and Salim, 2020). To the best
of our knowledge, this is the first study to define
the HD-Sentiment task and to provide a manually
annotated corpus that can be used computationally.
Similar to other sentiment analysis tasks, we work
with three labels: positive, negative, and neutral.
To simplify the task, we define it to have an input
composed of a pair of posts, the main post and the
response, rather than the entire discussion thread.
The goal of the task is to detect the sentiment ex-
pressed by the responder in the response post, to-
ward the author of the main post. The model can
only use the texts of both posts as input. Adding
information to the input will be considered in fu-
ture works. Figure 1 shows an example of such a
pair of posts, written by two different users. In this
example, it is clear that the sentiment expressed by
the responder toward the author of the main post is
positive.

In accordance with other ABSA-related corpora,
while the overall sentiment expressed by the re-
sponder can be positive, the sentiment toward the
main author can be expressed as negative.
HD-Sentiment is related to dialogue-level sen-

timent analysis (Li et al., 2017; Chen et al., 2018;
Zhang et al., 2020) since the sentiment is ex-
pressed toward participants in a multi-user conver-
sation. HD-Sentiment can be of special interest to
dialogue-level sentiment researchers as this aspect
of the conversation sheds light on the relations be-
tween users, which are yet to be addressed. Due to

2Both Northern and Southern Levantine dialects.

Figure 1: Example of a tweet and a response. We conceal
all identities to preserve users’ right to remain anonymous.
The example was captured along with an English translation,
suggested originally by Google Translate. In this example,
we label the human-directed sentiment (HD-Sentiment) as
positive.

the way the data were collected and annotated (see
Section 3), we prefer to define HD-Sentiment as a
special case of ABSA rather than a sub-topic within
dialogue-level sentiment analysis.

At a first glance, the HD-Sentiment task seems
fairly easy, especially for a response that looks like
this: “@[USER] I admire you”. However, many
times responders tend to express their feelings im-
plicitly, using humor, sarcasm, and other figures of
speech. The nature of the platform may also affect
the way people express themselves in posts (Fiesler
et al., 2018). For example, Twitter is a platform for
short messages, which forces people to depend on
the broader context and compress their messages
accordingly.

Table 1 provides some examples of pairs of posts
and responses, taken from the corpus we are releas-
ing with this work. The tweets were originally
written in Arabic; we added English translations
for convenience. For each pair, we provide the
label that was assigned by a human annotator, re-
flecting the sentiment expressed by the responder
toward the author of the main post. More details
about the corpus are discussed in Section 3.1. No-
tably, some examples are more explicit than others.
They use words that explicitly express emotions, as
well as direct references to the author of the main
post (e.g., first row). However, in other tweets it
is harder to interpret the underlying sentiment. In
the third row, it is due to the sarcastic style that
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is used by the responders. Additionally, like with
other ABSA tasks, there are cases where the author
does not refer to the aspect at all. The example in
the second row is labeled as neutral since there is
no evidence for addressing the main author (equiv-
alent to the aspect in ABSA). However, even when
explicitly referring to the main authors, responses
do not necessarily convey emotions toward them.

Our contribution is threefold: (i) We define a new
NLP sentiment analysis task, HD-Sentiment; (ii)
We release the first annotated corpus designed for
the HD-Sentiment task, consisting of 3.5K Arabic-
written tweets. The dataset is available for down-
load.3; and (iii) We report on some baseline results
of models that we train for the task. We make the
best model available for public use in the Hugging-
Face public repository.4

2 Related Work

Sentiment analysis has been an active research
area in the past few decades (Agarwal et al., 2011;
Rosenthal et al., 2017a; Sandoval-Almazan and
Valle-Cruz, 2018; Lindskog and Serur, 2020). Com-
monly, an SA task is designed as a binary classi-
fication for positive/negative labels. There are a
number of popular data sets for the binary classifi-
cation version, such as IMDb (Maas et al., 2011),
consisting of 50K reviews from the Internet Movie
Database (IMDb), as well as the Stanford Senti-
ment Treebank 2 (SST-2) (Socher et al., 2013),
which contains about 200K movie reviews. An-
other known data set is the Yelp Reviews (Asghar,
2016), consisting of more than 500K reviews.

Twitter has always been one of the main sources
for acquiring data for SA, exposing some additional
information about every tweet and the users beyond
the plain text. The SemEval Workshop has a special
track for sentiment analysis. Specifically, SemEval-
2017 Task 4 (Rosenthal et al., 2017b) consists of
five subtasks representing different variants of SA
for tweets, written in English and Arabic. Subtask
B is about classifying the sentiment expressed in
the tweet toward a given topic.

There are a few data sets for the aspect-based SA
(ABSA) task. The SemEval-2016 task is the most
dominant one (Pontiki et al., 2016). It consists of
four subtasks, which vary from the detection of the
relevant aspects in the text to the detection of the
polarity of a given aspect. The data set contains

3https://github.com/idc-dsi/Human-Directed-Sentiment
4https://huggingface.co/DSI/human-directed-sentiment

about 6K reviews.
Considering the information about the author of

the input text has been a point of interest, as de-
scribed several times. Tang et al. (2015) defined
a task of SA on reviews in which the user who
wrote the text, as well as the product for which the
text is written for, are given as input. In another
work (Welch and Mihalcea, 2016), a new task has
been defined for understanding the sentiment that
students hold toward courses and instructors, as
expressed by students in their comments. Equiva-
lently, in our work, we are interested in the senti-
ment that is expressed in a reply tweet, toward the
author of the original tweet.

In this work, we focus on Arabic-written tweets.
There is a surging amount of computational works
on Arabic, especially works related to SA on tweets
(Nabil et al., 2015; Abdellaoui and Zrigui, 2018)
as well as on other genres (Al-Obaidi and Samawi,
2016). In a recent work (Al-Laith et al., 2021),
there has been an attempt to automatically build
a large corpus of Arabic texts, annotated for SA.
None of these corpora address the task that we
define in this work.

3 Data Collection

In this work, we collect data from Twitter. Twitter
allows users to reply to posts written by other users.
We use the official Twitter API to collect conver-
sation threads of tweets and replies. We define a
set of 61 Arabic expressions to limit our collection
for tweets that are relevant to the area and dialect
of interest. The expressions were carefully com-
posed to cover a variety of topics, such as sports,
politics, and economics. Table 2 lists some of them.
Additionally, we compile a list of relevant Twit-
ter accounts, known for writing posts with high
engagement rates. Most of them are key opinion
leaders (e.g., Saad Hariri who was the prime minis-
ter of Lebanon). The full list of expressions, as well
as the Twitter accounts that we used, is released
with the corpus.5

The collection was done in June 2021 and ap-
plied a full-archive crawling procedure, so the
crawling procedure is essentially unlimited by time.

We filtered out conversation threads that do not
meet at least one of the following three criteria: (i)
The tweet language is predominantly Arabic. (ii)
The main post contains more than ten characters.
(iii) There are at least ten responses to the main post.

5https://github.com/idc-dsi/Human-Directed-Sentiment
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Table 1: Examples of pairs of a post and response. The examples are taken from our annotated corpus. POS, NEU,
and NEG are the positive, neutral, and negative labels respectively. We added English translations, which were
manually prepared by a native speaker.

Overall, we collected 20.1K threads, corresponding
to a total number of 346.3K tweets.

As mentioned above, instead of working with
full conversation threads, we define our task to
focus only on pairs of tweets, the main post, and
one of its responses. Therefore, we compile our
corpus accordingly.

Expression Translation Domain�è 	QÔg Q�
ÓB@ Prince Hamzah Politics	á�
¢�Ê 	̄ Palestine Politics
PAª�


B@ ¨A 	®�KP@ High Prices Economics

ZAÒ�Ë@ 	áÓ �H@ñ�@ Voices from Heaven Religious
X@QÓ PA ���. Bashar Murad6 Culture	�ñ« �éÊJ
Ôg. Jamila Awad7 Culture

6A Palestinian singer, songwriter, and social activist.
7An Egyptian actress.

Table 2: Crawling expressions. A sample of the Arabic terms
we use for crawling, provided with their English translation,
and the domain they are most relevant to.

3.1 Human Annotation

We sampled 3,500 pairs uniformly from the main
collection of conversational threads, and assigned
them for human annotation. Specifically, we pair
every main post with up to five responses, chosen
randomly. We provide some additional information
about the chosen tweets in Table 3. We learn from
the table that main posts are significantly longer
than responses. Additionally, the authors of the
main posts tend to use hashtags more frequently
than responders, while the latter use emojis in their
tweets more than main authors do.

We hired three human annotators to label the
3,500 tweet pairs. All annotators are highly ed-

Main Posts Response Posts
Avg. Med. Std. Avg. Med. Std.

Chars 175.12 179 83.41 109.16 85 73.11
Tokens 64.85 65 30.34 43.25 35 27.09
Hashtags 0.53 0 1.09 0.11 0 0.56
Emojis 0.01 0 0.12 0.45 0 0.68

Table 3: Corpus statistics. The numbers are calculated over
the entire collection of 3,500 tweets. Avg., Med., and Std. are
the average, median, and standard deviation respectively.

ucated Arabic speakers, fluent in MSA and the
relevant regional dialects. They were introduced to
the definition of the task, and were given careful
annotation guidelines alongside specific annotation
examples. As a first phase, we started annotating a
small set of 100 pairs for training the annotators and
calibrating the guidelines. The guidelines were ad-
justed to handle cases of annotator disagreements.
In the second phase, we asked two annotators to
label the entire set of 3,500 pairs. The agreement
of the two annotators was measured to be 74%,
corresponding to a kappa (Cohen, 1960) value of
0.59. The third annotator was assigned with the
adjudication task, where he was asked to label only
pairs on which the two annotators disagreed (26%
of the pairs), to have a final decision for each pair.

In 95.3% of the cases, the third annotator agreed
with one of the annotators. For our final corpus we
removed the pairs that had complete disagreement
among all three annotators (43 cases). The distribu-
tion of the [positive, neutral, negative] labels in the
corpus are [9.59%, 44.45%, 45.95%]. We believe
that the relatively small number of positive pairs
stems from the nature of the platform as well as the
topics and geography that we decided to focus on.

25



Figure 2: Our architecture for the fine-tuned BERT-based models. We concatenate the main post and the response
and add the special token [SEP] in between.

4 Computational Approach

To validate the new annotated dataset and its us-
ability, we trained three classifiers and compared
their performance with two baseline approaches.

4.1 Experimental Setting

We preprocessed every tweet by replacing user
mentions (formatted in Twitter as @<user>) with
a placeholder word [USER], and urls with [URL].
Hashtags remain untouched, as they may carry im-
portant information for SA. For evaluation, we used
a 5-fold cross-validation approach. To get the most
out of the new annotated resource, and due to the
low support for the positive label, we do not split
the corpus for train and test sets. We use the stan-
dard classification evaluation metrics. For each
label, we calculate the precision, recall, and F1-
score, as well as the macro and weighted-average
scores over the three labels.

We fine-tuned different Arabic BERT (Devlin
et al., 2019) models on the new HD-Sentiment cor-
pus, during 5 epochs. To handle the skewed dis-
tribution of the labels, we used a weighted cross-
entropy loss, with weights assigned according to
the inverse proportion of their distribution.

4.2 BERT Based Classifiers

We preprocessed every input pair of tweets by con-
catenating the main post and the response with a
special [SEP] token placed in between. The full ar-
chitecture of our model is depicted in Figure 2. We
used three different pre-trained Arabic language
models,8 using the transformers (Wolf et al., 2020)
library by Hugging Face9: AraBERT (Antoun et al.,
2020), GigaBERT (Lan et al., 2020), and MARBERT
(Abdul-Mageed et al., 2020) that relies solely on
Twitter data, which makes it a better fit for NLP
tasks involving dialectical Arabic texts from social
media, such as ours.

8Using the BertForSequenceClassification class.
9https://huggingface.co

4.3 Baseline models
We compared our classifiers with two baselines:

CAMeLBERT Sentiment Analysis. CAMeL-
BERT (Inoue et al., 2021) is a pre-trained language
model, which has already been fine-tuned for sev-
eral downstream Arabic NLP tasks, including sen-
timent analysis.10 By the time of writing this paper,
it is considered to deliver state-of-art results for SA
in Arabic. The model was trained to classify texts
with three labels: positive, negative, and neutral.
We run the model on the response tweet to gauge
its overall sentiment, which we return as a final
predicted label.

Lexicon-Based Model. First, we look for men-
tions of the main author in the response, including
references through 2nd-person pronouns. If none
are found, the model returns “neutral”. However,
if found, we use existing lexicons (Saif M. Mo-
hammad and Kiritchenko, 2016) for detecting all
instances of emotional words and related hashtags.
Every word is assigned with a sentiment score,11

which we average into an overall sentiment score
assigned for the response. We predict “positive” (or
“negative”) based on the sign of the overall score.

5 Results and Analysis

The results obtained by each model averaged over
the five cross-validation folds, are summarized in
Table 4. The best results in each column are in
boldface. We add ∗ next to a number to indicate
statistically significant results (p-value < 10−4),
using the Mann Whitney U-test (Mann and Whit-
ney, 1947). The first two rows are the results of the
baseline models (see Section 4.3). While the base-
line models show competitive results in some of the
individual labels, their overall results (measured as
macro-F1 (M-F1) and weighted-F1 (W-F1)) are
much worse than the results obtained by the fine-
tuned models.

10CAMeL-Lab/bert-base-arabic-camelbert-da-sentiment
11The score is not limited to a specific value range, which

can also be negative
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Positive Neutral Negative All
P R F1 P R F1 P R F1 M-F1 W-F1

Lexicon 0.11 0.52 0.19 0.74 0.67 0.7 0.6 0.21 0.31 0.4±0.01 0.48±0.01
CAMeLB 0.39 0.68 0.49 0.77 0.11 0.19 0.55 0.91∗ 0.69 0.46±0.02 0.45±0.01
AraBERT 0.62 0.14 0.22 0.75 0.71 0.72 0.69 0.83 0.75 0.57±0.05 0.69±0.02
GigaBERT 0.8 0.3 0.43 0.78 0.77 0.78 0.74 0.84 0.78 0.66±0.04 0.75±0.02
MARBERT 0.79 0.67 0.72∗ 0.84∗ 0.81∗ 0.82∗ 0.82∗ 0.87 0.84∗ 0.79± 0.02∗ 0.82± 0.02∗

Table 4: Results. P and R are precision and recall. M-F1 and W-F1 are the macro-F1 and weighted-F1 over the three labels.
Lexicon and CAMelB are the lexicon-based and CAMeLBERT Sentiment Analysis models, respectively. Results are averaged
over the five cross-validation folds. The standard deviation of the overall results is provided in the last two columns. The best
results are in boldface while the second-best results are underlined. Statistically significant best results are marked with a ∗.
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Figure 3: Confusion matrix for the best performing model
(MARBERT). POS, NEU, and NEG are the positive, neutral,
and negative labels, respectively. The percentage number in
each cell is calculated columnwise.

Among the fine-tuned models, both AraBERT
and GigaBERT perform well on the neutral and
negative labels. However, their performance on
the positive label, the one with the low support, is
not as good. On the other hand, MARBERT out-
performs all other models, on all labels’ F1 scores
as well as on the aggregated overall scores. This
is unsurprising, considering that MARBERT was
trained solely on Twitter data, and its size is larger
than the other models’ datasets.

We now take a closer look into the performance
of the MARBERT model. Figure 3 is the confusion
matrix we got by running MARBERT on the five
cross-validation folds. It looks like the model has
hard time distinguishing between the neutral and
negative labels. On the other hand, the negative
and positive labels are rarely “mixed up” by the
model. As observed in both Table 4 and Figure 3,
positive is the most difficult label to predict.

Quantitative analysis. Overall there are 602 mis-
classified pairs, out of which 317 (52.7%) were
assigned with two different labels by the original
human annotators. Disagreement at a rate of 52.7%
is significantly higher than the disagreement rate of

the entire corpus (26%, see Section 3.1), suggest-
ing that the misclassified pairs are likely to be more
difficult than the others even for human annotators.

6 Conclusion and Future Work

In this work we defined a new task,
called Human-Directed Sentiment Analysis
(HD-Sentiment). We collected and annotated the
first HD-Sentiment corpus, and made it publicly
available. Additionally, we fine-tuned a number
of baseline models, discussed their results, and
published the one that performed best.
HD-Sentiment may be considered as a special

case of ABSA using only one aspect defined as
the author of the main post. To some extent,
HD-Sentiment extends previous works in the field
of hate-speech detection and cyber-bullying; how-
ever, HD-Sentiment is more general as it aims at
capturing a full range of emotions expressed in con-
versations, which are neither considered as bullying
nor as expressing hate towards someone.

Part of the challenge in HD-Sentiment is the fact
that the users who are involved in the conversations
are not necessarily known in advance and are not
provided as input to the learning model. We do not
store historical information about the users nor their
previous interactions. In our corpus, we included
interactions between users, who may or may not
know each other in advance.

Finally, we decided to work with Arabic, one
of the most popular spoken languages world-
wide.Consequently, there is a growing interest in
processing Arabic for various NLP tasks. However,
we believe that the HD-Sentiment task can be ap-
plied in other languages and other social platforms.

Future work takes two trajectories: (i) Extend-
ing HD-Sentiment to other languages, including
the collection and annotation of additional cor-
pora, and (ii) Building an explainability component
for HD-Sentiment classifiers to better interpret the
model’s output.
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Abstract

Every day, important events take place all
over the world, but they are reported in var-
ious media outlets using various narrative
tenses. Identifying real-world events have
long been an important NLP problem. This
paper, presents a comprehensive and up-to-
date approach for economic events extrac-
tion in text-based context. We propose a
zero-shot approach as an event extraction
solution. The novelty of our approach rely
in the use of separate glossaries to adapt to
the domain application. It does require re-
training to each specific type of events. The
proposed approach, EcoEVE, is shown to
be very effective when working with data
from many platforms ( Economic Calen-
dar, Economic news. . . ). Finally, we also
present our ideas on future research direc-
tions.

1 Introduction

Event extraction is a challenging and long-
researched task in information extraction (Gr-
ishman and Sundheim(1996)); (Riloff(1996)).
The Automatic Content Extraction (ACE) pro-
gram (ace()), defines an event as something that
happens. An Event can frequently be described as
a change of state. Based on the ACE program, we
identify five main elements that form an event:

• Event Type : Thematic Event label describing
the general nature of what’s described in the
sentence.

• Trigger : The word that most clearly ex-
presses the event occurrence. In many cases,
it is the main verb in the part of the sentence
describing the event.

• Agent : The doer or instigator of the action
denoted by the predicate.

Figure 1: An example of an event with extracted
arguments.

• Patient : The undergoer of the action or event
denoted by the predicate.

• Time : When the Event takes place

• Place : Where the Event takes place

Some event elements, such as the place or time
maybe absent. However, an event my still occur.
We give an example in Figure 1, which represents
a ’Bankruptcy’ event (the event type), triggered by
”began” (the event trigger) and accompanied by its
extracted arguments - text spans denoting entities
that fulfill a set of (semantic) roles associated
with the event type (e.g. AGENT of the event,

PATIENT or recipient of the event and

TIME of the event ).
In this paper, we study event extraction based on

context information, namely economical context.
We address the following research question : Can
context information improve the accuracy of event
identification?

To address this question, we propose a three
step model based on zero-shot classification. The
later is a technique that allows the association of
an appropriate label to a text. This association is
irrespective of the text domain and the aspect.

In Section 2, we give a review of existing work.
In section 3, we present the details of our proposed
approach. In section 4, we present the data used to
implement our model. Section 5, gives the results
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Figure 2: Our pipeline for event extraction.

obtained in our experiments. Finally, in section 6,
we conclude the state of our work and present the
future improvements.

2 Related Work

Recent successful approaches to event extrac-
tion usually require supervision (e.g., (Lin
et al.(2020)Lin, Ji, Huang, and Wu)). Particularly,
methods relying on expert systems, to define rules
based on the occurrence of events in text. Such
approaches can be labor-intensive and ignore the
semantic meaning of event type labels.Economic
events, however, can be formulated in many ways
depending on specific domain they report (Aren-
darenko and Kakkonen(2012)).defining a domain
ontology and rules for every application can be time
consuming and difficult. Furthermore, defining a
set of strict rules often results in low recall scores,
since these rules usually cover only a portion of the
many various ways in which certain information
can be worded.

Zero-shot learning (ZSL) most often refers to a
fairly specific type of task: learning a classifier on
one set of labels, and then evaluating it on another
set of labels that the classifier has never seen be-
fore. It has been used much more broadly to make
a model do something for which it has not been
explicitly trained. Evaluate a language model on
downstream tasks (Radford et al.(2019)Radford,
Wu, Child, Luan, Amodei, and Sutskever) without
refining it directly on those tasks. In their pioneer-
ing work on more general zero-shot models, (Yin
et al.(2019)Yin, Hay, and Roth) propose to formu-
late text classification tasks as a textual entailment

problem (Dagan et al.(2006)Dagan, Glickman, and
Magnini). This correspondence allows for the use
of a trained model on natural language inference
(NLI) to be used as a zero-shot text classifier for a
wide variety of unseen downstream tasks.

Recent work ((Liu et al.(2020)Liu, Chen, Liu,
Bi, and Liu); (Du and Cardie(2020))) have empha-
sized the link between question answering (QA)
and EA in supervised system development. Sim-
ilarly, several efforts have explored unsupervised
methods. Using similarity-based methods (Peng
et al.(2016)Peng, Song, and Roth) attempted to
extract event triggers with minimal supervision.
(Huang et al.(2018)Huang, Ji, Cho, Dagan, Riedel,
and Voss) and (Lai et al.(2020)Lai, Nguyen, and
Dernoncourt) explored trigger and argument ex-
traction in a slightly different setting: training on
certain event types and testing on unseen event
types. Recently, (Liu et al.(2020)Liu, Chen, Liu,
Bi, and Liu) proposed a QA-based argument extrac-
tion method that does not handle triggers. To the
extent of our knowledge no method has been pro-
posed to extract both event triggers and arguments
without any event extraction training data. In this
paper, we investigate the possibility of a paradigm
for the event extraction task - formulating it as a
Zeroshot/question answering (QA) task (Zhang
et al.(2021)Zhang, Wang, and Roth).

3 Methodology

We propose a three step based approach for event
extraction as illustrated in Figure 2. The first step
is event detection: Given input text, we apply Se-
mantic role labeling (SRL) (Collobert and We-
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ston(2008)) to understand the role of each word
in a sentence. Then we use Named Entity Recog-
nition(NER) (Schmitt et al.(2019)Schmitt, Kubler,
Robert, Papadakis, and LeTraon), to identify key
elements in text like names of people, places, mon-
etary values,etc. Once the pre-processing step ac-
complished, we use zero-shot classification to de-
tect potential events in the Event labeling step.
The third and final step is argument extraction.
We use a pre-trained QA models to extract spe-
cific arguments concerning the event. All pre-
trained models we use are based on BERT and
BART, including a Zero Shot, a bart-large (Lewis
et al.(2019)Lewis, Liu, Goyal, Ghazvininejad, Mo-
hamed, Levy, Stoyanov, and Zettlemoyer) model
trained on the MultiNLI (MNLI) data-set (Williams
et al.(2018)Williams, Nangia, and Bowman) , and
extractive QA model (Lyu et al.(2021)Lyu, Zhang,
Sulem, and Roth) trained on QAMR. We illustrate
each step of our approach in details in the following
sections.

3.1 Pipeline Overview
Our pipeline for event extraction relies on The
Zero Shot model (green box in Figure 2). In the
pre-processing stage, we segment the text into sen-
tences and apply data cleaning techniques based
on the Spacy Python library (Honnibal and Mon-
tani(2017)). Then, for each sentence, given a set of
event types , it creates hypothesis template of “this
example is . . . ” for each type to predict the type of
the premise. If the inference is entailment, it means
that the premise belongs to that type. Finally, the
extractive QA model (orange box in Figure 2) takes
as input a context and a Wh-question. For each sen-
tence, it extract the event trigger and type. Thus
iteratively identifying candidate event arguments
(spans of text) in the input sentence.

3.2 Trigger Extraction
We formalize Trigger Extraction as a Zero Shot
Classification task. To get potential event triggers
from a sentence, we first perform semantic role
labeling (SRL) (Gardner et al.(2017)Gardner, Grus,
Neumann, Tafjord, Dasigi, Liu, Peters, Schmitz,
and Zettlemoyer) as a pre-processing step. We use
the BERT-based Verb SRL model. The sentence
is then split into ”text fragments”, each contain-
ing its SRL predicate and its core arguments (A0,
A1, A2, etc.). Then, we pass each text fragment
as a premise to the zero-shot model as well as a
list of event types. The model returns the list of

event types sorted with scores (most likely to be
linked to the text fragment) with the first being the
highest entailment probability. Then, we pass the
highest three labels combined with hypotheses of
the form ”this text is about . . . ” or ”is related to
. . . ” inspired by (Yin et al.(2019)Yin, Hay, and
Roth). For every hypothesis, the model returns the
probability that it is entailed by the premise. If
the very best entailment probability throughout all
occasion sorts surpasses a threshold, we output the
corresponding SRL predicate as an event trigger of
this type.

3.3 Argument Extraction

We formalize the task of Argument Extraction as a
sequence of QA interactions with the pre-trained
extractive QA model. Given an input sentence and
the extracted trigger, we ask a set of questions, and
retrieve the QA model’s answers as argument pre-
dictions. We design two templates with annotation
guideline based questions as shown in table 1.

We describe the agent as the noun phrase or
pronoun that identifies the person or thing which
initiates or performs an action in a sentence. The
patient being the person or thing that receives an
action in a sentence. Time and place are straight-
forward. The place (Locative in linguistics) is the
specification of the place where the action or event
denoted by the predicate is situated. The time or
date in the other hand is the period when the ac-
tion or event took place. Then, the cause being the
reason why the action happens and the aim is the
reason for doing the action. Finally the variation
and old/new value being the values that changed or
are talked about in the sentence.

For each question, the model returns the
probability for the answer. If the highest prob-
ability across two question templates surpasses
a threshold, we output the corresponding argu-
ment. Since many argument types in the event
template do not occur in every sentence. For
example in the sentence : The imports of their

struggling economy drastically outweigh

the exports., there is only an AGENT and
PATIENT argument.

4 Data Description

One of the main difficulties we faced building our
model, is finding open source event data sets. In
this section, we describe the EcoEVE economic
event labels annotation dictionary. The goal of
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Argument Template(1) Template(2)
AGENT Who is responsible for the {trigger} ? what is responsible for the {trigger} ?

PATIENT who is {triggered} ? what is {triggered} ?

TIME when the {trigger} happen ? in what time the {trigger} happen ?

PLACE where the {trigger} happen ? in what place the {trigger} happen ?

AIM why the {trigger} happen ? for what reason the {trigger} happen ?

OLD VALUE what is the old value before the {trigger} ? from what value it have {triggered} ?

NEW VALUE what is the new value after the {trigger} ? to what value it have {triggered} ?

VARIATION what is the variation of the {trigger} ?

CAUSE how the {trigger} happen ? what is cause of the {trigger} ?

Table 1: Arguments and corresponding questions from templates.

Figure 3: test data frame.

the EcoEVE labels is to enable unsupervised data-
driven event extraction in economic news. To do
so, we use a lexicon of English event labels. We
scrapped articles from the news site The Finan-
cial Times, Wikipedia articles describing compa-
nies and major economic events, Economic cal-
endars( containing indicators in real-time as eco-
nomic events are announced and the immediate
global market impact) and The Economist articles
(Authoritative global news coverage of world pol-
itics, economics and business). In total, we col-
lected over 500 news articles. Combined with Glos-
sary of economics, containing 473 economic term
and definition. We identified 70 event labels. These
events and activities relate to specific instances of
events mentioned in the articles. For example, in
some economic calendars, events are divided into
categories that describe the event like Interest Rate,
Inflation, GDP Growth, Foreign Trade,etc.

5 Experimental Setup and Results

To evaluate our approach, we built the tool
EcoEVE. Event extraction has two tasks: Trig-
ger/argument identification and event labeling, with
trigger/argument having three sub tasks (trigger
identification, argument identification, and argu-

ment classification). We test each task separately.

5.1 Trigger/Argument Identification

To evaluate trigger and argument extraction, we
use an existing Data Collection used by (Liu
et al.(2019)Liu, Huang, and Zhang) including 574
news groups, 2433 news reports, 5830 sentences.
This data set gives us the arguments and the trig-
ger verb for each sentence. However, since the
results of this dataset only take into account the
root verb of a sentence, we made some adjustments
to our model. Thus, for this part, we used the Spacy
Linguistic Features model to only work with the
ROOT verbs as the syntactic dependency, i.e. the
relationship between tokens. Our approach gives
us results of more than 80% of triggers and about
50% of arguments with semantically correct types
were successfully mapped.

5.2 Event Labeling

For a lack of official open source test set, we col-
lected data from Trading Economics 1. The site
provides accurate information for 196 countries, in-
cluding historical data and forecasts for more than
20 million economic indicators, exchange rates,

1https://tradingeconomics.com/
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stock indices, government bond yields and com-
modity prices. We suppose that the articles titles
contain the main event discussed in the article text.
Then, for each text, we segment it into sentences.
We manually selected the sentences that relate to
the event proposed by the title. Our final data frame
contains 436 sentences. Figure 3 shows the first few
rows of our data set, including titles, events, and
sentences. We identified 18 event types manually.

We tested our approach without changing the
original event type lexicon. In doing so, we obtain
real results as we would on a potential unknown
use case. Since our model can predict more than
one event label for a sentence, we suppose that if
one of them is the same as the manually identified
event type, the event label is correct. The tool
successfully mapped 89% of the event labels in our
test set.

6 Conclusion and Perspective

In this paper, we present a novel approach for event
extraction based on zero-shot and QA event ex-
traction system. We study the performance of
QA/zero-shot models on event extraction data sets
and how these strategies affect the performance
of our pipeline. Our approach have shown pos-
itive result and performance. However, we also
identified several key challenges of the current ap-
proach. For instance, a more generic formulation
in the event labeling stage can lead to better per-
formance and flexibility. For future work, we are
working on incorporating a broader context, a para-
graph/document level context, into our methods to
improve prediction accuracy. We could also further
refine the QA/zero-shot models to improve their
performance for the event extraction task.
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Abstract

This study compares the performance of some
existing approaches to the problem of Arabic
Named Entity Recognition. The approaches
under consideration are based on Sequence La-
belling and Multi-Label Classification meth-
ods. We will use the ALP corpus, a newly pro-
duced corpus with more than 58 tags, as our
single corpus for comparison in order to ensure
a fair comparison. In other words, we’ll use a
58-way categorization procedure to figure out
what each token’s tags are. Despite just em-
ploying a portion of the ALP corpus—ALP2
(50%) and ALP3 (25%)—an average accuracy
of more than 88% was achieved, which make
the results highly encouraging.

1 Introduction

Named Entity Recognition (NER) focuses on the
challenge of identifying specific linguistic cate-
gories that share semantic characteristics, such as
organization names, where despite their outward
variances, they all communicate the same meaning.
Furthermore, they commonly emerge in environ-
ments that are similar. Similar rules apply to names
of individuals, places, or dates. Sometimes peo-
ple think that the NER problem has been resolved.
We can say that well-trained systems score almost
as high as human performance, at the very least.
Neural networks, rules-based systems, and statisti-
cal models like CRFs and Maximum Entropy have
all been used to close the efficiency gap with hu-
mans. Consequently, why bother with it? Because
NER today has more to do with data than it does
with algorithms ( Frederic Giannetti, 2018). This
is true for high resourced and low resource lan-
guages such as Arabic. This is why, in this paper,
we will highlight the important work done on Ara-
bic Named Entity Recognition. In overall there is
so much progress for NER in other language like
English, German and French, as opposed to the
Arabic Language. The complexity of the Arabic

language, peculiarities in the Arabic orthographic
system, non-standardization of the written text, am-
biguity, and lack of resources are the main reasons
for the minimum number of research in NER.

Another constraint is the non conformity be-
tween the different tagging model, where some
adopt the rule token from foreign languages and ap-
plied to Arabic, whereas other like Abed Alhakim
Freihat opted to create a more thoroughly list of
tags which can express the maximum number and
variation of the Arabic language. This is why in
this paper, we have considered the corpus created
by Abed Alhakim Freihat as a test ground. So the
novelty of this paper relate to:

• The first use of a mega corpus (ALP) (Frei-
hat et al., 2018a,b) that contains more than 2
millions tagged word.

• The first ever conduction of a 58-way classifi-
cation in Arabic (to our knowledge).

• Conducting a comparison study between some
existing approaches using some well known
tools for NER.

The rest of the paper will be organised as fol-
low. An extensive and exhaustive list of work have
been presented as a reference in the section 2. In
section 3, we will present a description of the used
dataset, followed by the different used approaches
in section 4 as well as the gotten results in section
5. Whereas we will conclude our paper in section
6.

2 Related Work

The first work (to our knowledge) on Arabic
Named Entity Recognition (ANER) was done by
Benajiba et al. (Benajiba et al., 2007), where they
first build an ANER system for Arabic texts based-
on n-grams and maximum entropy which is applied
to their own training and test corpora (ANERcorp)
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and gazetteers (ANERgazet). An overall accuracy
of 55.23% was achieved by this first experiment,
which was further improved by 19 point by the
same authors in their second work (Benajiba and
Rosso, 2008) by using additional information such
as Part-Of-Speech tags and Base Phrase Chunks
and changing the probabilistic model from Maxi-
mum Entropy to Conditional Random Fields. An-
other ANER system was built by Shaalan and Raza
(Shaalan and Raza, 2009) using a rule-based ap-
proach. The process used by the authors is as fol-
low: (a) recognizing the named entities by using
a Whitelist which is representing a dictionary of
names, and a grammar, in the form of regular ex-
pressions then (b) applying a filtration mechanism
to revise the gotten results in (a) by using meta-
data and also a Blacklist or rejecter for case of
ill-formed named entities and last (c) a disambigua-
tion of identical or overlapping textual matches
returned by different name entity extractors to get
the correct choice. NERA has achieved an average
accuracy of over 80% for the 10 used NEs tags. An
improvement of the coverage of the mis-classified
person, location and organization named entities
types by 69.93 per cent, 57.09 per cent and 54.28
per cent, respectively was achieved by NERA 2.0
by the same authors (Oudah and Shaalan, 2017) by
following an hybrid approach that integrates both
rule-based and machine learning-based NER ap-
proaches. By incorporating cross-lingual features
and knowledge bases from English using cross-
lingual links, Darwish (Darwish, 2013) show that
such features have a dramatic positive effect on
recall where the effectiveness of cross-lingual fea-
tures and resources on a standard dataset has per-
mit the author to achieve a relative improvement
of 4.1% over the best reported result in the liter-
ature. In recent year, we note the work done by
Lample et al.(Lample et al., 2016) where they in-
troduce two new neural architectures—one based
on bidirectional LSTMs and conditional random
fields, and the other that constructs and labels seg-
ments using a transition-based approach inspired
by shift-reduce parsers. The authors consider also
that character-based word representations learned
from the supervised corpus and unsupervised word
representations learned from unannotated corpora
are considered as two sources of information about
words in their model.An overall accuracy of over
78% was obtained in NER in four languages (En-
glish, Spanich, German and Ducth) without re-

sorting to any language-specific knowledge or re-
sources such as gazetteers. There is also the work
of Lhioui et al.(Lhioui et al., 2017) where they used
the NooJ platform based on linguistic rules to man-
age an experiments on the pilot Arabic Propbank
data to finally achieve a score of 87%, which they
proclaim that improves the current state of the art
in Arabic NE recognition. Where-as Elbazi and
Laachfoubi (El Bazi and Laachfoubi, 2017) have
introduced a features based on Latent Dirichlet
Allocation (LDA) to investigate and analyze three
different approaches for utilizing LDA, Topical Pro-
totypes approach and Topical Word Embeddings
approach. The authors proclaim that their experi-
ments show that each of the presented approaches
improves the baseline features, among which the
Word-Class LDA approach performs the best (over
73%). Moreover, the combination of these topic
modeling approaches provides additive improve-
ments, outperforming traditional word representa-
tions as Skip-gram word embeddings and Brown
Clustering. The same authors (Bazi and Laach-
foubi, 2018) have recently investigated whether
word representations can also boost supervised
NER in Arabic by using word representations as
additional features in a Conditional Random Field
(CRF) model and compare in the same time three
neural word embedding algorithms (SKIP-gram,
CBOW and GloVe) and six different approaches
for integrating word representations into NER sys-
tem where the Brown Clustering achieved the best
performance among the six approaches by an accu-
racy of 67%.

Corpus ALP2 (50%) ALP3 (25%) ALP
# tokens 1.04M 524.28k 2.27M
# unique tokens 84.13k 64k 148k
# labels 1.04M 524.28k 2.27M
# unique labels 54 50 58

Table 1: ALP corpus statistics

3 Dataset

In this work, we used the ALP corpus (Freihat et al.,
2018a,b). The whole corpus had been tokenized
and tagged in a semi-supervised way, where the au-
thors started by labeling a 200 tokens and used it
as training to predict the tags of another set of 200
tokens. The resulted tags have been verified manu-
ally by an expert which resulted in a 400 tokens as
a training dataset. The authors have repeated this
process until they created this ALP corpus, which
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contain more than 2 millions fully tagged tokens.
For this work we have divided this corpus to two
sets, ALP2 and ALP3 sets. In table 1, we provide
some statistics on the used corpora.

In the table 3, we will present the labels fre-
quency in the total corpus.

Label Frequency Example
O 2069010 �I	JÖÞ�B@
B-LOC 42972 �éJ.ªºË@
I-ORG 31537 ú
¾Ê 	®Ë @
B-PER 28247 	�ñK

B-ORG 20826 �é 	Jm.Ì
I-PER 20109 A ��AJ. Ë @
I-LOC 19964 �èYj�JÖÏ @
C+B-LOC 13128 �� ��ÓXð
B-MONTH 6581 Q�.Ò�J�. �
P+B-LOC 4947 A 	J�
J
 	®K.
P+B-ORG 2851 �èQK
 	Qj. ÊË
B-DAY 2267 	á�
 	J�KB@
I-EVENT 2173 	áÒJ
Ë @
ALLAH 1875 é<Ë @
B-EVENT 1424 �éÔ�̄

C+P+B-LOC 1315 	à@Xñ�ËAK. ð
B-MISC 1298 �AK. QK
 @
C+B-PER 1220 ZAJ
 	�ð
I-MONTH 1112 Èð


B@

C+B-ORG 968 XAm��'B@ð
P+B-PER 768 YÒjÖÏ
I-MISC 621 Q�� 	gP
B-CLAN 434 A 	ª 	JJ
ëðQË@
I-AWARD 206 	àA¢Ê�
B-TIME 197 �é«A�Ë@
I-CLAN 192 �éJ
K. QªË@
P+B-EVENT 151 	àAg. QêÖÏ
I-TIME 138 �èQå��AªË @
C+P+ALLAH 114 é<Ëð

Table 2: ALP corpus labels frequency and examples
-Part 1-

Label Frequency Example
B-AWARD 105 ÉK. ñ 	K
P+ALLAH 104 é<Ë
I-PROPH 104 YÒm×
C+B-MISC 91 @YJ
ÓðPY	K


@ð

C+B-CLAN 73 È
�
@ð

P+B-MISC 67 t�'
QÒÊË
C+ALLAH 59 é<Ë @ð
C+B-MONTH 43 øXAÔg. ð
C+B-EVENT 38 H. Qkð
C+B-DAY 25 ��
Ô

	gð
ALLAH+VOC 20 ÑêÊË @
P+B-CLAN 15 ú


	æJ. Ë
C+P+B-PER 15 	áK. Bð
C+B-AWARD 15 �è 	QKAg. ð
P+B-PROPH 10 Èñ�QÊË
P+B-AWARD 8 �è 	QKAm.Ì
C+P+B-ORG 2 Õ×


CËð

B-CHAPTER 2 �ém��'A 	®Ë @
C+P+B-PROPH 1 Èñ�QÊËð
B-ORH 1 	J
»
C+B-TIME 1 �é�JËA�JË @ð

Table 3: ALP corpus labels frequency and examples
-Part 2-

4 Approaches

We will present in this section our two proposed ap-
proach where the first one is our proposed approach
which is based on Multi-Label Classification tech-
nique whereas the second is the Sequence Labeling
approach.

4.1 Multi-Label Classification Approach

In this approach, we address the problem of NER
as a simple Multi-Label Classification problem.
Where the labels in the used corpus are consid-
ered as class candidate. For example if we have
5 label, the classification will be a 5-way classifi-
cation approach. The following algorithm (–see
algorithm 1)will summarize the different step for
this approaches.
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Algorithm 1 Multi-Label Classification
1: procedure MULTI-

LABELCLASSIFICATION(corpus)
2: Preparing Train and Test Data . (Step 1)
3: Convert Train and Test Data to array .

(Step 2)
4: Applying TFidf transformation
5: Training Phase for LSVM, BNB, MNB,

LR, SGD and PAC . (Step 3)
6: for W ∈ Test do . Testing Phase (Step 4)
7: Predicting the Class of W by the six

classifier

4.2 Sequence Labelling Approach

When the aim of NER is to extract the name of
country, person in a text, we can note that the hu-
man being, when reading a news article he would
usually recognise that a word or a phrase refers to a
country, a person name, even when he has not seen
that name before. The main reason is that there are
many different cues in the sentence or the whole ar-
ticle that can be used to determine whether a word
or a phrase is a country name or person name. This
is where this approach perform well, because it
take advantage of the surrounding context when
labelling tokens in a sequence, where a commonly
used method is the conditional random field (CRF).
Which is a type of probabilistic graphical model
that can be used to model sequential data, such as
labels of words in a sentence.

In CRF, a set of feature functions, will be de-
signed to extract features for each word in a sen-
tence. During model training, CRF will try to de-
termine the weights of different feature functions
that will maximise the likelihood of the labels in
the training data.

In the following algorithm 2, we will present
the main steps for sequence labeling a word in a
sentence.

5 NER Experiment Setup and Result

Because the ALP corpus has a huge number of
instance, we couldn’t conduct the desired experi-
ments, this is why we decided to use only the half
of the corpus, which give use slightly more than 1
Million labeled token, lets name it ALP2.

5.1 Multi-Label Classification Experiments

We considered a set machine learning techniques
using the scikit-learn library (Pedregosa et al.,

Algorithm 2 Sequence Labeling

1: procedure SEQUENCE LABELING(corpus)
2: Generating Part-of-Speech Tags . (Step 1)
3: for W ∈ corpus do . Generating Word

Features (Step 2)
4: f1 := Convert W[i] to lower case
5: f2 := Prefix/Suffix of W[i]
6: f3 := W[i-1] (previous), W[i+1] (next)
7: f4 := if(W[i]) is Uppercase or Lower-

case (1 or 0)
8: f5 := if(W[i]) is Number or Contains

digit (1 or 0)
9: f6 := PosTag(W[i]), PosTag(W[i-1]),

PosTag(W[i+1])
10: f7 := if(W[i]) contains special character

(1 or 0)
11: Split to train and test set . (Step 3)
12: Train CRF Model . (Step 4)
13: for W ∈ test do . Testing phase (Step 5)
14: Predict the tag of W[i] by CRF.tagger

2011), namely: Support Vector Machines (SVM),
Bernoulli Naive Bayes (BNB), Multinomial Naive
Bayes (MNB), Logistic Regression (LR), Stochas-
tic Gradient Descent (SGD) and Passive Aggressive
(PAC). For this classifiers we opted for the default
configuration as in the scikit-learn.

Precision Recall F1-Score Accuracy
LSVC 81% 87% 83% 86,73%
BNB 66% 81% 73% 81.27%
MNB 78% 84% 79% 84.40%
LogReg 79% 86% 81% 85.67%
SGD 76% 83% 76% 82.81%
PAC 80% 86% 83% 86.15%

Table 4: Detailed Results on a non shuffled dataset.
Precision, Recall and F1-score are in average mode.

Precision Recall F1-Score Accuracy
LSVC 85% 90% 87% 90.38%
BNB 76% 86% 80% 86.45%
MNB 82% 88% 84% 88.46%
LogReg 84% 90% 86% 89.54%
SGD 82% 88% 83% 87.93%
PAC 84% 90% 87% 89.81%

Table 5: Detailed Results on a shuffled dataset.
Precision, Recall and F1-score are in average mode.

For this approach, we carried-out two experi-
ments: the first without shuffling the data (see ta-
ble 4), when splitting the corpus to train and test.

40



Where-as the second by shuffling the data (see ta-
ble 5). As mentioned earlier, we took only half
of the ALP corpus, with a size of 1.04 Million to-
kens (ALP2). We divided this corpus to a 80% for
train and the rest for test. For this approach, the
best results has been gotten by the LSVC classifier
when shuffling the data with an average accuracy
of 90.38%.

Setup Accuracy
w/o Pos-Tags ALP3 100%

ALP2 99.9%
+ Pos-Tags ALP3 90.1%

ALP2 87.1%

Table 6: Accuracy gotten with sklearn-crf.

5.2 Sequence Labeling Classification
Experiments

We used the code in 1 by Francois Vanderseypen.
This tools is based on the sklearn_crfsuite2,which
permit to label a sequence of word with or without
using Pos-Tags information. This is why we con-
ducted four experiments: two with Pos-Tags and
two without Pos-Tags using different setups. The
gotten results as well as a description of the used
dataset is described in table 6. We should note that
we used for once 50% of the ALP (let’s name it
ALP2) and for the second 25% of ALP (let’s name
it ALP3). This choice was made because of the
lack of computing power.

If we consider the same setup as for the first
Approach, while using the ALP2 corpus, the best
results achieved by this approach is with a an
accuracy of 99.9% without using the Pos-Tags.
Whereas, while using the ALP3 corpus, a perfect
accuracy was obtained without using Pos-Tags. If
we consider the Pos-Tags information, we noted a
decrease of about 10% in accuracy.

6 Conclusion

We presented in this paper an empirical comparison
between two approaches and two tools. Where the
first approach is based on a Multi-Label Classifi-
cation Methods and the second approach is based
on a sequence labeling methods (two tools). For
the Multi-Label Classification, the best results was
achieved by LSVM with an accuracy of 90.38%,

1https://github.com/Orbifold/dutch-ner
2https://github.com/TeamHG-Memex/sklearn-crfsuite

which is very encouraging because the time of train-
ing is very low in comparison to the other tool. Or
the tool, which is based on sklearn-crf has achieved
some excellent results, despite the very long train-
ing time.
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Abstract

A Lexical Recognition Tests (LRT) is a com-
mon tool being widely used to measure the
level of language-learner’s proficiency utiliz-
ing vocabulary size (or simply the number of
words acquired by a learner) for several inter-
national languages like English, Arabic, Ger-
man, Chinese, and Spanish. Compared to other
languages, LRT themes for Arabic are not ma-
ture enough and still they have some rooms
for improvement, with very few existing pro-
posals that mainly use human-crafted or semi-
automated methods using Arabic Natural Lan-
guage Processing (NLP) techniques. This paper
introduces ALRT, the Arabic Lexical Recogni-
tion Tests Tool for the automatic generation of
Arabic LRTs. The tool was tested using a huge
dataset of Arabic vocabulary, and a subject-
matter expert intervention was involved as an
extra validation step to verify the quality of
generated nonwords.

1 Introduction

Arabic is one of the main languages being widely
used. It is not only spoken by more than 422 mil-
lion people, but also non Arab people are using Ara-
bic to practice Islam, study Arab cultures, and col-
lect Arabs’ opinions about many topics, etc. (Ab-
delgadir and Ramana, 2017). Arabic is mainly di-
vided into three classes; standard, spoken and clas-
sical (Elfardy and Diab, 2012). The standard Ara-
bic is the language used for official documents, lan-
guage learning centers, and educational resources
and books; the spoken Arabic constitutes the main
spoken language of Arabs in modern society, it
has many dialects that represent various diversities
of the real spoken Arabic language - Levant, Mo-
roccan, Gulf, Levant, and Egyptian- which leads
to to so-called Arabic “Diglossia”, i.e., Arab peo-
ple use the same word/phrase to express different
meanings; and the classical Arabic is the language
of the ancient people, the Holy Quran and Arabic
classical books were written using this language.

Some research contributions to Arabic natural
language processing argued that Arabic lacks effi-
cient approaches to measure Arabic learning profi-
ciency using simple, fast, and efficient placement
tests. Arabic Lexical Recognition Tests (ALRT),
modules, applications and tools are still under de-
velopment stages, (Salah et al., 2022); (Hamed,
2019), (Hamed and Zesch, 2018). According to
(Hamed and Zesch, 2017), the Lexical Recogni-
tion Test (LRT) is a vocabulary size test, which is
frequently used to calculate the number of words
known by or acquired by a language learner. In
such a test, the language learner is shown a list
of vocabularies, and for each vocabulary, he/she
needs to determine whether it is a valid word or
nonword, and the LRT scores can be easily mea-
sured based on the learner’s responses. Figure 1
shows a sample item of this test for both English
and German. The main advantages of the LRT are
it is simple, fast, and efficient. A test examiner
roughly needs several minutes to answer all ques-
tions. LRTs come in two formats: a set of Yes/No
questions or a customized checklist format.

Like English and German, as the number of Ara-
bic learners increase, the necessity to have such
kind of Arabic placement tests (LRT) increases as
well. Currently, Arabic learning centers lack such
kind of effective approaches to measure learners
proficiency level. Thus, this research is a further
step of our more recent work aiming at develop-
ing an Arabic LRTs tool, called ALRT (Arabic
Lexical Recognition Tool. In the work (Hamed,
2019; Salah et al., 2022), we proposed a generic
framework for the automatic generation of Arabic
LRT, and developed an algorithm that follows some
rules to generate high-quality nonwords that can
confuse language learners and add certain levels of
complexity, thus they are good distractors. Further-
more, this method applies some paradigms based
on (i) statistical machine learning such as character
n-gram models, and (ii) Arabic language special
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Figure 1: Examples of Yes/No questions

Figure 2: An example of Arabic LRT (ALRT)

characteristics such as orthography and phonologi-
cal similarity maps. Finally, we applied some addi-
tional language features using word frequency map
to generate multiple levels of Arabic LRT. Its worth
noting that the adopted approach is mainly based
on similar approaches that were applied on some
European languages such as Spanish and German.
Figure 2 shows a sample output of ALRT.

The remaining parts of the paper are structured
as follows. The most relevant contributions are
discussed in Section 2. Section 3 discusses some
potential applications of using the ALRT tool. The
current state of the tool is presented in Section 4.
Finally, Section 5 concludes the paper and provides
some ongoing research lines.

2 Related Work

Recently, measuring language proficiency levels
has been attractive for many researchers. The lexi-
cal project (Balota et al., 2007) is one of the main

contributions in this field, it is the common criterion
being widely used to measure learning proficiency
levels, it contains many international standard tests
for any specific language. For example, the Interna-
tional English Language Testing System (ILETS),
and the Test of English as a Foreign Language
(TOEFL). Both tests are adopted by English-native
countries to measure English language proficiency
levels for official use such as business, work, aca-
demic, and international mobility, among others.
The Lexical Recognition test (LRT) is another ex-
ample, which is a short and quick test that is fre-
quently used to estimate learners’ proficiency for
some international languages such as English, Ger-
man, Spanish, and other Latin languages. Many
related experiments, research, and contributions
coming from various European centers have ap-
proved this concept with the help of real test beds
and datasets. In the following, we shed light to the
most relevant contributions for Arabic and discuss
their main drawbacks. Consequently, we avoid
the potential issues related to similar experiments
that were conducted to design this form of tests
previously. Also, we avoid some literature review
associated with Arabic diacritics during the pro-
cess of generating good nonwords like (Hamed
and Zesch, 2017).

LexTALE is another criterion used to test lan-
guage proficiency for English and German lan-
guages (Lemhöfer and Broersma, 2012). Lex-
TALE is a five-minute, YES and NO vocabulary
identification test. In its default settings, it consists
of 60 questions, two-thirds are words and one-third
are nonwords. Its performance shows good results
when applied on a processed dataset of vocabu-
laries. However, compared to other tests like the
Test of English for International Communication
(TOEIC), it is still substantial.

In Arabic, nonwords were manually generated
by language experts who follow certain rules to
generate high quality nonwords. This process is
inefficient, time consuming and sometimes sub-
jects to human errors. As the quality of nonwords
plays a crucial role in determining accurate scores,
high quality nonwords must be very similar both
phonologically and orthographically to real words
to increase the complexity of identifying them eas-
ily. LexTALE is a valid test that was adapted by
other languages like German, French, and Spanish,
and it can be used as a good measurement criterion
for non-native language speakers who have various
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learning levels - small, medium, and high. (Duyck
et al., 2004).

Generating the nonwords manually was also ap-
plied by English Lexicon Project (ELP) (Balota
et al., 2007). It is a huge repository of language
resources and databases both descriptive and be-
havioral, connected with a search engine that sup-
plies the researchers with all resources they need
to tackle any technical issue and obstacle they face
during the process of implementing the lexical tests.
Technically, the ELP is totally built using manual
procedures to generate nonwords. This process is
done by applying certain roles and language charac-
teristics to replace one or more characters in a word
with others to create a nonword with high similarity
index to the original one considering orthographic
and phonological characteristics. A similar work
was applied to the British-English language (Ras-
tle et al., 2002). The ARC nonword database was
used by applying a generation model based on both
phonological and orthographic rules. This ARC
database was used to design the LRT test that tricks
the learner in multiple ways based on the morpho-
logical, orthographic, and phonological rules.

The Wuggy research project (Keuleers and Brys-
baert, 2010) developed a computer-based applica-
tion that facilitates the process of generating non-
words automatically, it creates high quality pseudo
words or nonwords following certain rules of lan-
guages, features, sub-syllabic structure, and transi-
tion frequencies among sub-syllabic elements. It
is available for many languages such as English,
Spanish, French, German, Basque, and Serbian. It
could be applied to other languages with some ex-
tra efforts. In this regard, a pseudo word is given a
more attention and can be taken as another impor-
tant factor for determining the efficiency of the lex-
ical decision, which represents a good tool by psy-
cholinguists who perform word processing tasks.
The Wuggy algorithm has some limitations (i) its
dependency on sub-syllabic or summed bi-gram
similarities decreases its performance; (ii) it is not
a fully automated solution for nonword generation,
it requires some human intervention to write the
matching expressions; (iii) the algorithm has some
technical issues in auto detecting the end of the
given expression.

WordGen is another application which is sim-
ilar to Wuggy, it is an automated tool used to
generate and select nonwords for English, French,
and German (Duyck et al., 2004). Here, both

automatic and manual methods have been collab-
oratively used to generate nonwords. Other re-
searchers (Hamed and Zesch, 2015), (Hegazi,
2016) argued on the importance of the role of Ara-
bic diacritized in vocabulary assessments in the
LRT, as they claimed that diacritization adds a new
level of complexity and reveals ambiguity that in-
troduces better evaluation for learners in identify-
ing the words. Consequently, a sample test using
both the diacritized version of Arabic LRT and
the non-diacritized version was generated to show
the importance of Arabic diacritization compared
to other languages. The results showed that the
absence of Arabic diacritization increases the am-
biguity of word recognition. It is worth noting
that the majority of Arabic written text is non dia-
critized, except in some religious, historical, clas-
sical books, and in some specialized Arabic edu-
cational fields. Diacritization impacts the design
of nonwords as Arabic diacritization is an ortho-
graphic way to describe Arabic word pronuncia-
tion (Hamed and Zesch, 2017). They assumed that
the non-diacritized nonwords are highly probably
more difficult to guess than the diacritized ones.
The diacritized nonwords can easily distract the
language’s learners when having more closely re-
lated words, especially if they come with labels
having pronounceable diacritics.

In (Hamed and Zesch, 2015), Hamed and Zesch
suggested the use of a fully automated methodol-
ogy to generate high-quality nonwords for English
LRTs. To implement the automated process of
generating nonwords in English, they conducted
some experiments to generate good nonwords us-
ing some methods based like Markov and character
language models that automatically replace a letter
with similar one. They also applied some mecha-
nisms to rank the generated nonwords and used the
highest ones in creating English LRT.

Similarly, in (Rastle et al., 2002), the authors
developed an automatic paragdimg to generate non-
words for English Language. They constructed a
database of nonwords based on both phonetic and
orthographic language properties.

3 Applications of ALRT

The authors in (Gueddah and Yousfi, 2013) pro-
posed an approach to improve Arabic spell check-
ing in typing text. They suggested the use of a sta-
tistical model based on a similarity matrix to find
Arabic letters’ similarity degrees, this way each
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Arabic letter has a matrix of weighted degrees of
similarities with other Arabic letters by assigning
costs to the permutation errors generated by using
the proximity degrees of keyboard characters and
the calligraphic similarity in Arabic alphabet. Their
aim was to develop a spell checking tool for mal-
formed words that are created during the writing of
Arabic documents. In a comparison to this work,
we found another similarity matrix for each Arabic
letter based on Arabic orthographic and phonologi-
cal characteristics, so reputations will be performed
based on a small set of similarities. Although the
two works have different scopes, the main objective
is to have an Arabic LRT that can be used as Ara-
bic spellchecker. Compared to previous research
contributions, this research work develops ALRT
tool which is based on a proposed approach that
considers generating the nonwords in a fully auto-
mated process using a newly developed algorithmic
that implements some Arabic language character-

istics such as spelling, orthography, pronunciation,
phonology, n-grams, and the word frequency map
which is mainly used to create multiple complexity
levels of LRT test. In this regard, it wroth noting
that to generate nonwords, we have been inspired
by their definition: “words that fulfill the phonolog-
ical constraints of the language but do not bear the
meaning” (Huibregtse et al., 2002).

Another approach to generate nonwords in En-
glish is using minimal pairs (Ricks, 2015), a cor-
responding way to implement this concept in Ara-
bic is the use of orthography and phonology roles.
(Hamed and Zesch, 2015) argued that frequent n-
grams are highly likely to generate high quality
nonwords, which look like real words, and words
that appear more frequently are easier to remember
than less frequent words (Ellis, 2002). In addition
to that some generated nonwords in Arabic could
be classified as fake Arabic vocabulary that look
like real words that were designed to distract the
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learners and confuse them in terms of phonetic if
they tried a pronunciation or an orthographic letter
that differ in terms of word writing shape.

In summary, to get a better picture of the practi-
cal value of the developed tool, we shed the light
on three potential applications: First, since LRT
themes are common methods to measure language
learners’ proficiency levels. However, the existing
LRTs research for Arabic still has room for im-
provement, with few existing proposals at develop-
ment stages, or existing proposals that mainly use
human-crafted methods, or semi-automated meth-
ods using Arabic NLP techniques. Thus, an inter-
esting application of the developed tool is to mea-
sure the proficiency level of Arabic learners (Ara-
bic LRT). Fig. 3 shows an example of Arabic LRT
that fits on one page. Second, another potential
application is the Arabic spellchecker. Since the
proposed approach can potentially generate a huge
amount of good nonwords, these nonwords can be
incorporated into any Arabic Proofreading tool that
can be used as a reference model for spell-checking
documents written in the Arabic for checking con-
sistency, accuracy, and readability to meet profes-
sional standards. Third, since Arabic LRTs are still
in the development stages, the proposed approach
can be used as a reference by Arabic language
researchers, who want to conduct relevant studies.
The source code, the implementation steps, the doc-
umentation, and the generated nonwords database
will be freely available on the GitHub platform.
For now, we have uploaded the LRT test engine
(https://github.com/ohamed/ar-lrts).

4 Current State of the Tool

The current version of the ALRT is V1.0, it is the
initial draft that was built based on our previous
work ( (Salah et al., 2022)). Recently, we have
proposed a generic framework for the automatic
generation of Arabic LRT, and developed an al-
gorithm that follows certain rules, and features to
generate high quality nonwords with high simi-
larity index to the original ones, and introduces
certain levels of complexity to the LRT. In this
work, we used a freely available corpora datasets
that were collected from different resources, such
as Arabic books, social media, and news agencies.
It has a huge volume of Arabic texts in raw format
that were transformed to one UTF-8 format having
one vocabulary per line. Some preprocessing steps
were also applied to make the data format suitable

to work with. In data preprocessing, we mainly
applied some data cleaning operations to remove
special symbols, non Arabic characters, punctua-
tion marks, numeric values, white-spaces, and any
other strange character. Table 1 lists some technical
features about the dataset. Column (1) represents
the main corpus source; the available source of
the data, some sources might have multiple files
(rows in the table), number of alphabets, lines as
in a notepad++ text file, size in Kilobytes (KB),
whether the text is diacritized or not diacritized,
and the main reference. Figure 3 shows the pro-
posed block diagram of Arabic Lexical Recogni-
tion Test (LRT) ( (Salah et al., 2022)), which is the
tool we developed to generate Arabic nonwords.

4.1 Nonwords generation - Orthographic and
phonological

The process of automatic generation of Arabic non-
words is based on the common Arabic language fea-
tures, such as orthographic, phonological, n-grams,
and vocabulary frequency. Algorithm 1 describes
the pseudo-code for generating the nonwords. The
proposed algorithm beings by iterating through all
processed vocabularies found in the database. For
each vocabulary, the algorithm calculates its fre-
quency. To generate multilevel LRTs, the algorithm
computes the word’s frequency (how many times
the chosen word appeared in the corpus). To tune
the algorithm’s operation in terms of words’ fre-
quencies, we used two thresholds - Threshold1 and
Threshold2. If Frequency > Threshold1 && Fre-
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quency < Threshold2, we assume that the given
vocabulary is not used more frequently. Two lists
will be created, one contains the orthographic vo-
cabularies using orthographic similarity roles, and
the other contains phonological vocabularies using
phonological similarity map. next, the two list are
merged to construct the similarity list that includes
all vocabularies. The algorithm randomly selects
a set of vocabularies from the similarity list "Sim-
ilarityList" and checks the occurrence of them in
the processed data. If the selected vocabulary is a
real word, it will be removed from the similarity
list. The algorithm repeats the process to select a
new vocabulary.

4.2 N-grams generation

To further improve the automatic generation of
nonwords, the results of Algorithm 1 have been
updated by implementing the character n-grams
concepts that represent the subsequent characters
of vocabulary. This process iterates through the
processed data file, and then for each vocabulary,
it generates all possible n-grams starting from bi-
gram to word-length-1 grams. These n-grams were
appended to the database table along side with their
corresponding real words, this step is useful in for-
mulating a statistical data reference for which con-
clusions and judgements can be built easily. Since
n-grams could be involved in generating nonwords
by replacing a character in the input word taking
into consideration frequency occurrence of prefix
and postfix characters. Consequently, the closet
character from the similarity set intersected with
a character that uses frequency in the n-grams list
will be substituted. This way, n-grams are being
used to narrow the acceptable possibilities; this is
expected to improve the quality of the nonwords
generation process.

5 Conclusion and Future Work

In this paper, we have introduced the Arabic Lex-
ical Recognition Tests Tool (ALRT) for the au-
tomatic generation of Arabic LRTs. The pro-
posed tool will automatically generate nonwords
based on a newly proposed model, which considers
Arabic special characteristics such as orthography
(spelling), phonology (pronunciation), n-grams,
and the word frequency map, which is an important
factor to create a multi-level test. The tool was
tested using a huge dataset of Arabic vocabulary,
and a human-driven intervention was used as an

extra verification step to validate the quality of gen-
erated nonwords. We are working on integrating
the ALP (Freihat et al., 2018b,a) lemmatizer for
generating lemmas automatically. We also plan
to add other Tests to the tool such as tokenization
recognition tests, part of speech recognition, and
diacritization recognition tests.
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