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Abstract

Studies on interpersonal conflict have a long
history and contain many suggestions for con-
flict typology. We use this as the basis of a
novel annotation scheme and release a new
dataset of situations and conflict aspect anno-
tations. We then build a classifier to predict
whether someone will perceive the actions of
one individual as right or wrong in a given sit-
uation. Our analyses include conflict aspects,
but also generated clusters, which are human
validated, and show differences in conflict con-
tent based on the relationship of participants
to the author. Our findings have important im-
plications for understanding conflict and social
norms.

1 Introduction

Understanding social norms is critical to under-
standing people’s actions and intents, not only for
humans, but also for artificial agents. The inabil-
ity for artificial agents to take these norms into
account may serve as a barrier to their ability to
interact with humans (Pereira et al., 2016). How-
ever, perceptions of what is socially acceptable
behavior vary and issues are often divisive (Lourie
et al., 2021). It is critical to model these differences
both to build higher performing systems and better
understand people (Flek, 2020; Ovesdotter Alm,
2011).

In this work we classify an individual’s assess-
ment of conflict situations using the Reddit com-
munity r/amitheasshole (AITA). Previous work
has examined the classification of social situations
involving conflict at both the individual level, and
community level (for the AITA subreddit). How-
ever, it does not consider the types of conflict sit-
uations from the perspective of existing conflict-
focused literature.

We explore methods of clustering descriptions
of social situations involving interpersonal conflict
and perform a human evaluation and analysis. After

proposing a novel annotation scheme, we annotate
a set of 500 conflicts with six aspects of conflict.
Aspects and clusters are then used to provide an
analysis of our model performance.

We address the task of predicting whether some-
one will perceive the actions of one individual as
right or wrong in a given situation. We hypothesize
that, for the prediction model, (1) higher emotional
intensity will make predicting the perception of
conflict more difficult, (2) when more people are
involved, conflict will be harder to assess, (3) the
strength of disagreement will not affect prediction
difficulty, and (4) that conflict over a longer dura-
tion, involving more interference, and that are more
manifest than perceived, will be easier to predict,
as the additional information gives a clearer picture
of the situation and points of discussion.

2 Related Work

Many classification tasks are subjective in nature.
While in some cases it may help to resolve differ-
ences between annotators (Hagerer et al., 2021),
it is often insightful to acknowledge and explore
the subjectivity of labels assigned by people or
groups (Leonardelli et al., 2021; Sap et al., 2022a).
A dataset with labels from individuals, termed de-
scriptive annotations, will help us build models to
better understand differences in people’s views of
socially acceptable behavior (Röttger et al., 2022).

Lourie et al. (2021) first examined AITA, sug-
gesting that the descriptive ethics contained in peo-
ple’s judgements could serve as a valuable resource
for developing machines that can appropriately and
safely interact with people. Forbes et al. (2020) fur-
ther attempted to derive rules-of-thumb from AITA
to guide ethical reasoning. In contrast, our work
classifies how individuals interpret these situations.

Several recent works have attempted to classify
comments, or the judgement that individuals assign
in their replies to posts. Efstathiadis et al. (2021)
examined the classification of both posts and com-
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ments on AITA, finding that posts were more dif-
ficult to classify. De Candia (2021) found that
the subreddits where a user has previously posted
can help predict how they will assign judgements
and manually classified posts into five categories:
family, friendship, work, society, and romantic rela-
tionships. More recently, Botzer et al. (2022) con-
structed a comment classifier and used it to study
the behavior of users in different subreddits. Sev-
eral of these works have examined characteristics
of posts and authors and the judgements they re-
ceive, including passive voice, framing, gender, and
age (Zhou et al., 2021; De Candia, 2021; Botzer
et al., 2022).

Interpersonal Conflict. Distinctions between con-
flicts can be made based on who is involved. Intrap-
ersonal occurs within oneself, while interpersonal
occurs between individuals. Conflict with more
people can occur within or across groups or organi-
zations. Much research on the topic has focused on
work goals and differentiates between task-related
issues and those that result from differences in per-
sonality, values, or style (Pinkley, 1990). This
work has found it useful to distinguish between
conflicts concerning interpersonal incompatibilities
and those that arise from the content of a task being
performed (Jehn, 1995). Further types have been
introduced, though meta-analyses have found these
types to be highly correlated and thus researchers
have called for improvements to how conflict is
conceptualized and measured (Jehn, 1997; Kors-
gaard et al., 2008; Bendersky et al., 2014).

Barki and Hartwick (2004) surveyed work on in-
terpersonal conflict and noted that studies focused
on three common attributes: disagreement, nega-
tive emotion, and interference, which correspond
to cognitions, emotions, and behaviors respectively.
They suggest that these aspects vary across situa-
tions and that it is important to specify the target of
the conflict. They define interpersonal conflict as
“a dynamic process that occurs between interdepen-
dent parties as they experience negative emotional
reactions to perceived disagreements and interfer-
ence with the attainment of their goals.” As this
suggests, conflict is about perception (Hussein and
Al-Mamary, 2019).

Korsgaard et al. (2008) referred to Barki and
Hartwick (2004)’s three attributes as the experience
of incompatibility, and suggested two additional
considerations; differences in desired outcomes, be-
haviors, values, or beliefs, and the conflict between

and among groups. Bendersky et al. (2014) further
suggested clarifying the intensity of opposition (e.g.
fight versus disagreement), specifying conflict du-
ration, and distinguishing between perceived and
manifest representations of conflict. These sugges-
tions provided the basis of our annotation scheme
described in §4.

To our knowledge, no study has yet examined
computational approaches to classifying the per-
ception of social situations from the perspective of
previous work on interpersonal conflict.

3 Data

We collected data from Reddit, an online platform
with many separate, focused communities called
subreddits. In particular, we use data from the
AITA subreddit, where members post a description
of a social situation involving an interpersonal con-
flict and ask other members of the subreddit if they
think the author of the post is the wrongdoer in the
situation or not. Others will respond saying “you’re
the asshole” (YTA), or “not the asshole” (NTA). As
an initial source to crawl the comments, we use the
posts from Forbes et al. (2020). We crawl the post
title together with its full text, and all the comments
that contain a verdict (YTA or NTA, extracted with
a list of variations). Our dataset contains 21K posts,
and 364K verdicts (254K NTA, 110K YTA) writ-
ten in English. To analyze the types of conflicts,
we further group posts into distinct categories as
described in §5.

4 Annotation of Conflict Aspects

Given the history of the typology of conflict, dis-
cussed in §2, we decided to measure six aspects of
conflict; (1) strength of disagreement, (2) intensity
of negative emotion, (3) degree of interference, (4)
duration of conflict, (5) manifestation of conflict,
and (6) how many people are involved. Aspects
1-3 correspond to the three attributes outlined by
Barki and Hartwick (2004), but with the view of
measuring their intensity. Bendersky et al. (2014)’s
suggestions directly inspired aspects 4 and 5 and
Korsgaard et al. (2008)’s suggestions about groups
led to aspect 6.

The authors then annotated a sample of 25 con-
flicts in order to refine our task. This process made
evident how previous conflict scales were not well-
equipped for our data. Our conflict situations do
not always take place in work settings. The nuance
of scales like Jehn (1995) seemed unnecessary, as
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conflict is assumed in our setting and as a third
party, levels of intensity are less clear (e.g. how
to differentiate between degrees of friction, ten-
sion, emotional conflict, and personality conflict).
Longitudinal aspects also cannot often be directly
determined.

With these insights we refined our annotation
questions, which are provided in Appendix A. A
subset of 500 posts corresponding to 1,653 com-
ments from the test set were provided to annotators.
Matthews correlation coefficient (MCC, Matthews
(1975)) was used to measure agreement between
annotators for 100 posts and is shown in Table 1.
We find moderate to strong agreement for most
aspects with the exception of the degree of interfer-
ence and whether the conflict is primarily manifest
or perceived. For the non-binary aspects, we con-
densed labels (denoted by →) and treat all labels
as binary in subsequent analyses. Merged labels
and label distributions are given in Appendix D.

5 Clustering

Before we acquired any annotated data, we per-
formed an exploratory analysis to determine if there
was a natural way of grouping conflicts into differ-
ent types that would be useful for our analysis.
We used two representations to perform clustering:
situations and all text from the post (full text). Sit-
uations, as referred to in Forbes et al. (2020), come
from the title of a Reddit post and serve as a sum-
mary of the situation described in the full post. The
posts usually start with “AITA for”, which we omit.

We cluster posts using Louvain clustering, which
maximizes the modularity of our graph (Blondel
et al., 2008). We create a weighted graph based
on each criterion, using situations or full texts
as nodes. Their embeddings are obtained with
Sentence-BERT (SBERT; Reimers and Gurevych
(2019)), and use the cosine similarity, normalized
to [0, 1] between each pair of nodes as weighted
edges, resulting in two fully-connected graphs. The
graphs are pruned by dropping the N% lowest edge
weights determined by the adjusted Rand index be-
tween graphs with a 10% difference in the number
of dropped edges in order to find a persistent clus-
tering. This yields N=40% for situations and 30%
for full texts. After clustering each had 3 clusters
(see Appendix B).

Manually inspecting the clusters revealed that
the groups differ from each other by the social re-
lation of the author to the others in the situation,

Conflict Aspect MCC

Disagreement Strength 0.39 → 0.49
Emotion Intensity 0.33 → 0.41

Interference Degree 0.13 → 0.20
Conflict Duration 0.39

Manifestation or Perception 0.10
Number of People 0.40

Table 1: Annotator agreement using Matthews corre-
lation coefficient for all six aspects. For non-binary
aspects, the improvement after merging labels is shown
to the right of the →.

or how close the author is to others in the situa-
tion. For manual verification but also in an effort
to explore possible modifications to the groupings,
a subset of 100 posts were manually clustered by
two of the authors, who intended to form a small
number of groups based on the post title and con-
tent. While considering other possible groupings
both came to the conclusion that it appears most
natural to group the posts based on social relation.
The events that occur in a conflict, understandably,
appear strongly dependent on the relation between
participants. Upon manual inspection and discus-
sion between annotators, we find that differences
arise from two sources. The first is boundaries be-
tween social relations. For instance, one annotator
grouped family, romantic relationships, and best
friends into one cluster, and put all other friends
in a second cluster, while the other annotator put
family in one cluster and all romantic relationships
and friendships in a second. The second source
of disagreement comes from perception of who is
involved in the conflict. For instance, in one post, a
person borrows an object from a family member’s
friend and although the family member is upset, we
do not know if the friend is upset. One annotator
saw this as a family conflict, while the other saw it
as involving someone more distant. The ARI was
0.33 between humans, 0.38 and 0.15 between full
text and humans, and 0.31 and 0.13 between hu-
mans and situations. We refer to the Family cluster
and the clusters containing Close or more Distant
individuals in subsequent analyses. Examples from
each cluster type are shown in Appendix E.

6 Hypotheses

After choosing the six conflict types, we developed
hypotheses about which values would be associ-
ated with conflicts whose verdicts would be most
difficult for our model to predict. We hypothesized
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Disagreement Emotion Interference Duration Manifestation Num. People
Diff. p < 0.002 p < 0.02 p < 0.3 p < 0.04 p < 0.04 p < 0.007

Mild Strong Mild Strong Weak Strong Once Longer Perc. Mani. One More

Acc% 89.5 88.3 88.3 84.0 84.7 86.3 82.7 86.5 81.8 86.4 86.1 80.0
Micro F1% 70.8 69.5 70.0 69.6 56.4 85.5 68.2 70.7 51.9 73.7 73.1 42.5
Macro F1% 78.0 76.4 77.8 76.6 74.5 85.5 71.7 82.0 73.2 78.9 78.5 72.7

Table 2: Performance across conflict aspects (described in §4 and Table 1) for our model using the full text
stratification, showing accuracy (Acc) and F1-score. Significance values for differences in model performance
between each dyad are shown above, calculated with one-sided unpaired permutation tests.

that higher emotional intensity would be more dif-
ficult, as different people may empathize differ-
ently and the classification of emotions is known to
be a challenging task in itself. When more peo-
ple are involved in a conflict, we hypothesized
that this would be harder for our model to predict.
With more involved parties, coreference resolution
becomes more challenging and the interaction of
more parties may make interpretation of the situa-
tional context more complex. However, we thought
that the classifier would perform similarly for both
mild and strong disagreements, as we did not see
why this aspect by itself would make the task more
or less challenging.

We predicted that it will be easier for the model
to predict conflicts that occur over a longer dura-
tion, that involve more interference, and that are
more manifest than perceived. First, longer dura-
tion conflicts may mean that there has been more
time to accumulate information about the conflict.
In our observations, it also often means that some-
one is repeating an action. These repeated actions
and additional information may give a clearer sig-
nal of what facts will lead to a verdict. Similarly,
with interference, the action is much clearer when
interference is high (e.g. someone taking some-
thing away from someone, or preventing people
from seeing each other). Lastly, when conflict is
manifest, it means that an annotator decided the
conflict was more manifest than perceived by the
author. When the conflict is more perceived, the
reader has to infer more from the text. For exam-
ple, the author may think they did something wrong
(e.g. not moving in with friend) but the author does
not seem to know how the other person feels.

7 Perception Experiments

We classify the perception of individuals based
on their comments to posts. We concatenate the
situation (post title) and comment text after filtering
out any labels (e.g. YTA). As our base model, we

Full Text Situation
F1% Acc% F1% Acc%

B
ot

ze
r

et
al

.
(2

02
2)

All 72.7 84.9 70.1 83.2
Family 74.9 86.8 73.3 85.4

Close 72.2 84.4 67.8 82.2
Distant 71.2 82.2 68.5 80.8

O
ur

A
pp

ro
ac

h All 77.2 87.0 77.4 87.2
Family 79.0 88.3 78.7 88.4

Close 76.7 86.9 77.4 86.9
Distant 75.9 85.0 75.6 85.4

Table 3: Comparison between Botzer et al. (2022) and
our approach with accuracy (Acc) and macro F1-score.
Results are broken down by cluster (labels from §5).

fine-tune SBERT on the binary task of predicting
the perception of the author, given by a verdict
(YTA or NTA). We also tried using this model to
encode the full text to use as additional features,
though we found no difference in performance over
using only the comment text and situation, which
often succinctly captures the event.

We compare our model to the recent work of
Botzer et al. (2022) JudgeBERT, which is a BERT-
base (Devlin et al., 2019) model fine-tuned on our
dataset, which is extended with a dropout layer and
classification layer. JudgeBERT was evaluated in
the work from Botzer et al. (2022) using a dataset
with collections of posts submitted between Jan-
uary 1, 2017, and August 31, 2019, over different
subreddits. For the purpose of this work, we re-
implemented JudgeBERT in order to evaluate it
on our dataset. The main difference between the
two models is the encoder layer, where one uses
a BERT-base model, and the other one a SBERT
model. We train both models for 10 epochs, us-
ing the Adam optimizer, learning rate of 1e − 4
and focal loss (Lin et al., 2017) to cope with class
imbalance. We split our dataset into 70-20-10 for
training, validation, and test, respectively. We strat-
ify in two ways, for each clustering method.

The results are reported in Table 3 for both mod-
els and splits. We see that our model significantly
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outperforms previous work on all data,1 with a 5
point improvement on full text F1 (macro averaged
over posts, which may have multiple verdicts from
different users) and 7 points on situations.

We further break down our results by conflict
aspects in Table 2. We find significant differences
in our model’s ability to predict perception of con-
flicts between each aspect dyad with the exception
of interference, which had a label distribution least
similar to the other conditions (see Appendix C).
We correctly hypothesized that situations with more
negative emotion would be more difficult for our
classifier, though we also found this to be the case
for disagreements. Further work is needed to under-
stand the relation between disagreement strength
and perception classification. We also correctly hy-
pothesized that conflicts involving more people are
more difficult for our classifier, and that stronger
interference, longer duration, and primarily man-
ifest conflicts were easier to classify, though the
improvement for interference was not significant.

8 Discussion

Overall, our model outperforms previous work for
our full data and for each cluster. As noted in
§2, it is important to understand the subject of the
conflict, though in our work we found that this was
highly coupled with the type of relation between
participants. Future work may consider ways of
separating these concepts.

If one considers the Family cluster as the most
close social relationship, we find an indirect rela-
tionship between the closeness of participants in a
conflict and the difficulty in classifying perceptions
of that conflict.

The closeness of relation to conflict participants,
strength of negative emotions and opposition, dura-
tion of the conflict, manifestation, and the number
of people involved all impact on our classifier’s
ability to classify people’s perception of social
norms. These findings pertain to the understand-
ing of conflict, behavior, and personal narratives,
but may prove useful for other tasks such as argu-
mentation, framing detection, and understanding
offensive speech.

9 Conclusions

We developed a novel annotation scheme for as-
pects of conflict and built a classifier to predict
individual people’s perception of right and wrong.

1Permutation test for full text and situations, p < 0.0001.

Our analysis with the aspects and generated clus-
ters showed that the closeness in social relation
between people in conflict, strength of disagree-
ment and negative emotion, conflict duration, man-
ifestation, and the number of people involved all
impact the difficulty of predicting personal percep-
tions. Future work on language understanding and
social norms should consider the impact of these as-
pects. Our code and dataset containing 21K posts,
364K comments, two sets of cluster labels, and
our 500 posts labeled with the six conflict aspects,
corresponding to 1,653 verdicts is available on our
GitHub.2

Limitations

Our experiments were performed using only En-
glish data from one subreddit discussing interper-
sonal conflicts. The data source conveniently pro-
vided annotated data for our application, but our
findings may not fully generalize to other data
sources or languages. Demographics of Reddit
users are skewed toward certain populations. Simi-
larly, we did not collect demographics of the crowd
annotators, which has been shown to explain dis-
agreements in annotation (Sap et al., 2022b).

There are many modeling decisions that could
lead to better performing methods. Although we
explored different clustering methods and parame-
ters in preliminary experiments, it is possible other
methods and interpretation by different human an-
notators would lead to different cluster themes.

Our novel annotation scheme has not been thor-
oughly validated, and agreement for some aspects
is low. The scheme and annotation instructions
could be refined in future work which may lead to
higher agreement, particularly for assessing inter-
ference and the manifestation of conflict.

Ethics Statement

Better understanding social norms is important
both for humans and artificial agents. Acknowl-
edging that artificial agents could benefit from un-
derstanding that different people have different per-
spectives could lead to a type of author profiling
task, where a model is used to predict someone’s
opinion of a conflict or type of conflict (Rangel
et al., 2013). This could potentially be harmful
in applications regardless of intention. We recom-
mend against using such a model in applications

2https://github.com/caisa-lab/
interpersonal-conflict-types

83

https://github.com/caisa-lab/interpersonal-conflict-types
https://github.com/caisa-lab/interpersonal-conflict-types


where the user is unaware of data being collected
about them and the purpose of collection. Even
with user consent, models that misclassify user’s
perceptions may lead to undesired outcomes de-
pending on the application.

Acknowledgements

This work has been supported by the German Fed-
eral Ministry of Education and Research (BMBF)
as a part of the Junior AI Scientists program under
the reference 01-S20060, the Alexander von Hum-
boldt Foundation, and by Hessian.AI. Any opin-
ions, findings, conclusions, or recommendations in
this material are those of the authors and do not nec-
essarily reflect the views of the BMBF, Alexander
von Humboldt Foundation, or Hessian.AI.

References
Henri Barki and Jon Hartwick. 2004. Conceptualizing

the construct of interpersonal conflict. International
journal of conflict management.

Corinne Bendersky, Julia Bear, Kristin Behfar, Lau-
rie R Weingart, Gergana Todorova, and Karen A Jehn.
2014. Identifying gaps between the conceptualiza-
tion of conflict and its measurement. In Handbook
of conflict management research. Edward Elgar Pub-
lishing.

Vincent D Blondel, Jean-Loup Guillaume, Renaud Lam-
biotte, and Etienne Lefebvre. 2008. Fast unfolding of
communities in large networks. Journal of statistical
mechanics: theory and experiment, 2008(10).

Nicholas Botzer, Shawn Gu, and Tim Weninger. 2022.
Analysis of moral judgement on reddit. IEEE Trans-
actions on Computational Social Sciences.

Sara De Candia. 2021. Modeling the boundaries of
social norms online. Master’s thesis.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, Volume 1 (Long and Short Papers),
Minneapolis, Minnesota.

Ion Stagkos Efstathiadis, Guilherme Paulino-Passos,
and Francesca Toni. 2021. Explainable patterns for
distinction and prediction of moral judgement on
reddit. In Proceedings of the 1st Workshop on Hu-
man and Machine Decisions (WHMD 2021). Con-
ference on Neural Information Processing Systems
(NeurIPS).

Lucie Flek. 2020. Returning the N to NLP: Towards
contextually personalized classification models. In
Proceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, Online.

Maxwell Forbes, Jena D. Hwang, Vered Shwartz,
Maarten Sap, and Yejin Choi. 2020. Social chem-
istry 101: Learning to reason about social and moral
norms. In Proceedings of the 2020 Conference on
Empirical Methods in Natural Language Processing
(EMNLP), Online.

Gerhard Hagerer, David Szabo, Andreas Koch, Maria
Luisa Ripoll Dominguez, Christian Widmer, Maxim-
ilian Wich, Hannah Danner, and Georg Groh. 2021.
End-to-end annotator bias approximation on crowd-
sourced single-label sentiment analysis. In Proceed-
ings of The Fourth International Conference on Natu-
ral Language and Speech Processing (ICNLSP 2021),
Trento, Italy.

Abdul Fattah Farea Hussein and Yaser Hasan Salem
Al-Mamary. 2019. Conflicts: Their types, and their
negative and positive effects on organizations. Inter-
national Journal of Scientific & Technology Research,
8(8).

Karen A Jehn. 1995. A multimethod examination of
the benefits and detriments of intragroup conflict.
Administrative science quarterly.

Karen A Jehn. 1997. A qualitative analysis of conflict
types and dimensions in organizational groups. Ad-
ministrative science quarterly.

M Audrey Korsgaard, Sophia Soyoung Jeong, Dou-
glas M Mahony, and Adrian H Pitariu. 2008. A
multilevel view of intragroup conflict. Journal of
management, 34(6).

Elisa Leonardelli, Stefano Menini, Alessio
Palmero Aprosio, Marco Guerini, and Sara Tonelli.
2021. Agreeing to disagree: Annotating offensive
language datasets with annotators’ disagreement. In
Proceedings of the 2021 Conference on Empirical
Methods in Natural Language Processing, Online
and Punta Cana, Dominican Republic.

Tsung-Yi Lin, Priya Goyal, Ross B. Girshick, Kaiming
He, and Piotr Dollár. 2017. Focal loss for dense ob-
ject detection. In IEEE International Conference on
Computer Vision, ICCV 2017, Venice, Italy, October
22-29, 2017. IEEE Computer Society.

Nicholas Lourie, Ronan Le Bras, and Yejin Choi. 2021.
Scruples: A corpus of community ethical judgments
on 32,000 real-life anecdotes. In Proceedings of
the AAAI Conference on Artificial Intelligence, vol-
ume 35.

Brian W Matthews. 1975. Comparison of the pre-
dicted and observed secondary structure of t4 phage
lysozyme. Biochimica et Biophysica Acta (BBA)-
Protein Structure, 405(2):442–451.

84

https://arxiv.org/abs/2101.07664
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://arxiv.org/abs/2201.11155
https://arxiv.org/abs/2201.11155
https://arxiv.org/abs/2201.11155
https://doi.org/10.18653/v1/2020.acl-main.700
https://doi.org/10.18653/v1/2020.acl-main.700
https://doi.org/10.18653/v1/2020.emnlp-main.48
https://doi.org/10.18653/v1/2020.emnlp-main.48
https://doi.org/10.18653/v1/2020.emnlp-main.48
https://aclanthology.org/2021.icnlsp-1.1
https://aclanthology.org/2021.icnlsp-1.1
https://doi.org/10.18653/v1/2021.emnlp-main.822
https://doi.org/10.18653/v1/2021.emnlp-main.822
https://doi.org/10.1109/ICCV.2017.324
https://doi.org/10.1109/ICCV.2017.324


Cecilia Ovesdotter Alm. 2011. Subjective natural lan-
guage problems: Motivations, applications, charac-
terizations, and implications. In Proceedings of the
49th Annual Meeting of the Association for Compu-
tational Linguistics: Human Language Technologies,
Portland, Oregon, USA.

Gonçalo Pereira, Rui Prada, and Pedro A Santos. 2016.
Integrating social power into the decision-making of
cognitive agents. Artificial Intelligence, 241.

Robin L Pinkley. 1990. Dimensions of conflict frame:
Disputant interpretations of conflict. Journal of ap-
plied psychology, 75(2).

Francisco Rangel, Paolo Rosso, Moshe Koppel, Ef-
stathios Stamatatos, and Giacomo Inches. 2013.
Overview of the author profiling task at pan 2013. In
CLEF Conference on Multilingual and Multimodal
Information Access Evaluation. CELCT.

Nils Reimers and Iryna Gurevych. 2019. Sentence-
BERT: Sentence embeddings using Siamese BERT-
networks. In Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natu-
ral Language Processing (EMNLP-IJCNLP), Hong
Kong, China.

Paul Röttger, Bertie Vidgen, Dirk Hovy, and Janet B
Pierrehumbert. 2022. Two contrasting data annota-
tion paradigms for subjective NLP tasks. In Proceed-
ings of the 2022 Conference of the North American
Chapter of the Association for Computational Lin-
guistics: Human Language Technologies.

Maarten Sap, Swabha Swayamdipta, Laura Vianna,
Xuhui Zhou, Yejin Choi, and Noah A Smith. 2022a.
Annotators with attitudes: How annotator beliefs and
identities bias toxic language detection. In Proceed-
ings of the 2022 Conference of the North American
Chapter of the Association for Computational Lin-
guistics: Human Language Technologies.

Maarten Sap, Swabha Swayamdipta, Laura Vianna,
Xuhui Zhou, Yejin Choi, and Noah A. Smith. 2022b.
Annotators with attitudes: How annotator beliefs
and identities bias toxic language detection. In Pro-
ceedings of the 2022 Conference of the North Amer-
ican Chapter of the Association for Computational
Linguistics: Human Language Technologies, pages
5884–5906, Seattle, United States. Association for
Computational Linguistics.

Karen Zhou, Ana Smith, and Lillian Lee. 2021. Assess-
ing cognitive linguistic influences in the assignment
of blame. In Proceedings of the Ninth International
Workshop on Natural Language Processing for Social
Media, Online.

A Annotation Task

We recruited annotators from the crowdsourcing
platform Prolific,3 as well as asking researchers

3https://www.prolific.co/

at our university to help annotate as part of their
paid working time. There were 14 annotators in
total and all were required to have English fluency.
All surveys included two attention check questions
that provided the same options as the disagreement
strength and negative emotion questions, but asked
“How should you answer this question? You should
answer”, followed by one of the three options. All
annotators passed all attention checks. Annotators
were asked the following six questions for each
Reddit post and additional details on how the labels
should be used:

1. How strong is the disagreement or opposi-
tion? Labels: (Mild, Strong, Intense) with
Strong and Intense merged. Additional de-
tails: You should consider how significant the
event seems to the author. For example, a
conflict over who should clean the dishes may
seem mild, whereas a conflict over divorce
may seem intense. However, if the author de-
scribes the conflict over dishes as a fight that is
causing irreparable damage to the relationship,
it may be strong or intense.

2. How intense are the negative emotions? La-
bels: (Mild, Strong, Intense) with Strong and
Intense merged. Additional details: Use the
mild label when emotions are weaker, or it is
not clear if they are there at all. Use the strong
and intense labels to differentiate between sit-
uations where you perceive stronger emotions
from the participants.

3. How much is one person interfering with what
another wants to or can do? Labels: (Not at
all, Somewhat, Strongly) with Not at all and
Somewhat merged. Additional Details: If
someone clearly cannot do what they would
like and that is the subject of the conflict, then
the interference is strong. If there is a dis-
agreement, but parties can still take whichever
action they desire, then there is no interference
(e.g. telling someone not to do their home-
work but not stopping them from doing it). If
there are alternatives or possibility for some
degree of compromise then there is some inter-
ference (e.g. a tenant is upset that they cannot
pay rent in two parts, landlord gives several al-
ternatives), but if the restricted party is clearly
opposed to all options then the interference is
still strong (e.g. daughter is not allowed to go
to boyfriends house).
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Cutoff % 0 10 20 30 40 50 60 70 80 90

Number of Situation Clusters 4 3 4 3 3 4 4 4 4 4
Situation ARI - 0.44 0.47 0.46 0.93 0.57 0.45 0.49 0.91 0.85
Number of Fulltext Clusters 3 3 3 4 3 5 8 18 49 165
Full Text ARI - 0.60 0.92 0.91 0.75 0.72 0.74 0.89 0.81 0.65

Table 4: The resulting number of clusters using Louvain for different graph representations, and cutoff percentages.
ARI denotes the adjusted rand index between the listed cutoff percentage and 10% less.

Disagreement Emotion Interference Duration Manifestation Num. People
Mild Strong Mild Strong Weak Strong Once Longer Perc. Mani. One More

33.0 67.0 35.7 64.3 35.3 64.7 48.3 51.7 33.7 66.3 72.0 28.0

Table 5: Label distribution for merged label values resulting from human annotation of 500 posts.

4. What is the duration of the conflict? La-
bels: (One-time incident, Longer) Additional
Details: Additional Details: If someone de-
scribes a specific incident that occurred at one
point in time then it is a one-time incident (e.g.
posting something rude one time on Facebook,
not wanting sibling to take over a family va-
cation with her plans). If the author explicitly
states that something is an ongoing conflict
over multiple days (or longer), or if it can be
reasonably inferred that a conflict spans multi-
ple days (e.g. “every time I talk to my parents
we have this problem”), then the conflict is
longer term.

5. Has the conflict primarily manifested in what
someone has said or done, or is the con-
flict primarily perceived by the author? La-
bels: (Manifest, Perceived) Additional De-
tails: Additional Details: A conflict can
become manifest, for example, in the form
of fights, arguments, telling someone some-
thing, or taking something, whereas the per-
ception of conflict happens inside someone’s
head (e.g. someone thinks of themselves as
rude/mean/unfair, but we do not know if an-
other party has this same perception because
we do not know what they have said or done
or if they are aware of or have engaged in
the same events as the author). For example,
the author feels bad for not texting his par-
ents back quickly. If we have no evidence
that this is causing problems between them or
that the parents have a problem with this then
it is perceived. Sometimes there are small
manifestations, but the conflict is still mostly
perceived. For instance, the author is blocked
on Facebook for not inviting a friend to a party,

but the author does not seem to engage with
the other person or understand why this is a
conflict. In this case it is primarily perceived
by the other person.

6. Who else is directly in conflict with the au-
thor? Labels: (One person, Multiple peo-
ple) Additional Details: Additional Details:
A conflict with multiple people should only
count people engaging with or contributing to
the conflict. For example, if A tells B to shave
their beard and C gets mad at B for doing so,
B and C are in conflict but as long as A does
not engage, they should not be considered to
be part of the conflict and so this would be a
one person conflict.

B Clustering

When clustering, we first determined how many
edges from our fully-connected graphs to drop.
This was determined using the adjusted rand in-
dex between 10% differences. Further threshold
values, ARI, and resulting cluster numbers are pro-
vided in 4. Although we do use a cutoff of 30%
for full texts, which has 4 clusters, one of these
clusters contained only 25 posts, so we removed
it. We experimented with K-means in preliminary
experiments but found that it had lower agreement
with human clusters and clusters seemed less clear.

C Judgements Across Aspects

We also find that the types of judgements in our
sample vary significantly across each aspect of con-
flict. The difference in the distribution of NTA and
YTA labels between each dyad shown in Table 2
is statistically significant using Fisher’s exact test.
In the difference for disagreement (p < 0.004),
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Strong contains an 11% higher ratio of YTA/NTA
judgements. For emotion (p < 0.02), this dif-
ference was 9%. Interference (p < 0.001) had
the highest difference of 78%, with more YTA
judgements when the degree was Strong. For du-
ration (p < 0.001), One-time incidents had a 13%
higher ratio. Manifestation of conflict (p < 0.0003)
showed a 13% higher ratio when conflict was more
manifest than perceived. Lastly, when only one per-
son was involved (p < 0.03), the ratio of YTA/NTA
was 11% higher. All ratios skew toward more NTA,
as this is the overall bias of the dataset, and all
differences in ratio are calculated as absolute dif-
ferences of YTA/NTA between values of an aspect.

D Label Merging and Distribution

As discussed in §4, we merged labels for aspects
that had more than two labels. The strong and in-
tense labels for the negative emotion and disagree-
ment aspects were merged into one strong category.
The lesser and none labels for the degree of inter-
ference were merged into mild. Other labels were
already binary and were unchanged. The resulting
distribution is shown in Table 5.

E Cluster Examples

Two examples of posts belonging to each of the
clusters are shown in Table 6. Clusters were ob-
tained using the full text.
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Family

Situation: Helping my sister take my parents cat
Full Text: Some context: my sister raised a litter of kittens from 4 days old, and my parents decided to keep one of them.
We’ll call him F. F wasn’t learning to stay off counters, so my mother put a shock collar on him. My sister learned of on
her birthday, and is vehemently against it, saying that it’s cruel, and that cats don’t learn like dogs do. Last night, I helped
my sister sneak him out of the house, to her college dorm. AITA?

Situation: Not watching horror films with my husband
Full Text: I really don’t like horror movies. I dislike gore and loud noise out of nowhere shock tactics especially, but I
also have a tendency to get nightmares from movies that don’t have those issues. I don’t enjoy being scared. Plot holes
also stick out like a sure thumb in horror to me. I will try movies on occasion if he really wants me to see them and he
says it isn’t a gore/shock tactic movie, but it takes a lot of pleading on his part. I almost never enjoy them and generally
my reaction is that it was okay/fine, wouldn’t watch it again. I watch things I want to see but he wouldn’t enjoy separately.
I ask him to watch things that I think he will actually like sometimes and he always does. He often watches horror after I
go to bed. The things we watch together are things we are both agreeable to. We watch at home. I only wonder if I’m the
asshole because it seems common for couples to trade off who picks movies.

Close Relationships

Situation: Feeling abandoned by all my friends after a break up
Full Text: Well, long story short , i had no friends until I met this girl which I dates for about a year, she included me in
his close circle of friends, and I thought they like me for who I was, not only because we were dating. Oh, well, I was
wrong. we break up, and now none of my supposed friends talk to me, no one wants to hang out, and when I pointed that
out to the one of them that I feel the more trust via text message, he just call me an asshole, but whatever, that doesn’t
change the facts that I’m now as alone as I started. Roast me reddit

Situation: Not attending my friend’s debut
Full Text: She already placed me on a list where they call people up to give gifts ad stuff without eve asking beforehand
if I’ll be able to attend. I feel like a real asshole right now because 18th birthdays only happen once in a lifetime ad I
wasn’t there to celebrate with her when she was expecting me because I needed to attend a birthday for my uncle who was
released out of prison. On the other hand, I do feel a bit angry that she listed me before asking. Now everyone has cards
with my name on them, ad whoever is attending will expect me to join as well. I feel some conflict. She didn’t even tell
me the address, she just told me that I’m invited and my name is on the card and I need to give her a gift. She seemed
really disappointed days ago when I told her that i could’t attend. Stopped talking to me. Didn’t even look at me. Tried
texting my other friends who were invited but didn’t respond. Too busy partying. I have a feeling that people will think of
me as a shitty friend and that I’m no good. So, AITA?

Distant Relationships

Situation: Leaving low tips
Full Text: So there was an event at a bar/club I bought a ticket for online, *pre-paid* - but when I got there, even though I
had a ticket, they were unable to let me in due to "max capacity". I mean, normally I don’t take it to heart and either wait
or find somewhere else, but this was something that I paid for, so I figured it’s not fair since I technically paid to be part
of that ‘capacity’. There were a few others in the same boat as me who they had to do that to who were also frustrated.
Eventually I got in, but I was super aggravated because I ended up missing over an hour of the event because of this, and
while I was able to eventually enjoy my night I found myself leaving low tips, since I was quite livid (and felt I lost some
of my money’s worth). Later on I felt kind of bad because I realized it’s probably not the bartenders’ faults. AITA though?

Situation: Getting mad at an elderly co-worker for always getting my name wrong
Full Text: Ok, so i work for a store and one of the employees is this elderly man, about 71 or so. Now, he always gets
my name wrong. He always greets me as "Eddie". My name is nowhere close to Eddie. There is no Eddie anywhere
in the store. I’m the only one he calls by the wrong name. "How goes it, Eddie?" "Eddie, why are you stacking those
like that?" "Eddie, that’s not how you use the coffee machine!" At first, i let it slide because i just figured he was senile
and didn’t know who i was. I corrected him, he called me by my name for about a day. The next day, he kept calling
me Eddie. TBH i wouldn’t mind it, this guy is kind of a prick. He isn’t above me in terms of position, we hold the same
position. He’s not a manager or anything. But he corrects me on every little thing. Even though i’m doing it the way the
boss told me. My first day stocking shelves, i was apparently putting the stuff up wrong. I was putting top shelf items on
the bottom shelf. The manager corrected me. While the manager is trying to show me the right way, he shouts across
the room. "Now Eddie! I know you got more sense then that! Put that stuff on the bottom shelf where it belongs!" The
manager was already telling me how, but he chose to embarrass me in front of the entire store. He makes fun of me for
being on a diet. I got a salad for lunch and he started mocking me "Hell, Eddie, that’s not enough to even keep a damn bird
alive!" So, i finally snapped. I shouted at him that my name wasn’t Eddie. "My God, My name’s not Eddie! Jesus, if
you’re gonna act like you run this place, at least get my fucking name right!" Everyone in the store was staring at me and i
feel kind of guilty. But was i truly the a-hole in this situation?

Table 6: Two examples of post situations and full text for each of the three clusters (manually labeled, but
automatically clustered using the full text).
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