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Abstract

The simple question answering over the knowl-
edge graph concerns answering single-relation
questions by querying the facts in the knowl-
edge graph. This task has drawn significant
attention in recent years. However, there is a
demand for a simple question dataset in the
Persian language to study open-domain simple
question answering. In this paper, we present
the first Persian single-relation question answer-
ing dataset and a model that uses a knowledge
graph as a source of knowledge to answer ques-
tions. We create the ParsSimpleQA dataset
semi-automatically in two steps. First, we build
single-relation question templates. Next, we
automatically create simple questions and an-
swers using templates, entities, and relations
from Farsbase. To present the reliability of
the presented dataset, we proposed a simple
question-answering system that receives ques-
tions and uses deep learning and information
retrieval techniques for answering questions.
The experimental results presented in this pa-
per show that the ParsSimpleQA dataset is
very promising for the Persian simple question-
answering task.

1 Introduction

A knowledge graph (KG) represents a network of
real-world entities, with a massive semantic net
that integrates various, inconsistent and heteroge-
neous information resources to represent knowl-
edge about different domains (Stroh and Mathur,
2016). Some KGs contain information from mul-
tiple domains to permit machine learning applica-
tions to operate on various tasks such as question
answering (QA), recommender systems, and search
systems by allowing them to retrieve and reuse
comprehensive answers for a given query over KG.
Many studies used well-structured KGs as exter-
nal resources to support open-domain QA, whereas
the Knowledge Graph-based Question Answering
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(KGQA) system aims to answer Natural Language
Questions (NLQs) automatically.

KG as a data structure underpins digital informa-
tion systems, assists users in finding and retrieving
resources, and serves navigation and visualization
purposes. In the humanities, knowledge graphs are
usually rooted in knowledge organization systems
that have a centuries-old tradition and have under-
gone a digital transformation with the advent of
web-connected data (Haslhofer et al., 2018). This
work addresses the Persian language, which in gen-
eral is underrepresented in NLP and also within
digital humanities. Considering open-domain QA
in low resources languages such as Persian, this
work certainly benefits also the research on digi-
tal humanities. Generally, knowledge graphs and
applications could be vehicles for formalizing and
connecting findings and insights derived from the
analysis of possibly large-scale corpora in the dig-
ital humanities domain. Where with help of such
applications we can digitize archive collections for
librarians or social science research.

In the English language, there are more valu-
able research works, but there is limited work
that has been carried out for the Persian KGQA.
The Farsbase (Asgari-Bidhendi et al., 2019) is the
first Persian KGs that uses hybrid techniques to
extract knowledge from various sources, such as
Wikipedia, Web tables, and unstructured texts. The
Farsbase was published in 2018; since then, only a
few research works have been published to incor-
porate the Farsbase in NLP tasks due to the unavail-
ability of datasets that refer to the KG. This also
limited research on digitalizing datasets for open-
domain QA tasks, since, human readers often rely
on a certain amount of broad background knowl-
edge obtained from sources outside of the text. It is
perhaps not surprising then, that machine readers
also require knowledge external to the text itself to
perform well on QA tasks where KGs are the best
source of such information. To overcome these
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concerns, (Etezadi and Shamsfard, 2020) were the
first researchers who proposed the PeCoQ dataset
as the first dataset for Persian complex QA over
KG. Although the existing dataset is very well de-
veloped for complex QA, many general-purpose
KGQA systems in other languages (e.g English)
are designed to deal with complex QA by decom-
posing complex questions into simple questions.
The Knowledge Graph Simple Question Answer-
ing (KGSQA) is a key building block for complex
QA, and its performance depends on KGSQA (Yani
and Krisnadhi, 2021). So putting more emphasis
on KGSQA is necessary for KGQA. To facilitate
research on Persian KGQA, the first simple QA
dataset and system have been introduced in this
work. To the best of our knowledge, this is the first
step toward Persian KGSQA. In this work, we first
proposed the ParsSimpleQA dataset, a simple QA
dataset in Persian. Next, we proposed a simple QA
framework for the Persian KGSQA.

The rest of the article is organized as follows.
We first describe the problem statements and defi-
nitions in section 2. The KGQA studies are studied
in section 3. Section 4 presents the ParsSimpleQA
dataset. The first Persian simple QA model is pre-
sented in section 5. Section 6 describes experi-
mental setups, and results are covered in section 7.
Finally, in section 8 we conclude the article.

2 Problem Statement and Definitions

Our study aims to design the first simple QA dataset
and system for the Persian language that can map a
simple NLQ q to a matching query Q consisting of
the subject and relation to be executed in the KG
G to retrieve answers. KG G comprises triples in
the form of (s, r, o) where s, r, and o denote the
head entity, predicate/relation, and the tail entity,
respectively. In this work, G is Farsbase KG, the
first Persian multi-source KG. A simple question is
a question that contains a single relation that can be
queried through G to extract facts. For example, the
question "who is the director of Alone in Berlin?"
contains a director relation which can be answered
using G fact that "Vincent Perez" is the director.

The KGSQA task is defined as (Buzaaba and
Amagasa, 2021): given a KG G = {(si, ri, oi)}
that represents a set of triples, and a NLQ q =
{w1, w2, . . . , wT }, where wi ∈ q is a sequence
of words, the simple QA task is to find a triple
(s′, r′, o′) ∈ G, such that o′ is the answer to the
question.

3 Related Works

The KGQA has attracted a considerable body of re-
search in recent years, and increasingly, researchers
are building end-to-end neural network models for
this task. A straightforward decomposition of the
KGQA pipeline is entity recognition, relation pre-
diction, entity linking, and evidence integration.
This work explored relationship prediction, entity
linking, and evidence integration to transform natu-
ral language into queries to extract simple factoid
question answers from KGs.

3.1 Relation Prediction

Relation prediction (RP) can be considered a clas-
sification task since the simple QA assumes only a
single relation is mentioned in the question. (Mo-
hammed et al., 2018) and (Buzaaba and Amagasa,
2021) investigated various models including BiL-
STM, BiGRU, CNN, and logistic regression for
RP. Similarly, (Li et al., 2021) tried the BiGRU
model for the RP task. Overall, (Mohammed et al.,
2018) and (Li et al., 2021) concluded that BiGRU
is the best model for RP in their KGSQA pipelines.
Moreover, (Sidiropoulos et al., 2020) used a com-
bination of word2vec (Mikolov et al., 2013) with
LSTM to solve the RP task. However, (Lukovnikov
et al., 2019) took advantage of pre-trained language
models and fine-tuned BERT (Devlin et al., 2019)
for the RP task.

3.2 Entity Linking

Entity linking (EL) is the task of linking a set of
entities mentioned in a text to a KG. (Buzaaba
and Amagasa, 2021; Lukovnikov et al., 2019; Mo-
hammed et al., 2018) used an inverted index to
retrieve entity mentions from KG and then ranked
mentions using fuzzywuzzy, a string-based similar-
ity method. Additionally, (Fu et al., 2020) pro-
posed a low-resource cross-lingual EL (XEL) that
supports 25 languages, including Persian. They
proposed a simple yet effective zero-shot XEL
system, QuEL, that utilizes the search engine’s
query logs. (Asgari-Bidhendi et al., 2020) proposed
the ParsEL-Social, the first Persian EL dataset
which is constructed from social media contents.
Next, they utilize context-dependent and context-
independent features to propose the first EL model
called ParsEL 1.0 in Persian using Farsbase KG.
Moreover, in (Asgari-Bidhendi et al.) they pro-
posed the ParsEL 1.1, which is an improved version
of the previously proposed EL model, by adding
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graph-based features. In the latest work in EL at
Persian, (Asgari-Bidhendi et al., 2021) introduced
an unsupervised language-independent entity dis-
ambiguation (ULIED), which uses disambiguate
and linked named entities. The proposed entity
disambiguation uses different similarity measure-
ments for candidate entity weighting and aggre-
gation. The ULIED showed promising results in
languages other than English, such as Persian.

3.3 Evidence Integration

Evidence integration (EI) is the final task to inte-
grate evidence to reach a single (entity, relation)
prediction. (Sidiropoulos et al., 2020) used a heuris-
tic based on popularity, that chooses entities that
appear among the facts in KG either as a subject or
as an object. (Mohammed et al., 2018) used the top
m entities and r relations to generate m ∗ r tuples
where scores are the product of their component
scores. After pruning meaningless combinations,
they used graph-based features such as popular-
ity nodes to select the final answers. (Lukovnikov
et al., 2019) ranked the given entity-relation pairs
by considering string-based similarity for entity
and higher prediction probability using the BERT
language model (Devlin et al., 2019) for relation.
Next, they took top-scored pairs, which can easily
generate a query to retrieve the answer from the
KG.

3.4 Datasets

In (Bordes et al., 2015), the SimpleQuestions
benchmark was first introduced, and this bench-
mark consists of 108,442 simple questions anno-
tated with the correct Freebase knowledge base fact,
where facts have exactly one relation. This allowed
a significant improvement in English KGSQA re-
search, where (Petrochuk and Zettlemoyer, 2018)
reported an empirical analysis and concluded the
SimpleQuestions dataset is nearly solved. However,
researchers continued to analyze this benchmark
further. Since neural network models require ap-
propriate data for end-to-end training, the demand
for a dataset in a new language is increased. Due
to this concern, for the Persian language, the first
KGQA dataset, which supports the complex QA,
was introduced by (Etezadi and Shamsfard, 2020).

4 ParsSimpleQA Dataset

To construct a KGQA system in the practical en-
vironment, we should solve the following tasks:

entity detection, EL, RP, and EI where each task
can be addressed in a supervised or unsupervised
learning fashion using an appropriate dataset. The
proposed dataset is suited for training and evalua-
tion of models for suitable and optimal queries to
extract answers from KG G. For automated QA
dataset generation, we had to deal with two chal-
lenges: creating high-quality templates and creat-
ing logical/correct QAs which the ParsSimpleQA
datasets consider these challenges properly. Figure
1 depicts the process of creating the dataset. In the
following, we discussed the details for ParsSim-
pleQA creation.

1. Relationship Selection: Farsbase consists
of many relationships and considering all of
them for dataset creation is computationally
costly. For this reason, we filtered almost 100
most common relationships from G. Next,
we analyzed chosen relationships based on
two criteria: (1) whether they are meaningful
in Persian or not, and (2) whether they meet
Persian NLP dataset creation needs. In the
final, we obtained 35 relationships for dataset
creation.

2. Generating Templates: In this step, we
used three annotators who were familiar with
KGQA techniques for building templates and
asked them to build templates for each rela-
tionship collaboratively. Templates are ques-
tions that only require an entity to be complete.
By using specified entities, we were able to
generate QAs. For example, for the template
Who is the author of < ENT >?, we may
consider the following samples: Who is the
author of Harry Potter? and Who is the au-
thor of Blindness? where Harry Potter and
Blindness are entities.

3. Template Evaluations and Cleaning: For
creating high-quality templates, we asked
three NLP researchers with at least a master’s
degree to check templates and find the inap-
propriate templates for relationships. During
this process, we kept evaluations blind for re-
searchers. To obtain high-quality templates,
we applied hard voting for researcher deci-
sions about accepting or rejecting templates.
Next, the rejected template was removed from
the final list to obtain 149 templates. Then,
we asked annotators to analyze templates to
see whether there are relationships that share
the same information or not. Thereby, we
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Figure 1: The ParsSimpleQA dataset generation procedure

combined multiple relationships to obtain 32
relationships in total. On average, 4.65 tem-
plates per relationship were constructed for
the ParsSimpleQA dataset.

4. Entity Selection: Two ranges of data sources
have been used to build the Farsbase knowl-
edge base. The first source involves ex-
tracting rule-based information from dumped
Wikipedia data, and the other source includes
other knowledge bases such as Yago and Wiki-
data. Rule-based information extracted from
the Wikipedia dumps naturally contains a lot
of noise, including meaningless words, as well
as information from other knowledge bases,
including entities from different languages
such as Chinese and Korean. None of them
are appropriate for this task. Therefore, we
considered the following three conditions in
the entity selection for dataset creation: 1)
The entity must have a URI field (a unique
ID in KG), 2) Ignoring entities from dbpe-
dia, yago-knowledge.org, ecowlim.tfri.gov.tw,
data.linkedmbd.org, data.linkedopendata.it,
and 3) Considering only entities with Persian
letters.

5. Automatic QA Generation: All selected KG
entities are inserted into template slots with
condition that they have that template relation.
So, we can say that template markings such
as author/actor allow for natural sentences to
be generated. We used all entities as subject
entities and relationships for each template to
run a Cypher query (Francis et al., 2018) – a
Neo4j query language – over KG to generate
object entities. Subsequently, we constructed
(s, r, o) triples. Next, we constructed the sam-
ples using subject s and relationship templates
where we know that answer is an object entity
o. The constructed samples contain informa-
tion such as relation type, template, question
entity (subject), question (combination of tem-
plate and question entity), question entity URI
(identified entity in KG), answer entity (ob-
ject), and answer entities URIs. At the end,
the ntemplates ∗ nrelationships ∗ nentities sam-

ples were obtained (n is number of items).

6. Post-Processing: The goal of this step is
to create a final dataset for KGSQA by per-
forming grouping, processing, and doing train-
validation-test set splits. The following steps
were performed for post-processing where the
train/validation/test split with respect to rela-
tionship type and entities to avoid leakage.

(a) Grouping data based on relation types.
So, we clustered the samples for relation
templates for each relation group.

(b) Aggregation of groups based on question
entity URIs. For each entity, we may
have multiple samples with different an-
swers (multiple answers for a question).
In this step, we list the answers to each
question.

(c) Combining similar relations that annota-
tors identified.

(d) Train, validation, and test splits. We
performed a train-validation-test split on
question entity URIs and templates sepa-
rately for each relation group. Next, the
final train-validation-test sets for relation
types were generated using divided ques-
tions entity URI and templates. This pro-
cess was done by looking for pair entities
and templates in the divided lists. After
obtaining train-validation-test sets indi-
vidually for relations, we merged them to
form the final train, validation, and test
sets.

We employed 60% train, 20% validation, and 20%
test split rates while creating datasets. Table 1
presents the stats of the proposed datasets. Overall
36,122 samples for 32 relationship types using 149
templates and 16,772 unique entities were created.

5 Method

Our methodology for the Persian KGSQA uses the
ParsSimpleQA dataset and comprises the follow-
ing components: relation prediction (RP), entity
linking (EL), and evidence integration (EI). Figure
2 depicts a proposed framework. In the proposed



63

Sets # of samples # of templates # of question entities
Train 29,360 78 10,945

Validation 2,261 34 1,898
Test 4,501 37 3,929

Overall 36,122 149 16,772

Table 1: ParsSimpleQA dataset stats

KGSQA, a deep learning model is presented to
identify the relation type of the questions. Next,
the EL module uses a hybrid method for candidate
entity generation and rankings for URI identifica-
tion of entities from KG. Finally, the EI module
uses question relation type, obtained URIs from
entity linker, and KG to generate the answers using
a Cypher query.

5.1 Relation Prediction

This module’s goal is to identify the question rela-
tion type r′ using a supervised approach. In recent
years, transformer-based language models, such as
BERT, have achieved state-of-the-art performance
on many tasks (Min et al., 2021). Transformers
encode context bidirectionally and require mini-
mal architecture changes for a wide range of NLP
tasks. Since the nature of KGSQA is open-domain
specific, and to solve RP, a general-purpose repre-
sentation such as BERT is a logical choice due to
the advantages of contextualized representations.
For relation type identification, we used ParsBERT
(Farahani et al., 2021) a BERT variant for the Per-
sian language as a pre-trained language model. To
modify the output of ParsBERT for the RP task, we
added an extra layer for fine-tuning. In ParsSim-
pleQA, samples appear to be imbalanced, which
affects the RP fine-tuning since during the training,
weights flow toward the majority class. To over-
come this issue, we applied the focal loss function
(Lin et al., 2017) which is an improved version of
cross-entropy loss by focusing on hard learning of
misclassified examples.

5.2 Entity Linking

The EL aims to link a set of entities mentioned in
a text to a KG. EL consists of candidate genera-
tion (CG) and candidate ranking (CR). For CG, we
applied a keyword-based search engine to retrieve
the entities, where it uses a string-based BM25
scoring function as the similarity scoring function.
For CR, most of the approaches tried to use node
context information to perform CR. However, the

Farsbase (Asgari-Bidhendi et al., 2019) contains
only 14% of abstract context information which can
be encoded in the form of contextualized represen-
tation for EL using transformers. However, in this
way, we may lose nodes that do not contain context
information but are the key object nodes for the
question to form the answer triples. To overcome
this limitation, we proposed a graph-based features
ranking mechanism as a second ranking function
that considers node connections instead of context
information. Assessing EL with graph-based and
context-based rankings boosts the performance of
the EL rankings, regardless of the question itself.
We acknowledge that the question itself must be
taken into consideration since it plays an essen-
tial role in candidate entity generation. So, CR
contains information about string-based features.
Finally, a string-based ranking method that has
been used for CG is incorporated with graph-based
and context-based rankings as a hybrid CR for EL.
The proposed hybrid CR takes advantage of each
other for the final appropriate candidate ranking.
The final CR has been calculated in the following
manner:

String-based ranking: Entities in KG are indexed
into the search engine using an inverted index
data structure. Next, with BM25 scoring function
(Robertson and Zaragoza, 2009), relative entities
are retrieved as a CG for CR. BM25 is based on
the bag-of-words approach. The score of a sub-
ject s′ given a query q which contains the words
w1, w2, ..., wT is given by:

Rbm25(s
′, q) =

n∑
i=1

IDF (wi) ·QT (s′, wi)

QT (s′, wi) =
f(wi, s

′) · (k1 + 1)

f(wi, s′) + k1 · (1− b+ b · |s′|
avgdl )

where f(wi, s
′) is q’s term frequency in the s′, |s′|

is the length of the s′ in words, and avgdl is the
average length in the text collection from KG. k1
and b are free parameters.
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Figure 2: The workflow of SimpleQA model

Context-based ranking: Since the question con-
veys a better level of meaning, first, the embeddings
of the question q and candidates s′ are obtained us-
ing the ParsBERT language model. Next, we calcu-
lated cosine similarity between Vs′ and Vq vectors
to obtain RParsBERT (Vs′ , Vq), where Vs′ and Vq

are embeddings of s′ and Vq, respectively.

RParsBERT (s
′, q) = Similarity(Vs′ , Vq)

Graph-based ranking: Assuming that a node with
more connections is also more popular, the degree
of each node is used as its popularity score to cal-
culate RG(s

′).

RG(s
′, q) = degree(s′)

Finally, for each candidate s′i where s′i ∈ s′,
we calculate the probability P (R, k, q) for ranking
outputs R ∈ {Rbm25, RParsBERT , RG} using the
following formula:

P (R, s′i, q) =
R(s′i, q)∑ns′
j=1R(s′j , q)

where ns′ is the number of candidates s′i. In
the final, the average of ranked probabilities was
calculated to obtain the final Rscore(s

′
i, q) ranking

score for candidates, where we pick the tope ELs
with the highest probability score.

Rscore(s
′
i, q) =

PRbm25
+ PRParsBERT

+ PRG

3

5.3 Evidence Integration
In evidence integration (EI), once we have a list
of candidate entities, each candidate node is used
as a starting point to reach candidate answers o′.
We limit our search to a single hop and retrieve all
nodes that are reachable from the candidate node
s′ where the relation path is consistent with the pre-
dicted relation r′. Due to the high performance of
the EL model, we used EL final scoring Rscore as
a sorting function for answers o′. During EI, since
EL and RP models are independent, the triples may
appear to be meaningless because EL can produce
s′ that does not have the r′ that the RP model pre-
dicted. In this case, the (s′, r′) pairs are ignored
from EI.

6 Experimental Setups

Metrics: Commonly used performance measures
include accuracy, precision, recall, and F-measure
(Diefenbach et al., 2018). Since For each question
there is an expected set of correct answers, these are
called the gold standard answers. we can define the
metrics as followings (n is a number of samples):

accuracy(q) =
ncorrect predictions

ndataset samples

precision(q) =
ncorrect system answers for q

nsystem answers for q

recall(q) =
ncorrect system answers for q

ngold standard answers for q
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F −measure = 2 ∗ precision(q) ∗ recall(q)
precision(q) + recall(q)

Where precision indicates how many of the answers
are correct, recall indicates how many of the re-
turned answers are in the gold standard. F-measure
is the weighted average between the (macro) preci-
sion and recall.
Training Setups: We have used the ParsSimpleQA
dataset for training and evaluating the first Persian
KGSQA model. We imported Farsbase KG into
the Neo4j database. Next, after tuning several hy-
perparameter models, the final model was trained.
Training and hyperparameter tuning was done us-
ing the NVIDIA Tesla V100 GPU machine.

7 Results

7.1 Results and Hyperparameter Tunings

Regarding imbalanced nature of the data, results
for RP, EL, and EI tasks are demonstrated in Tables
2, 3, and 4, respectively. In the following, we
presented a more detailed analysis.
Relation Prediction: For comparison of the pro-
posed method for RP, we implemented the BiGRU
baseline, which was proposed in (Mohammed et al.,
2018). We did the hyperparameter tuning for Bi-
GRU and ParsBERT models using the validation
set. The optimal values for the BiGRU are α =
1e− 4 , batch− size = 16, optimizer = adam,
and loss = cross− entropy. The optimal values
for ParsBERT are α = 1e− 5, batch− size = 4,
and optimizer = adam. For loss function in fine-
tuning ParsBERT, we examined cross-entropy, In-
verse of Square Root of Number of Samples (ISNS)
(Mahajan et al., 2018), and FL loss functions which
experimental results showed the superiority of the
focal loss function for RP task. Table 2 presents
the experimental results over validation and final
results over the test set. The experiment with three
loss functions showed that hard learning of mis-
classified classes using the focal loss function is an
appropriate choice for this task.
Entity Linking: The results for the proposed EL
method over the validation and test set are pre-
sented in Table 3, and the optimal tope parameter
is the number of top candidates for EL prediction
and it is set into 1.
Evidence Integration: After entering RP, EL, and
KG into EI, the final hyperparameters needed to
be tuned for the final system. The final parameters
are 1) topa, the number of top answers in the final

system, 2) topr, the number of top relations, and
3) tope, the number of top ELs. We run the two-
step tuning by considering F1-score as a judgment
metric for optimal parameters. In the first step
we tried to find optimal values for topr and tope
since both topr and tope are effects the final system
response. As a result, according to the Figure 3, the
optimal values for (topr, tope) pair are (2, 5). Next,
we used optimal topr and tope to tune the topa.
Figure 4 shows the tuning results for topa, where
the results after topa = 5 remains unchanged. In
the end, we used optimal values for the final system
evaluation, where the results are presented in Table
4 for the test set.
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Figure 4: Hyperparameter tuning for topa using valida-
tion set

7.2 Analysis
All models under comparison have all their compo-
nents fixed, except RP. Therefore, any improvement
observed is due to RP.
Effect of RP: RP uses the ParsBERT model, and in
the experimental result, ParsBERT recognizes the
relations more accurately than the baseline. How-
ever, we observed two concerns:
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Model Loss Function Precision Recall F1-score Accuracy Dataset

BiGRU cross entropy 34.33 36.36 33.61 60.15 Validation
ParsBERT cross entropy 60.8 64.56 60.87 77.62 Validation
ParsBERT ISNS 62.97 61.79 55.85 75.36 Validation
ParsBERT FL 60.18 65.88 61.14 77.39 Validation
ParsBERT FL 53.99 59.22 54.25 54.61 Test

Table 2: Relation prediction results

tope Entities Precision Recall F1-score Accuracy Dataset
1 68.02 67.18 67.38 68.02 Validation
1 68.23 66.77 67.18 68.23 Test

Table 3: Entity linking results

tope topr topa Precision Recall F1-score Accuracy Dataset

2 5 5 55.94 66.20 57.52 71.56 Validation
2 5 5 48.56 63.93 52.27 68.30 Test

Table 4: Final system results

• Imbalanced Relations: The weighting tech-
nique solved this issue somehow, but the issue
isn’t completely solved. Still, we can see the
model does not work accurately for some re-
lations.

• Relations Similarity: This happened due to
the similarity in templates, and asking anno-
tators to find similar relations wasn’t enough
since the experimental analysis showed that
some templates might have common words in
templates that lead to misclassification.

However, regarding both weaknesses, the model
performs promisingly regarding the baseline model
and positively helps the rest of the pipeline. This
shows that producing this kind of data could help
better identification of relation types.

KGSQA Performance Analysis:

• According to Table 3, the proposed EL
strongly generalized well on unseen ques-
tions.

• Figures 3 and 4 for hyperparameter tunning
showed the effect of low performance on RP
affect on the other tasks such as ELs in the sys-
tem. This is obvious in (tope, topr) pairs, e.g
(4, 1), (3, 1). But applying topr > 1 solved
this issue positively.

• In terms of accuracy, the final system achieved
an accuracy of 68.30% on the test set. This
means the proposed KGSQA produced an-
swer sets (topa answers for each sample) in
the test set which 68.30% (2671 out of 3929
samples) of samples contained answers (gold
answers exist in answer sets). Regarding this,
the presented model disables producing a cor-
rect answer (in the answer set) for 1258 sam-
ples in the test set.

• We obtained the optimal value of topa = 5
for the number of output answers. Because
most of the questions contained only one or
two answers, the number of correct answers
for each question may be ended up with 1 or
2 true answers, which results in low precision.
One way of solving this issue is decreasing
topa or considering a separate ranker from EL
for topa answer selections.

• The high recall alarms the number of outputs
that are well intersected with gold answers.
So, answers are mostly among the topa an-
swers.

8 Conclusion

This paper introduced ParsSimpleQA, the first
KGSQA dataset for the Persian language that con-
tains questions with corresponding entities, entity
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links, relation types, and answers. The machine-
generated questions using human-generated tem-
plates are preprocessed and divided into train, val-
idation, and test sets for training and analyzing
machine learning techniques. Next, we introduced
the first Persian KGSQA to perform EL, RP, and
EI. Our experimental results on the ParsSimpleQA
dataset show that our proposed framework is robust
and generalized well. This framework will play a
baseline model that opens many works in Persian
KGSQA. Moreover, our generated ParsSimpleQA
dataset is available to the research community at
the GitHub1 repository.
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