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Abstract

Cookie banners are designed to request con-
sent from website visitors for their personal
data. Recent research suggest that a high per-
centage of cookie banners violate legal regula-
tions as defined by the General Data Protection
Regulation (GDPR) and the ePrivacy Directive.
In this paper, we focus on language used in
these cookie banners, and whether these viola-
tions can be automatically detected, or not. We
make use of a small cookie banner dataset that
is annotated by five experts for legal violations
and test it with state of the art classification
models, namely BERT, LEGAL-BERT, BART
in a zero-shot setting and BERT with LIWC
embeddings. Our results show that none of the
models outperform the others in all classes, but
in general, BERT and LEGAL-BERT provide
the highest accuracy results (70%-97%). How-
ever, they are influenced by the small size and
the unbalanced distributions in the dataset.

1 Introduction

Cookie banners are a part of everyday life for
EU-based users while browsing the Web. To
comply with the General Data Protection Regu-
lation (GDPR) (EU, 2018) and the ePrivacy Direc-
tive (ePD-09), website operators have to inform EU
users and ask for their consent for the processing
of their personal data for ‘unnecessary purposes’,
i.e. data that is not needed for the website to func-
tion, such as user-targeted advertising (Article 29
Working Party, 2012). Accordingly, EU users have
to navigate through a cookie banner and decide on
whether to consent to their personal information
being collected via cookies or other tracking tech-
nologies that the site embeds. A consent request
needs to be unambiguous, clear, concise, and in-
formative, and consent needs to be freely given
(Articles 4(11) and 7(2) (EU, 2018)).

Research has found that 89% of cookie banners
violate applicable laws (Santos et al., 2021; Soe
et al., 2020; Nouwens et al., 2020). The legal study
by (Santos et al., 2021) focused on processing pur-
poses of cookie banners and confirmed that 89%
of the cookie banners violated at least one legal
requirement applied to the text of the stated pur-
poses; they further detected the use of vagueness,
framing, misleading wording, and technical jargon.
Utz et al. (2019) noted that the text to explain the
purpose of data collection was typically expressed
in generic terms, and use of technical jargon was
not understandable properly by the average data
subject. Studies furthermore confirmed that the
prevalence of “affirmative” options and positive
framing could nudge users toward consenting to
tracking (Hausner and Gertz, 2021; Kampanos and
Shahandashti, 2021).

The language used in cookie banners is often
formulated in a way that can confuse and impact
users’ privacy decisions, steering them to accept
consent to tracking. Regulators, policymakers and
scholars (CNIL, 2022; Gray et al., 2018; Article
29 Working Party, 2018; European Data Protection
Board, 2020, 2022; Chatellier et al., 2019), con-
firm that certain textual strategies such as the use of
motivational language and humor (European Data
Protection Board, 2022; Frobrukerrådet, 2018),
shame (Mathur et al., 2019), guilt (Brignull, 2010),
blame (Chatellier et al., 2019), fear (Bongard-
Blanchy et al., 2021) or uncertainty (European
Data Protection Board, 2020) influence users’ on-
line decisions. Such textual expressions can violate
the legal requirements for consent. Consent, if not
obtained in compliance with the GDPR, provides
invalid grounds for data processing, rendering the
processing activity illegal (Article 6(1)(a) GDPR)).

There is a need to identify such textual viola-
tions and develop tools that can automatically de-
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tect such textual dark patterns (Mathur et al., 2019)
in order to provide proof of such practices (and le-
gal evidence) to support the legal proceedings of
enforcement authorities in their auditing efforts.
Regulators are presently overwhelmed by the nov-
elty and sheer scale at which such patterns are
being deployed online. However, only a few stud-
ies have investigated automatic detection of legal
violations in cookie banner text. Bollinger et al.
(2022) used feature extraction and ensembles of
decision trees for their cookie purpose classifier
with which they developed a browser extension
to remove cookies according to user preferences.
Khandelwal et al. (2022) used a fine-tuned BERT
Base-Cased model to discover and force cookie
settings to disable all non-essential cookies.

These studies focus on enhancing the usability
of websites for the users. In this paper, we fo-
cus on automatic detection of legal violations in
cookie banner texts. We work with a dataset that
is annotated by five experts for such violations,
and test the performance of four state of the art
deep neural network models, BERT, BERT with
LIWC, LEGAL-BERT and BART in a zero-shot
setting. Our aim is to understand if large, pre-
trained language models can be used with little or
no finetuning for auditing purposes by policymak-
ers or consumer protection organisations. To that
end, we document the shortcomings of the models
to provide insight on the problems and challenges
of such a classification task. Our results suggest
that no model outperforms all the others in all clas-
sification tasks, suggesting a need for more data
annotation in this domain, as well as signalling a
potential for models which are specifically trained
or fine-tuned on the task at hand.

2 Methodology

In this section we first describe the dataset, discuss
the annotation and classification based on manual
labels. Lastly, we describe the classification mod-
els we have used.

2.1 Dataset

In Santos et al. (2021), cookie banner texts were
manually annotated according to the GDPR legal
requirements and their corresponding violations.
The resulting dataset consists of 407 cookie banner
text segments. The texts are in English, and have

Annotation class Classification labels
Consent options Reject option
presence No reject option

Framing Negative framing
Positive framing
No framing

Misleading Deception
language Misleading language

Prolixity
Vagueness
No Misleading language

Purpose Purpose mentioned
No purpose mentioned

Technical jargon Technical jargon
No technical jargon

Table 1: Annotation categories and classes

an average of 3.59 sentences and 49.77 words. The
most common content words (i.e. ‘cookies’, ‘web-
site’, ‘policy’, etc.) are very specific to the context
of cookie banners.
Annotation classes and classification labels.
These are based on the annotation guidelines used
by the five experts for the study in Santos et al.
(2021), where a given annotation class has one or
more corresponding labels. The original dataset
annotated texts segment-wise. In contrast, the goal
of the present work was to label the cookie banner
as a whole, to indicate whether it contains one or
more instances of language that falls under any of
these labels. The labels assigned to each cookie
banner are thus determined by the presence of the
labels in their text segments, in the original data.
Thus, some segments might belong to more than
one class and label.

Due to data sparseness, some classes in the origi-
nal guidelines by Santos et al. (2021) were omitted,
leaving five classes in total: Consent options pres-
ence, Misleading language, Framing, Purpose and
Technical jargon (see Table 1).

2.2 Models

In this paper, we compare the performance of the
following models, as measured by their classifica-
tion accuracy:
BERT (Devlin et al., 2019) is a widely-used
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Transformer-based model, which serves as the ba-
sis for a variety of text classification tasks, in-
cluding topic classification, and sentiment anal-
ysis. The major advantage of BERT is that it was
pretrained on a large corpus, allowing it to be fine-
tuned on a downstream task with a relatively small
data set. We encode each cookie banner text seg-
ment into a fixed-sized vector using its BERT em-
bedding, using this as input to a classification layer
fine-tuned on the training and validation data.
BERT with LIWC features. Linguistic Inquiry
and Word Count (LIWC) (Pennebaker et al., 2001)
is a dictionary-based text analysis tool with linguis-
tic, psychological and topical categories. LIWC
calculates the percentage of words from the cookie
banner text that fall into each category and creates
a vector of all these percentages. We concatenate
BERT embeddings with a LIWC vector represent-
ing all 80 categories used by LIWC. The remaining
architecture is the same with BERT. For classes
like framing, misleading language and technical
jargon, we expect that LIWC will increase the per-
formance of the model, since these features reflect
the more stylistic aspects of the text.
LEGAL-BERT. LEGAL-BERT are a family of
BERT models that have been pre-trained on diverse
English legal text from several fields, including Eu-
ropean legislation (EURLEX1), UK legislation 2,
and various courts from Europe and the US3. Since
the general LEGAL-BERT model performs better
than BERT on domain-specific tasks (Chalkidis
et al., 2020), we use the general LEGAL-BERT as
a comparison for the BERT model. While cookie
banners are not themselves legal texts, they do
explain legally relevant provisions; hence, we in-
clude this model to address the utility of a domain-
specific BERT model in the general legal domain.
BART in ZS-setting. Zero-shot (ZS) classifica-
tion in NLP has been used to classify text on
which a model is not specifically trained (Sarkar
et al., 2021; Yin et al., 2019a; Ye et al., 2020).
Here, we use the pre-trained BART-Large MNLI

1Publicly available from http://eur-lex.europa.eu/
2Publicly available from http://www.legislation.gov.uk
3Cases from the European Court of Justice (ECJ), also

available from EURLEX, cases from HUDOC, the repos-
itory of the European Court of Human Rights (ECHR)
(http://hudoc.echr.coe.int/eng), cases from various courts
across the USA, see https://case.law and US contracts from
EDGAR, the database of US Securities and Exchange Com-
mission (SECOM) (https://www.sec.gov/edgar.shtml).

model (Lewis et al., 2019) as an out-of-the-box
zero-shot text classifier, similar to (Yin et al.,
2019b). To do this, we reframe the classification
task as a Natural Language Inference task (NLI),
where the goal is to determine whether two texts,
a premise and a hypothesis, are in a relation of
entailment, contradiction, or are neutral. Here, the
cookie banner text is the premise and the corre-
sponding labels are hypotheses. We use the model
to estimate the probability of each label for every
cookie banner text segment. The label with the
highest probability is selected.
Training details and hyperparameters. For sim-
plicity, a separate model was trained for each class.
For the fine-tuned models based on BERT and
BERT-LEGAL, we use a classification layer of size
768, followed by a ReLU layer, to determine the
most probable label for each class. For BERT and
BERT+LIWC features, we use BERT Base-cased.
Since Base-Cased is not available for LEGAL-
BERT, we use LEGAL-BERT Base-uncased. For
the BERT-like models, the learning rate is set as 1e-
6, the model is trained by using cross-entropy loss
and the Adam optimizer. The training was set for
12 epochs. For reporting our results, we used a 2-
fold (50/50) cross-validation setup. As our dataset
is small and the class distributions are not balanced,
we preferred a stratified split. Since BART is used
in a zero shot-setting, cross-validation is not appli-
cable for this model, and the results are reported
accordingly. All of the models were run on a laptop
with AMD Ryzen 7 5700U processor (1.80 GHz)
and 16 GB DDR 4 RAM.

3 Results and Discussion

Table 2 shows the performance of these models
in terms of classification accuracy, computed as a
proportion of correctly labelled instances per class.
We provide F1-scores for all classes in Table 3.
Accuracy performance differs for each class.
Overall, we do not have a model that outperforms
all the others for all classes. The best accuracy
performance for each class differs.
Technical jargon: LEGAL-BERT gives the best
result with 81.3%, although the difference between
the models is only a few percent, BERT + LIWC’s
result being the lowest with 74.95%. In general
F1 scores are high for the majority labels and not
the minority labels, but this is especially the case
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Class BERT BERT+LIWC LEGAL-BERT BART-ZS
CV CV CV

Consent options presence 90.7 (±0.95) 89.7 (±0.95) 85.3 (±0.55) 91.65
Framing 67.4 (±0.15) 60.7 (±1.60) 65.9 (±0.15) 58.23
Misleading language 65.2 (±2.85) 60.2 (±3.50) 65.1 (±0.40) 54.30
Purpose 91.9 (±0.20) 90.0 (±0.75) 93.4 (±0.25) 76.90
Technical jargon 79.2 (±1.65) 74.95 (±2.55) 81.3 (±0.45) 78.87

Table 2: Comparison of cross-validation accuracies (mean and std) with best score per class/row in bold.

Class Label BERT BERT+LIWC LEGAL-BERT Test set occurr. BART-ZS
CV CV CV Fold 1 Fold 2

Consent opt. Other 0.95 (±0.01) 0.94 (±0.00) 0.92 (±0.00) 172 172 0.95
presence Reject option 0.62 (±0.05) 0.61 (±0.08) 0.13 (±0.13) 32 31 0.68

Framing No framing 0.75 (±0.01) 0.71 (±0.02) 0.76 (±0.00) 120 119 0.73
Positive 0.58 (±0.04) 0.45 (±0.01) 0.46 (±0.01) 76 76 0.17
Negative 0.00 (±0.00) 0.00 (±0.00) 0.00 (±0.00) 8 8 0.13

Misleading None 0.82 (±0.00) 0.78 (±0.02) 0.79 (±0.00) 134 133 0.71
language Vagueness 0.21 (±0.03) 0.17 (±0.01) 0.00 (±0.00) 34 34 0.16

Decept. lang. 0.08 (±0.08) 0.27 (±0.09) 0.00 (±0.00) 26 25 0.04
Prolixity 0.00 (±0.00) 0.00 (±0.00) 0.00 (±0.00) 10 11 0.00

Purpose Yes 0.95 (±0.00) 0.94 (±0.00) 0.96 (±0.00) 164 164 0.87
None 0.75 (±0.00) 0.69 (±0.03) 0.81 (±0.00) 40 39 0.00

Technical None 0.88 (±0.01) 0.85 (±0.02) 0.90 (±0.01) 166 165 0.88
jargon Yes 0.13 (±0.13) 0.16 (±0.04) 0.08 (±0.03) 38 38 0.09

Table 3: Cross validation F1-scores (mean and std) for all models per class label

for LEGAL-BERT with only 0.08 F1 score for the
minority label.
Consent options presence: The accuracy is high
for all models, but the highest score is from BART
with 91.65%.
Purpose: The highest accuracy comes from
LEGAL-BERT with 93.4%, where BERT is close
with 91.9% and BERT-LIWC still high with 90.0%.
In general, this class suffers the least from the over-
fitting to the majority label, and has overall higher
F1 scores for both labels. BART performs the
worst with 76.9%, and has the lowest F1 scores.
Misleading language and Framing: these labels
have the lowest accuracy out of the five classes,
with accuracy percentages dropping to 60% for
some models. We also observe the lowest occur-
rences in these classes, with very low or null F1
scores. Given that these are the classes with more
than two labels and rely on stylistic aspects of the
text, these results are not surprising.
Misleading language: BERT and LEGAL-BERT

have close scores with 65.2% and 65.1%. However
LEGAL-BERT has a lower std. The Prolixity label
has null F1 scores for all models.
Framing: LEGAL-BERT produces the highest ac-
curacy score for Framing with 65.9%. The Nega-
tive Framing label has null F1 scores for all models
except BART.
Model comparison: To compare the classifica-
tion results of models, we used pairwise McNemar
tests, see Table 4. Overall, BERT and LEGAL-
BERT models achieved relatively good and sim-
ilar accuracy scores across all classes. However,
LEGAL-BERT’s F1 scores are lower then BERT
for minority classes. Comparing the two models
with McNemar test we observe that they perform
significantly differently for Consent options class.
Observations: When we sample instances where
the models fail to classify one of the five
classes correctly, we see the shortcomings of
each model better (see Appendix for a list of
examples, and how they are classified by each
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Class BERT / BERT / BERT+LIWC / BERT / LEGAL-BERT / BERT+LIWC /
BERT+LIWC LEGAL-BERT LEGAL-BERT BART-ZS BART-ZS BART-ZS

Consent opt. presence .585 .000** .011* .716 .007* .396
Framing .010* .617 .069 .011* .028* .533
Misleading language .013* 1.000 .012* .002* .002* .097
Purpose .134 .238 .013* .000** .000** .000**
Technical jargon .033* .108 .000** 1.000 .419 .208

Table 4: P-values of McNemar’s test on all model combinations. ∗p < .05, ∗∗p < .001

model). In most classes, BERT and LEGAL-BERT
seem to wrongly over-classify the majority label.
BERT+LIWC only does this with "Framing" and
performs well on all other classes. LEGAL-BERT
fails in the class "Framing", where it classifies an
instance of "No framing" as "Positive framing".
Overall, BART does not perform well, but contrary
to the BERT models, the incorrect classifications
are not due to choosing the majority class.
Occurrence distribution: Studying the classes
and their corresponding misclassifications and the
F1 scores, we observe that the data distribution
affects the accuracy. Classification labels that have
a low amount of occurrences in the data are almost
always wrongly classified, even after the applica-
tion of a stratified split for training and validation
(see Table 3). This means that more data should be
collected and annotated for these classes. Further-
more, fine-tuning of the models during training is
needed, a common solution here is adding weights
to the minority classes.
Implications: The challenges of automatic classi-
fication of cookie banners are due to purposefully
confusing wording, lack of classified data by ex-
perts, and the shortness of cookie banners them-
selves. The obtained results show that using use
a state of the art classification model off the shelf
or with minimal fine-tuning will not yield reliable
results for auditing or helping policymakers.

4 Conclusion and Future work

In this paper, we used a cookie banner dataset pre-
viously annotated by five experts that detected legal
violations. We test state of the art deep learning
models such as BERT, LEGAL-BERT and BART
for automatic classification of such violations in
this dataset. We also combined a dictionary based
approach, i.e. LIWC embeddings with BERT, and
checked if this improves performance or not.

Our approach aimed to give more insight into

automatic detection of legal violations of cookie
banners texts by comparing frequently used mod-
els. Our results suggest that there is not one model
that outperforms all the others for all classes that
need to be detected. In general, BERT and LEGAL-
BERT work well for all classes; however, a closer
look reveals that these models are also affected
by the skewed data distribution for certain classes.
In contrast, BART performs worst for most of the
classes, but is not affected by the small size of the
data set, and by class imbalance.

We further add to the limited amount of studies
on automatic detection of textual legal violations
of cookie banners and laying a foundation for fur-
ther research on this topic. Since the language and
style of the cookie banners change rapidly, we need
robust algorithms that can adapt to changes both in
the legal domain and in the manner of adoption of
new regulations by website operators. Hence, it is
crucial to develop an efficient annotation pipeline
to speed up human-in-the-loop annotation and au-
tomatic classification. Our initial tests give insight
into which model performs well for which chal-
lenges, and can be used further to build such a
pipeline in the future.

5 Ethical implications and limitations

In this paper, we rely on large, pretrained language
models for classification, fine-tuning them on a
small, manually labelled dataset.

One limitation of this approach is the limited
size of the manually labelled data. While accu-
racy and F1 figures may suggest reasonable perfor-
mance on certain classes, we cannot consider such
results as final, or as indicating that the models we
use are sufficiently robust to be deployed in real-
world settings. Rather, the results provide a picture
of what current language models can achieve in
a relatively under-explored domain, and provide
directions for future work. As noted in the conclud-
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ing section, one important direction is to curate
larger and more diverse training data for the task
of cookie banner classification.
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Appendix

Classification examples We provide some exam-
ples of (in)correct classifications of certain classes
for all models, see Table 5. The corresponding
cookie banner text segments are as follows:

1. In order to give you a better service our web-
site uses cookies. By continuing to browse
the site you are agreeing to our use of cookies.
Further information. Yes, I agree.

2. This website or its third-party tools use cook-
ies, which are necessary to its functioning and
required to achieve the purposes illustrated in
the cookie policy. If you want to know more
or withdraw your consent to all or some of the
cookies, please refer to the cookie policy. By
closing this banner, scrolling this page, click-
ing a link or continuing to browse otherwise,
you agree to the use of cookies.

3. We use cookies on this site to enhance your
user experience Please read our Cookie policy
for more info about our use of cookies and
how you can disable them. By clicking the "I
accept" button, you consent to the use of these
cookies. More info I accept I do not accept.

4. This website uses cookies to enable you to
place orders and to give you the best browsing
experience possible. By continuing to browse
you are agreeing to our use of cookies. Full
details can be found here.

5. By using this site you agree to store cookies
for the best site experience. More info Sure!
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Banner Ground truth BERT BERT+LIWC LEGAL-BERT BART
text
1 No framing No framing No framing Positive framing No framing
2 Negative framing No framing No framing No framing Positive framing
3 Positive framing No framing No framing No framing Positive framing
1 Vagueness No mislead. lang. Vagueness No mislead. lang. Vagueness
3 No mislead. lang. No mislead. lang. No mislead. lang. No mislead. lang. Vagueness
4 Deceptive lang. No mislead. ang. No mislead. lang. No mislead. lang. Deceptive lang.
2 Techn. jargon No techn. jargon Techn. jargon No techn. jargon No techn. jargon
3 No techn. jargon No techn. jargon No techn. jargon No techn. jargon No techn. jargon
3 Purpose ment. Purpose ment. Purpose ment. Purpose ment. Purpose ment.
5 No purpose ment. Purpose ment. No purpose ment. Purpose ment. Purpose ment.
2 No reject opt. No reject opt. No reject opt. No reject opt. No reject opt.
3 Reject opt. Reject opt. Reject opt. Reject opt. No reject opt.

Table 5: Example cookie banner text segments and their corresponding classification for each model
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