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Abstract

Ethics is one of the longest standing intellectual
endeavors of humanity. In recent years, the
fields of AI and NLP have attempted to address
ethical issues of harmful outcomes in machine
learning systems that are made to interface
with humans. One recent approach in this vein
is the construction of NLP morality models that
can take in arbitrary text and output a moral
judgment about the situation described. In this
work, we offer a critique of such NLP methods
for automating ethical decision-making.
Through an audit of recent work on computa-
tional approaches for predicting morality, we
examine the broader issues that arise from such
efforts. We conclude with a discussion of how
machine ethics could usefully proceed in NLP,
by focusing on current and near-future uses
of technology, in a way that centers around
transparency, democratic values, and allows
for straightforward accountability.

1 Introduction

This paper offers a general critique of the nascent
NLP task of computing moral and ethical deci-
sions from text through reading a prominent system
for moral prediction, Jiang et al. (Delphi, 2021),
against the grain. We select Delphi for its promi-
nence, and because it has received significant atten-
tion and criticism from the general public.1 In con-
trast to that criticism, much of which has focused
on details of the particular outputs of the model,
our goal is to highlight broader, general issues with
the task of automatically predicting the morality of
judgments of text situations, and expound on why
any such NLP model should be considered unsafe
at any accuracy.

Work that uses NLP techniques to automate
morality “aims to assess the ability of [NLP]

∗Equal contribution.
1See e.g., coverage in The New York Times (Metz, 2021),

Techradar (Loeffler, 2021), Futurism (Tran, 2021), The Verge
(Vincent, 2021), or The Guardian (Noor, 2021).

models to make moral decisions in a broad set of
everyday . . . situations” (Jiang et al., 2021). Delphi,
is trained to emulate three conceptualizations of
human moral and ethical judgments (see Figure 1):
a free-form question answering (QA) task, a
Yes/No QA task, and relative QA task, the latter
judging how two statements rank in terms of
morality.2 The fact that the Delphi project includes
multiple conceptualizations of human moral and
ethical judgments makes it an ideal candidate for a
case study for morality models in NLP, as we will
argue that no currently existing conceptualization
of the morality task resolves the issues we outline
in this audit.

Through our discussion, we intend to highlight
that “ethical inquiry in any domain is not a test
to be passed or a culture to be interrogated, but a
complex social and cultural achievement” (Ananny,
2016), and offer a critique of machine ethics from
such a perspective. Our critique is divided into
several points of rebuttal to the task. First, we dis-
cuss issues with the conceptualization of the task
and the poor fit between the task and the learning
paradigms employed for it. Then, we discuss is-
sues with the training data available, as illustrated
by COMMONSENSE NORM BANK—the corpus
the authors develop to train Delphi—as a founda-
tion for training a machine learning model that
makes morality judgments. For example, it con-
tains judgments of situations that are not morality
judgments. We also consider the implication of
COMMONSENSE NORM BANK, i.e. that ethical
and moral judgments can be derived from short
text snippets with little context.

Next, we argue that, despite the authors’ asser-
tion that Delphi is “the first unified model of de-
scriptive ethics,” any model developed for the task
will necessarily be an inconsistent model of nor-

2Note that the relative QA task is no longer available in
the Ask Delphi demo, but we include it in our discussion for
completeness.
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stabbing someone with a cheeseburger
 stabbing someone over a cheeseburger
is MORE morally  
acceptable than

 killing a bear 

 to please your child

It’s bad

 killing a bear

It’s wrong

 killing a bear 

 to save your child

It’s okay

 exploding a nuclear bomb

 to save your child

It’s wrong

we should not pay 
women and men equally


No, we should

Relative QA

Free-form QA Yes/no QA

Figure 1: The three QA tasks Delphi computes (image source: Jiang et al. 2021). Note that the Relative QA fragment
“stabbing someone with a cheeseburger” is structurally ambiguous: Either (i) someone with a cheeseburger was
stabbed, or (ii) someone was stabbed using a cheeseburger. It is not clear whether (i) ought to be more morally
acceptable than “stabbing someone over a cheeseburger.”

mative ethics. Indeed, through generation, Delphi
outputs a prescriptive moral judgment for any input
situation. Given this, we also question (i) whether
there ever could be sufficient diversity of moral
judgment in a crowd-sourced dataset in practice,
and (ii) whether aiming for a “diversity of moral
perspective” is compatible with the desire for a
morality model (especially one trained on an un-
constrained crowd-sourced corpus).

We then turn to the inherent contradictions that
arise when modeling ethics by averaging over in-
dividual morality judgments. Systems like Delphi
are at best capable of approximating the morality
judgments of the population they were trained on.
However, the average human judgment is not a
good substitute for a system of ethics, since ethical
evaluation is an open-ended, debate-based, socio-
political process. Ethics are not a static good that
can be extracted from the public opinion of a given
moment, but are instead continuously formed and
negotiated through debate and dissent from previ-
ously accepted norms and values (see e.g., Wheeler
et al. 2019). Thus, averaging over existing argu-
ments cannot serve as a replacement for the pro-
cesses of debate and negotiation.

Finally, we discuss some practical implications
of the general prospect of utilizing Delphi-like mod-
els to automate moral decision-making. Systems
for predicting morality like Delphi, lack agency
and thus cannot be held responsible for their deci-
sions. This raises a concern over who ought to bear
the responsibility for any potential infraction such
systems could make if deployed in an envisioned
future. We therefore question an assumption im-
plicit in NLP projects like Delphi that models ought
to be ascribed the agency necessary to make moral
prescriptions. We contend that, without an appro-
priate method of holding an agent to account, moral
judgments are not of inherent utility, but dangerous:
Through foreclosing the possibility of debate and

contestation, such models undermine the essential
social foundations of ethical decision making.

We conclude the paper by discussing how we be-
lieve NLP work at the intersection of ethics and ma-
chine learning could usefully proceed. We believe
it is more crucial to address questions of morality
or ethics in current and near-future use of tech-
nology, rather than considering hypothetical and
distant-future uses (Birhane and van Dijk, 2020).
Furthermore, we believe inquiries into the moral-
ity and ethics of current and near-future uses must
keep actual human moral perspectives and their
contradictions firmly at the forefront. We end with
a word of caution: Researchers in NLP and AI
more broadly should not base their work on the
assumption of a particular future, as Delphi and
others do, where the application technology must
be made dependent on automated moral judgments,
and humans (be they crowd-workers, researchers
outside NLP, or other affected parties) have been
cut out of the loop.

2 Background

In this section, we describe and discuss relevant
previous work in ethical NLP and the assump-
tions behind the NLP task of generating moral
judgments and the creation of models like Delphi.
Incorporating ethics into NLP work explicitly is
a relatively new development (Hovy and Spruit,
2016). For example, the TALN ETeRNAL, the
first workshop on ethics in NLP, only took place
seven years ago. Recent works have begun to sup-
plement tasks like stance detection with additional
morality annotations (Rezapour et al., 2019), or to
use NLP tools to track changes in human moral-
ity over time (Ramezani et al., 2021). Other work
seeks to characterize what language models already
implicitly represent about morality by investigat-
ing their learned sentence representations (Jentzsch
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et al., 2019; Schramowski et al., 2020, 2021). Still
other works like Prabhumoye et al. (2021) and
Card and Smith (2020) focus on particular ethi-
cal theories and how they might be used in NLP
to guide our modeling efforts, and Bender et al.
(2020) foreground the importance of ethics training
in NLP education. Works like Jiang et al. (2021)
and Hendrycks et al. (2021) go beyond this in fine-
tuning language models to output moral prescrip-
tions for sentential descriptions of situations. As
such, Hendrycks et al. (2021) and Jiang et al. (2021)
each represent one further step along an evolving
trajectory in research on the intersection of NLP
and ethics: A shift from measurement and classi-
fication to generation, and thus from a murky mix
of descriptive and prescriptive aspects, to models
producing prescriptive outputs.

2.1 Underlying Ethical Assumptions

Here, we provide an overview of implicit and ex-
plicit assumptions made in the efforts to use ma-
chine learning to generate moral judgments, as ex-
emplified by Jiang et al. As input, they provide
linguistic descriptions of situations paired with hu-
man judgments about those situations to Delphi, in
the hope that it will arrive at a generalizable no-
tion of ethics. Given this operationalization, the
authors clearly assume that a valid system of ethics
can be approximated by a set of judgments com-
municated through snippets of text. Rather than
simply surveying judgments of different popula-
tions to arrive at a descriptive picture, as would
be standard in fields like psychology or sociology,
this approach attempts to extract general ethical
principles from individual judgments. As we will
argue in §3.2.1, this means Delphi is not a model
of descriptive ethics, as claimed, but rather one of
normative ethics.

Similar to Delphi is the work by Hendrycks et al.
(2021), which also trained machine learning mod-
els on sentences describing human ethical judg-
ments. Hendrycks et al. additionally provide their
model with explicit ethical perspectives to ground
against; for example, one may ask their model to
mimic a deontological or a utilitarian perspective.
In this way, Hendrycks et al. (2021) seek to draw
out salient norms from already normative schools
of ethical thought. Jiang et al. attempt to further
abstract away from the particularities of any par-
ticular ethical system and ethical thought through
their set-up of the task. In this way, Delphi engages

in concept drift (Malik, 2020), by modeling what
is operationalizable (text) rather than the concept
itself (situations and ethics). We discuss this design
choice in §3.1.

2.2 The Learning Paradigm
The goal of Delphi and similar projects is to use
a supervised learning paradigm (Vapnik, 2000) to
learn ethics. A pre-requisite to train such models
is a dataset labeled with ethical judgments for each
document. We examine COMMONSENSE NORM

BANK in §3.1, which Jiang et al. (2021) introduce
in the hopes that it can serve a “moral textbook cus-
tomized for machines.” COMMONSENSE NORM

BANK is an aggregation of previously published
datasets that are labeled with ethical judgments, in
addition to datasets which were labeled with other
tasks in mind.

The corpus consists of a set of pairs
{(sn, jn)}Nn=1 where sn is a textual description
of a situation and jn is a human annotator’s writ-
ten response to the situation (intended to be a
moral judgment). If such resources are used in a
fully supervised fashion, as Delphi is, developers
are will presumably train a neural machine learn-
ing model that minimizes the cross-entropy loss
−∑N

n=1 log p(jn | sn) or a similar loss function. 3

Even if we were to assume that p(j | s) is a
good model, i.e. it achieves low loss on the train-
ing data and generalizes well to held-out data, we
should temper our expectations over its potential
utility. For instance, we could at best expect that
the distribution p yields a similar distribution over
judgments for a given situation in the corpus as
one would achieve if one polled the population
that the corpus {(sn, jn)}Nn=1 was collected from.
However, one could not expect that p does more
than mimic the specific population the data was
collected from, at the specific time at which it was
collected.

2.3 Choice of Training Data
The source text for COMMONSENSE NORM BANK

comes from a variety of pre-existing sources. We
enumerate all source datasets Delphi was trained
with for completeness:

• ETHICS (Hendrycks et al., 2021), a partially
crowd-sourced a dataset of “clear cut” ethical

3See Kloumann and Tygert (2020) for discussion of tech-
nical and conceptual limitations that suggest we should not
rely solely on optimizing simple scalar objective values for
ML applications that impact real people in society.
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scenarios, labeled as either ethical or unethi-
cal, under 1 of 5 specified ethical schools of
thought;

• SOCIAL BIAS INFERENCE CORPUS (Sap
et al., 2020), a dataset of social media posts
annotated for whether the posts are offensive,
whether the posts’ authors intended to cause
offense, whether they contain sexual content,
and who the target of the post was;

• SCRUPLES (Lourie et al., 2021), a dataset that
contains anecdotes and dilemmas, where the
dilemmas, used by Jiang et al., consists of
natural language descriptions of two actions,
from which annotators selected one as the
least ethical;

• SOCIAL-CHEM-101 (Forbes et al., 2020),
crowd-sourced dataset of rules of thumbs that
are paired with an action and a judgment on
the action;

• MORAL STORIES (Emelin et al., 2020), a
dataset built on top of SOCIAL-CHEM-101,
where annotators were asked to write 7-
sentence stories that include “moral” and “im-
moral” actions taken, given a writing prompt.

The linguistic descriptions of situations in all
original datasets were either partially or fully
sourced from Reddit. Notably, “Am I The Ass-
hole” either entirely or substantially makes up three
of the underlying datasets: SCRUPLES (Lourie
et al., 2021), SOCIAL-CHEM-101 (Forbes et al.,
2020), and MORAL STORIES (Emelin et al., 2020).
MORAL STORIES uses SOCIAL-CHEM-101 as
their data source. The ETHICS dataset also, to a
lesser degree, contains data collected from Reddit,
that are subsequently annotated.

ETHICS is the only dataset that is annotated
for specific schools of ethical thought. Using the
ETHICS dataset, Hendrycks et al. (2021) proposed
a “commonsense morality prediction” task, which
mirrors Jiang et al. (2021) in its conceptualization
and aims, i.e. to make a normative prediction on
the morality of a given situation.

All data sources rely on crowd-workers on Ama-
zon Mechanical Turk (AMT) for the judgments.
Where annotator demographic information is pro-
vided along with the source datasets, the annotators
overwhelmingly identify as white and American.

3 Points of Criticism

Our criticism falls into two parts that relate to the
two stated contributions of Jiang et al. We first de-
scribe issues with COMMONSENSE NORM BANK,
namely the contents of data and its interpretation.
Second, we discuss general issues with the task
formulation and training of models like Delphi.

3.1 COMMONSENSE NORM BANK

Recall that Delphi’s learning paradigm relies on
p(j | s) being a good model (see §2.2). This re-
quires that the set of sampled textual descriptions
of situations {sn}Nn=1 is representative of the set
of all possible situations that require or allow for
moral judgments. It is unclear to us, however, how
one could determine what the necessary proper-
ties for a good, representative sample of situations
might be, let alone motivate that COMMONSENSE

NORM BANK is such a sample.

3.1.1 Modeling Situations through Text
Delphi operates on free-form text snippets that
serve as linguistic descriptions of situations. Since
these textual descriptions are used as stand-ins for
actual situations, the model crucially depends on
natural language understanding. However, the in-
put descriptions of situations are susceptible to the
full range of linguistic complexities that arise in
any NLP task, for example, textual ambiguities
arising about pronominal reference and pragmatic
considerations about who such pronouns actually
refer to (Byron, 2002).

In general, linguistic phenomena that induce am-
biguities are numerous and complicated, and it is
not yet known whether any deep neural network
model trained to perform any NLP task can handle
them, let alone whether Delphi can. In the words
of Jacob Eisenstein: “I don’t think we even reach
the question of how to handle ethical ambiguity
[in natural language] until we show we can handle
linguistic ambiguity first.”

3.1.2 More Than Just Moral Judgments
The data used to train and/or test Delphi frequently
contain judgments of other kinds. For example in
Jiang et al.’s Table 4, Delphi states about “Drinking
soy milk if I’m allergic to soy” that “It’s bad”. It’s
hard to picture this situation as requiring moral
judgment. It is not unethical for a person with a
soy allergy to drink soy milk—it may, however, be
uncomfortable or unhealthy for them. Moreover,
Delphi outputs “you shouldn’t” both to “Drinking
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coffee if you’re Mormon” and to “Drink[ing]
coffee if you’re pregnant” (Jiang et al.’s Table
13), presumably reflecting, in the former case, a
historical religious prohibition against caffeine
consumption by the Church of Jesus Christ of
Latter-day Saints, and in the latter, and a health
question. Similarly, Delphi returns “indefensible”
to politicized situations like “Cleaning a toilet bowl
with a national flag” (see Table 3 in Jiang et al.,
2021).Grouping medical advice, religious prescrip-
tions and political positions together as “descriptive
morality” conflates several types of judgments, not
all of which are obviously about morality.

Many of the examples provided in Jiang et al.
begin with modal verbs such as “should”. The
interpretation of modal verbs is well-known to
depend on the conversational backgrounds which
is often not made explicit (Kratzer, 1981, 2012).
Often, several conversational backgrounds are
possible—for example, the answer to “should
I do my homework?” can differ depending on
whether you want the answer in relation to your
desires (bouletic), your goals (teleological), or the
rules (deontic), and only the last of these could be
considered an ethical question.

3.1.3 Ethical Judgments in a Vacuum

Situations are provided to Delphi in a stripped
down form, where the only provided context comes
from the text snippet itself, i.e., the textual descrip-
tions of events are generally not grounded. This
is evidenced, for instance, by a lack of an explicit
sentential subject or the presence of a second per-
son pronoun—both of which are to be interpreted
as pertaining to any arbitrary moral agent (e.g.,
“stealing a ball while playing baseball” or “stealing
money if you are bored”).

However, as Etienne (2021) points out in a
related critique, embodied context may crucially
influence and even alter people’s moral stances: for
instance, Francis et al. (2016) find that participants
opt for different solutions to moral dilemmas when
they are presented as text versus as actions in
virtual reality simulations. Moreover, it is unclear,
and possibly not a priori determinable which forms
of contexts are relevant or required for a particular
moral decision. Thus, the lack of context may
introduce an empirical bias in sampling.

3.2 The Premise of Computational
Approaches Morality

This section explores the underlying premise of
computational approaches to morality, e.g. Delphi,
which, we contend, is not well founded.

3.2.1 Predictive Models are Normative
Even if we were to grant the possibility that a cor-
pus such as COMMONSENSE NORM BANK could
be a representative sample of situations and moral
judgments, this would merely suggest that it might
be useful for descriptive ethics, i.e., as a tool for
measuring and describing the ethical views of pop-
ulations. In that case, it would constitute an attempt
at a methodological innovation for describing hu-
man behavior (in which case, see also fn. 2) that
should be justified in standard ways, namely by
comparison with existing sociological and psycho-
logical methodologies, such as surveys, ethnogra-
phies, behavioral experiments, etc.4

However, we argue that a model that generates
moral judgments cannot avoid creating and rein-
forcing norms, i.e., being normative. A moral judg-
ment is inherently a prescription about how an ac-
tion or a state of the world ought to be. Since
it does, by its nature, rank possible states of the
world according to some ethical (non-)desirability,
a moral judgment is necessarily normative.

Throughout, the learning paradigm advocated
for by Jiang et al. conflates descriptive and norma-
tive ethics. The authors claim that Delphi is “the
first unified model of descriptive ethics,” and assert
that it is not a normative system, writing “rather
than modeling moral ‘truths’ based on prescrip-
tive notions of socio-normative standards, [Delphi
takes] a bottom-up approach to capture moral im-
plications of everyday actions in their immediate
context, appropriate to our current social and ethi-
cal climate” (p.4). However, a problem emerges in
that they subsequently use Delphi to make predic-
tions/judgments. At various points, Jiang et al. fore-
see a normative use of their system, going so far as
to suggest that Delphi may be used to “reason about
equity and inclusion” (p. 3). Their “position is that
enabling machine ethics requires a detailed moral

4If the goal of machine learning for morality is to better un-
derstand human behavior (descriptive ethics), such enterprises
might require oversight from institutional review boards over-
seeing human subjects research (IRB) wherever they straddle
the boundary between “annotation” and “research with hu-
man participants”. According to the NYU IRB guidelines, “If
you are asking a person’s opinion, it could be human subjects
research” (NYU Web Communications).

773



textbook customized to teaching machines” (ibid.),
clearly styling machines as moral agents that can
be taught to make decisions. Descriptive models do
not require textbooks, and do not make decisions.

Whether or not the authors would advocate for
any particular version of Delphi to be used in this
way,5 they have nevertheless built a system for the
explicit purpose of computing ethical judgments.
And the very act of providing ethical judgments—
regardless of context—is normative.

The task in itself thus implies the induction of
a normative ethical framework from a set of judg-
ments. It is at this point that all of the aspects that
the authors consider the virtues of the dataset are
severely undermined. For example, Jiang et al. con-
sider the fact that COMMONSENSE NORM BANK

includes “diverse moral acceptability judgments
gathered through crowdsourced annotations” to be
a major advantage of their work (p.4). From a de-
scriptive perspective, diverse (that is conflicting)
ethical judgments are expected, but from a norma-
tive one, conflicting ethical judgments are simply
incommensurable. To argue then that diversity is
useful as a property of the set of moral judgments
from which to induce a normative ethical frame-
work is tantamount to arguing that an ideal ethical
model ought to be self-contradictory.

3.2.2 The Tyranny of the Mean: Problems
with Averaging Moral Judgments

In NLP, large-scale datasets are often collected
through crowd-sourcing. It is clear that this ap-
proach has great utility for some NLP tasks (Snow
et al., 2008). However, tasks for which crowd-
sourcing is a useful method have a particular empir-
ical character. For example, consider the historical
observational study of a contest where individuals
guessed the weight of an ox: Taking all the submis-
sions in aggregate, the mean was found to fall very
near the actual weight of the animal. Morality, on
the other hand, is not an empirical question in the
same way as the weight of an ox is. The latter has
a single empirically verifiable answer, whereas the
former does not. Indeed, we contend it is a cate-
gory error to treat morality as though it were the
same type of phenomenon as cow-weighing—in
short, morality is not a test to be passed.

By inducing a normative framework from a de-
scriptive dataset, as is the nature of the task de-

5The current website demo for Jiang et al. (2021) has the
following disclaimer “Model outputs should not be used for
advice for humans.”

vised by Jiang et al. and Hendrycks et al., the
average view is implicitly identified with morally
correctness. However, the average of moral judg-
ments, which frequently reflects a status-quo per-
spective, does not necessarily reflect an immutable
value, and may well be contested. For example,
anti-Roma views and discrimination are present
in much of Europe currently—in some areas held
by the majority of the population (European Com-
mission 2008; Kende et al. 2021). However, the
authors of this work believe such discrimination to
be unethical even though a machine learning model
trained on crowd-sourced human judgments could
inherit such views.

Ethical judgments are dynamic (Bicchieri, 2005).
John Stuart Mill (1871) put it succinctly:

It often happens that the universal be-
lief of one age of mankind [sic]—a be-
lief from which no one was, nor with-
out an extraordinary effort of genius
and courage, could at that time be free—
becomes to a subsequent age so palpable
an absurdity, that the only difficulty then
is to imagine how such a thing can ever
have appeared credible.

Notorious examples of views that are now widely
considered unacceptable include the institutional-
ized justification of slavery in the 19th century and
homophobia in 20th. It is unlikely that contempo-
raneous judgments will in principle be viewed any
differently by future generations than we view past
judgments—or, that contemporaneous ethical judg-
ments by one human population will transfer read-
ily to another. Historical changes like the abolition
of slavery and the growing acceptance of LGBTQ+
communities show that disagreement is essential
to the continual formation of a society’s ethical
perspectives. One democratic and participatory av-
enue for such disagreement is debate. Deriving a
normative model from a set of existing judgments
is tantamount to populism without democracy: It
contains an implicit appeal to majorities, but inso-
far as it is already normative, it lacks any direct
participation or recourse to debate.

If the continual (re-)formation of ethical perspec-
tives requires debate and disagreement, then the
right to contestation is essential to ethical reason-
ing at a socio-political level. Debate also requires
transparency about the norms in question. Neither
of these are afforded by a computational model for
normative moral judgments.

774



3.2.3 Lack of Agency
In the last section, we argued that debate and con-
testation are essential to ethics. Naturally, the abil-
ity to partake in debate itself requires agency. How-
ever, recent critical scholarship on machine learn-
ing, and in particular on language models, argues
that large-scale language models mimic without
understanding (Bender et al., 2021), and don’t have
communicative intent (Bender and Koller, 2020)—
in short, they lack what is required.

Some suspicion that these capacities are in fact
requisite for ethical judgment is evident from the
ways in which Jiang et al. (2021) describes compu-
tational models (emphasis ours):

“Delphi showcases a considerable level
of cultural awareness of situations that
are sensitive to different identity groups”

“large-scale natural language models
have revealed implicit unethical consid-
erations, despite their exceptional per-
formance over mainstream NLP applica-
tions”

“Delphi demonstrates strong moral rea-
soning capabilities. . . Delphi makes re-
markably robust judgments on previ-
ously unseen moral situations that are
deliberately tricky. . . . In addition, Del-
phi can also reason about equity and
inclusion”

“encourage Delphi to be more robust
against different inflections of language”

“To empower Delphi with the ability
to reason about compositional and
grounded scenarios”

“Our position is that enabling machine
ethics requires a detailed moral text-
book customized to teaching machines”

Such anthropomorphism applied to machine
learning models presumes that machines reason in
a manner comparable to (or better than) humans.6

However, the learning paradigm adopted for
Delphi and similar systems, assumes neither
sentience nor agency: It presumes text–judgment
pairs alone are sufficient for the task.

6Of course, it is common in the field to talk about neural
models in ways that at least suggest animacy, such as teach-
ing/training a model or talking about its behavior. Consider,
however, that one would never say of a car that it “demon-
strates strong acceleration capabilities” or of an elevator that
“we empowered this elevator with the ability to ascend.”

3.2.4 Agency and Accountability

Agency is also at the heart of accountability—we
hold agents accountable for their deeds, not ma-
chines for their operations. In the case of a machine
like Delphi, however, who is accountable is inher-
ently obscured (Wagstaff, 2012). Crowd-workers
clearly have the agency to make moral decisions
and can, in principle, be held accountable for them.
This is why Jiang et al. chose to rely on them as a
source of moral judgments. On the other hand, a
model trained on this data, although it cannot itself
have agency, may appear to have agency, since it
recombines and outputs texts generated by humans.
By training Delphi, human agency has been trans-
formed into something that the original agents, the
crowd-workers, have no control over, or knowledge
about. Yet, the trained model uses their past agency
to pass novel judgments, based on some alleged—
but uncontestable—moral common sense, which
no one individual holds or is accountable for.

While Delphi is posed as the voice of the people,
it is conveniently not a voice of any particular per-
son, organization, or company. The responsibility
for any position Delphi holds (or possible future
action based on such positions) appears distributed,
while in the end, the effect of such decisions, if em-
ployed in real-world scenarios, will eventually need
to be accounted for. Under some legal systems,
citizens have the right to challenge automated deci-
sion making which affects their rights or legitimate
interests—for instance under the European Union’s
General Data Protection Regulation (GDPR) leg-
islation (Rodrigues, 2020). Imagine that a tech-
nology for moral prediction were to be embedded
within an autonomous system: The moral predic-
tions occurring within the system would be ob-
scured through layers of abstraction, thus leaving
users little room to contest such decisions on prin-
cipled grounds. The legal and ethical ramifications
remain unclear.

In summary, crowd-sourcing ethics in this way at
best obscures what is a set of problematic questions
that should be addressed openly and directly and
not inferred. Notably, Delphi represents one exam-
ple of a wider trend in AI. As Ganesh (2017) ar-
gues: “In the development of machine intelligence
towards [the goal of ethical self-driving cars], a
series...of shifts can be discerned: from accounting
for crashes after the fact, to pre-empting them; from
ethics that is about values, or reasoning, to ethics
as crowd-sourced, or based on statistics, and as
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the outcome of software engineering. Thus ethics-
as-accountability moves towards a more opaque,
narrow project.”

4 Future Directions for Machine Ethics

In this section, we discuss how accuracy improve-
ments alone cannot mitigate the problems with
work such as Delphi in §4.1 and encourage a shift
towards multi-disciplinary work in §4.2.

4.1 Unsafe at Any Accuracy

The introduction of any new technology into so-
ciety requires us to contemplate safety concerns
in the context of its proposed application (Nader,
1965). Consider, for instance, the seatbelt. One can
and indeed should acknowledge that seat belts are
effective at preventing automobile-related injuries
to occupants without needing to imbue them with
an understanding of human ethics or morality at all.
We can view concrete issues in AI safety through
the same lens that we view a seat belt: We can intro-
duce safety mechanisms directly without requiring
that the technology be able to reason about human
ethics; we can imagine machines that operate ac-
cording to moral or ethical guidelines (i.e., cars that
have safety features) as opposed to machines that
perform actual moral reasoning (Cave et al., 2018).

Jiang et al. and Hendrycks et al. implicitly envi-
sion a future where machine learning models could
be called upon to perform moral reasoning. At its
core, this vision is one of artificial general intelli-
gence (Goertzel and Pennachin, 2007), and similar
in scope and intent to the Moral Machine exper-
iment (Awad et al., 2018), which also sought to
leverage the “wisdom of the crowd” in proposing
frameworks for how a future self-driving car could
make decisions in speculative automotive accident
scenarios. Delphi and the Moral Machine thus con-
sider a future where AI is given agency to make
ethical decisions that ordinarily would be made by
a human. However, this is just one possible future.

An alternative vision of the future is one where
machine learning models primarily assist humans
in making decisions (Dick, 2015), i.e. where ma-
chine learning models are viewed as non-moral
agents as seat belts are. In such a future, we will
not need to endow machine learning models with
a sense of human ethics, just as we generally do
not feel the need to endow a seat belt with a sense
of human ethics. Furthermore, in this future, one
might prefer general strategies for reducing and

mitigating any harms machine learning may give
rise to. For instance, as it stands now, many ma-
chine learning models trained on language encode
harmful demographic biases that many works inves-
tigate through analysis of the models, their training
regimes, and the data that they rely on (Hall Maud-
slay et al., 2019; Zhao et al., 2019; Dinan et al.,
2020a,b; Vargas and Cotterell, 2020; Smith and
Williams, 2021; Talat et al., 2021), rather than seek-
ing to imbue models with a sense of ethics.

4.2 Machine Ethics is Multi-disciplinary

Jiang et al. (2021), like a large body of research
from computer science that ventures into other
fields, almost exclusively represents the perspec-
tives of computer scientists. Another paper solely
authored by computer scientists, Hendrycks et al.
(2021) cautions against such a narrow perspective,
stating that “computer scientists should draw on
knowledge from [our] enduring intellectual inher-
itance, and they should not ignore it by trying to
reinvent ethics from scratch” (p.3). Such disregard
of expertise is apparent in several places in Jiang
et al. (emphasis added):

“Fields like social science [sic], phi-
losophy, and psychology have produced
a variety of long-standing ethical the-
ories. However, attempting to apply
such theoretically-inspired guidelines
to make moral judgments of complex
real-life situations is arbitrary and sim-
plistic.”

Through disciplinary siloing researchers often un-
wittingly make simplistic assumptions that are, at
best, harmful to the research and, at worst, harmful
to people. We therefore recommend that machine
ethics and morality research should be performed
by a multi-disciplinary team, with members includ-
ing computer scientists, who can speak from di-
verse expertise about the object that is under study.

5 Conclusion

In this paper, we have offered a general critique
of the NLP task of generating moral judgments
through a targeted audit of Jiang et al. (2021). We
have highlighted issues with the operationalization
of the task, with the learning paradigm, and with
currently available training datasets. We have ar-
gued that the general enterprise is rooted in multi-
ple category errors: It belies a misunderstanding of
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the descriptive/normative distinction, and falsely
treats morality as a mere test to be passed. Ulti-
mately, automating ethical decisions forecloses pos-
sibilities for debate and contestation. Since these
are themselves prerequisites for the socio-political
process of ethical inquiry, such a task is inherently
incompatible with the social project of ethics.
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