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Abstract

Recent research has highlighted that natural
language processing (NLP) systems exhibit a
bias against African American speakers. The
bias errors are often caused by poor represen-
tation of linguistic features unique to African
American English (AAE), due to the relatively
low probability of occurrence of many such fea-
tures in training data. We present a workflow
to overcome such bias in the case of habitual
“be”. Habitual “be” is isomorphic, and therefore
ambiguous, with other forms of “be” found in
both AAE and other varieties of English. This
creates a clear challenge for bias in NLP tech-
nologies. To overcome the scarcity, we employ
a combination of rule-based filters and data
augmentation that generate a corpus balanced
between habitual and non-habitual instances.
With this balanced corpus, we train unbiased
machine learning classifiers, as demonstrated
on a corpus of AAE transcribed texts, achieving
.65 F1 score disambiguating habitual “be”.

1 Introduction

Linguistic discrimination has adversely affected the
lives of marginalized populations for centuries, in-
cluding racially marginalized groups in the United
States. In spite of extensive research on linguis-
tic discrimination (Baugh, 2008), many NLP sys-
tems inherit the linguistic biases that exist be-
tween humans. For example, preliminary studies
into the performance of automatic speech recogni-
tion (ASR) systems uncovered a performance bias
against African American speakers (Tatman and
Kasten, 2017; Dorn, 2019). This problem was con-
firmed most recently by Koenecke et al. (2020) who
found that the average word error rate (WER) for
white American speakers was significantly lower as

compared to the average WER for African Ameri-
can speakers among five prominent ASR systems
from such companies as Google, Amazon, and Ap-
ple.

This performance gap is rooted in two related
issues. First, the linguistic differences between
African American English (AAE) and General
American English (GAE) include distinctive fea-
tures in their morphosyntactic structures. Sec-
ond, incorrect inferences in NLP systems are often
caused by the scarcity of certain linguistic features
when training, and the many unique features in
AAE have a relatively low probability of occur-
rence.

This paper describes work that overcomes the
data scarcity issue for a specific feature unique to
AAE: the habitual “be”. As the name suggests, this
morphologically invariant form of “be” communi-
cates habitual action. Disambiguating habitual “be”
from non-habitual “be” is difficult for two promi-
nent reasons. First, the form is isomorphic with
the other uses of “be”, such as the infinite use in “I
want to be...”. Second, habitual “be” is relatively
rare even in corpora of AAE. Our work addresses
both these issues. It uses a rule-based method that
capitalizes on morphosyntactic differences to elimi-
nate a portion of non-habitual “be” instances and it
uses a method of data augmentation that increases
the ratio of habitual “be” instances. The resulting
balanced data can then be used to train classifiers
to tag “be” instances as habitual or non-habitual.1

2 Related work

Distinguishing habitual “be” and non-habitual “be”
usage is a word sense disambiguation (WSD) prob-

1https://github.com/HarrisonSantiago/Habitual_be_classifier
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Figure 1: The disambiguation pipeline: the input corpus goes through a Part-of-Speech tagger, after which
non-habitual instances are separated by a rule-based filter. Any indeterminate “be” instances are balanced by
augmentation and tagged by classification models.

lem because it involves identifying the meaning of
words in context (Navigli, 2009). Most successful
WSD algorithms make use of contextual embed-
dings (Melamud et al., 2016; Peters et al., 2018),
but some feature extraction algorithms, such as the
IMS algorithm by Zhong and Ng (2010), have a
comparable level of performance although compar-
atively much simpler. The IMS algorithm uses a
support-vector-machine (SVM) with simple contex-
tual features, such as word form or part-of-speech
(POS) tags, and weighted average of embeddings.
Similarly, our disambiguation pipeline makes use
of the POS tags of the surrounding words. This
helps avoid the limited amount of annotated AAE
data which could lead to sparse word vectors and
unreliable embeddings.

Data augmentation techniques that generate syn-
thetic, or artificial, language in the training data
often improve NLP applications when the training
corpus is small or when a certain feature occurs
rarely (Chen et al., 2021). Our approach follows
previously successful examples of data augmen-
tation methods that combine a language model
(Fadaee et al., 2017) with a thesaurus (Zhang et al.,
2015) or word embeddings (Wu et al., 2019). These
methods identify substitutes for words in the data
and insert them into synthetic strings that include
the target feature.

3 Habitual “be”

The “be” verb has various functions. This includes
several types of non-habitual use, as shown in Ap-
pendix A. The use of habitual “be” is a prominent,
distinct, and well-researched morphosyntactic fea-
ture in AAE. Habitual “be” is a morphologically
invariant form of the verb that encodes the habitual
aspect, as shown below (Green, 2002).

1. I be in my office by 7:30. (habitual: AAE)

2. I am usually in my office by 7:30. (habitual:
GAE)

Syntactic contexts serve as important cues for
disambiguating “be” as habitual or non-habitual.
Martin and Tang (2020) show that ASR systems
not only fail to recognize habitual “be” more often
than non-habitual “be” but, when habitual “be” is
present in an utterance, the surrounding words are
also incorrectly recognized, particularly preceding
words. These findings reveal a strong dependency
between habitual “be” and its syntactic context.
Failure to reflect this dependency in a language
model could lead to a less accurate and biased sys-
tem.

Even in an AAE corpus, habitual “be” is rela-
tively rare. This imbalanced distribution poses a
challenge for designing a non-biased NLP system
because most classifiers tend to be biased towards
the majority class.

The ambiguity and scarcity of habitual “be”
presents two obvious approaches to a solution: (i)
incorporate more habitual “be” instances in the
data, (ii) manually disambiguate habitual and non-
habitual “be” before training. Each approach poses
a challenge. For (i), simply collecting more data
is extremely impractical, as the habitual “be” is
naturally rare. For (ii), hand-coding is unsuitable
for the scale of the data needed.

Our study addresses these challenges with a rule-
based filter based on syntactic cues and with a data
augmentation technique. Together the filter and
data augmentation increase the ratio of habitual
“be”, providing a more balanced training set for
the model and allowing for a more fine-grained
language model.
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4 Methodology

The first novel task towards training classifiers to
disambiguate habitual “be” is to address the ambi-
guity of the invariant form by eliminating as many
non-habitual “be” instances as possible. The sec-
ond task is to increase the proportional occurrence
of habitual “be” in the training data.

We undertake these two tasks and incorporate
them into a pipeline, shown in Figure 1. First, the
entire corpus is run through a pre-trained NLTK tok-
enizer and POS tagger trained using the Penn Tree-
bank Project. To eliminate as many non-habitual
“be” instances as possible, a rule-based filter iden-
tifies determinate instances of non-habitual “be”.
With these removed, we increase the proportional
occurrence of habitual “be” by augmenting the pro-
portion of habitual “be”. Finally, we combine the
filtered habitual “be” instances back into a now
balanced dataset and use that dataset to train an
ensemble model for classification. As discussed
in section 5.1, the habituality of each instance is
known and allows accurately creating rules and
training the classifiers.

4.1 Preprocessing

The data is formatted using WordSmith Tools
(Scott, 2020) so that each instance of “be” is cen-
tered in a 102-character string, the length being
determined by the software default. To simplify
the task, no breaks between speakers or texts were
included, meaning these text segments combine
speech from multiple speakers and texts if nec-
essary, with no indication as to where this oc-
curs. If multiple instances of “be” fall within 102
characters, each instance is treated as separate in-
stance that becomes the center of another string
slightly offset from the overlapping example. Also,
all punctuation, marks made by transcribers (e.g.,
“/??/”), corpus-specific codes (e.g., “/RD-NAME-
3/”) and other non-speech text are removed as part
of the preprocessing.

4.2 Rule-based filter of non-habitual “be”

In AAE, there are certain syntactic patterns that
strongly correlate to occurences of the habitual “be”
(Green, 2002; Fasold, 1972). Most patterns are
based on the part-of-speech immediately surround-
ing “be”. Two example patterns are a pronoun
immediately preceding “be” (e.g., “...they be like,
what you finna do?”) and a verb ending in -ing
immediately following “be” (e.g., “But LeBron be

passing though”).
Following from this, we invert some patterns and

create filters that capture a large number of non-
habitual instances. For example, if the word that
precedes “be” is not a pronoun and the word after
it is not a verb ending in -ing, then we can say that
instance is non-habitual.

The vast majority of non-habitual “be” instances
are caught by these syntactic rules. In addition, we
created some ad-hoc rules that showed success at
eliminating remaining non-habitual “be”, although
they generally capture a smaller number. A full list
of our rules we can be found in Appendix B.

The goal of the rule-based filter is not to iden-
tify instances of habitual “be”. Rather, it is used
to remove non-habitual “be” instances for which
more advanced disambiguation techniques are not
needed. This is a step towards creating a more
balanced corpus. It serves to narrow the scope of
our classifier to those instances which much more
difficult to be automatically disambiguated.

4.3 Augmenting habitual “be”

To counter the relative rarity of habitual “be”, the
dataset needs to be balanced, but without exclud-
ing the remaining non-habitual instances after the
rule-based filter is applied. Instead, the amount of
habitual “be” can be increased. To accomplish this,
we use data augmentation to create new, synthetic
examples of habitual “be”.

We found that the Python library nlpaug
(Ma, 2019) provides easy synthetic text genera-
tion. Focusing on text augmentation, we used the
Word2Vec (Mikolov et al., 2013)2 and WordNet
(Fellbaum, 1998) implementations for substitut-
ing and inserting words in surrounding examples
of habitual “be” instances from our corpus. The
Word2Vec implementation both substitutes and in-
serts new words at random by finding similar words
using the cosine distance from pre-trained embed-
dings. The WordNet augmentation leverages a
database of semantic relations to substitute syn-
onyms at random. These methods can occasionally
lead to ungrammatical outputs, as seen in Appendix
C. We did not remove such occurrences, as the in-
clusion of all generated perturbations in our data
set strengthened the robustness of our model. Com-
bined, these methods inserted or replaced words
with a new part of speech in over 90% of the aug-
mentations.

2https://github.com/dav/word2vec
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4.4 Classifiers

After filtering trivial instances of non-habitual “be”
and balancing the remaining data by augmenting
instances of habitual “be”, we train a logistic re-
gression classifier, a multi-layer perceptron (MLP),
and a linear Support Vector Machine (SVM) to dis-
ambiguate instances of “be”. All are implemented
with the scikit-learn library. All models set
the max-iteration to 10,000 steps to allow for con-
vergence on a regular basis. The MLP was changed
to use a limited-memory BFGS algorithm solver,
and set to have two hidden layers, the first with five
nodes and the second with two. These hyperpa-
rameters were set after a non-exhaustive search of
looking for the optimal settings. All other default
parameters were kept unchanged. We compared
these against a majority-rules ensemble model that
uses the logistic regression, MLP, and SVM vot-
ing algorithms. The votes are equally weighted
between all three.

The input to all of the classifiers consists of vec-
tors which contain the number of times each POS
occurs within a window around each instance of
“be”. We treated the size of this window as a hy-
perparameter, and found that defining our window
to start at the 9th word in the string and end at the
5th-from-last word produced optimal results.

5 Experiment

Unbiased NLP systems should successfully dis-
ambiguate instances of habitual “be”. We imple-
mented our system on a corpus of AAE speakers
after training it our filtered and balanced corpus.

5.1 Data

The data comes from the Corpus of Regional
African American Language (CORAAL) (Kendall
and Farrington, 2018) which contains transcrip-
tions of over 150 sociolinguistic interviews with
African American speakers, totaling more than 127
hours of audio and including a rich variety of in-
terviewees by age, socio-economic background,
gender identity, and urban/rural origin.

From this corpus, 5,133 instances of “be” were
manually annotated as habitual/non-habitual. This
resulted in 477 instances of habitual “be” and,
4,656 instances of non-habitual “be”, which is to
say that non-habitual instances were approximately
ten times more frequent. The rule-based filter and
augmentation were applied to this data with the re-
sulting statistics shown in Table 1. The rule-based

Orig. Filter Augment
Non-hab “be” total 4,656 994 944

Hab “be” total 477 416 963
Hab ‘be” % 9% 30% 50%

Table 1: The distribution of habitual “be” in the training
corpus: original, rule-based filtered, and augmented.
The top two rows show the change in the raw number
of “be” instances; the bottom shows the proportion of
habitual “be” to non-habitual “be”.

filter incorrectly eliminated 61 instances of habit-
ual “be”, reducing the total from 477 to 416. This
means the filter has an error rate of about 13% that
might be improved with additional ad-hoc rules.

When analyzing our classifiers, we used a 70/30
training/test split, with the test set having a ratio of
non-habitual to habitual occurrences similar to that
of the original corpus. Importantly, the dataset was
split before any augmentation occurred to help our
results be more transferable to the original corpus.
To get a better understanding of the consistency in
results that the augmentation methods would lead
to, we re-performed our augmentation procedure
for each trial. In total, 10 trials were performed.

5.2 Results
Based on our results on the CORAAL corpus, clas-
sifying habitual “be” is a feasible task even with
a limited supply of natural AAE speech for train-
ing. Each algorithm and the ensemble model were
tested after being trained on the filtered and the
augmented data and on the original corpus. Table 2
shows F1-scores displays the comparison, showing
means and standard deviations over 10 trials. The
best results were achieved by the ensemble classi-
fier after both filtering and augmenting. Over 10
trials the ensemble model classified instances of
habitual “be” with an average score of 0.65.

All four classifiers’ performance rose dramati-
cally when using our filtering and augmentation
methods. In addition, the variability in classifier
performance decreased after filtering and augmen-
tation, as evident by the lower standard deviations.
The lower variability indicates that balancing a data
set allowed the classifiers to find a more definitive
decision boundary.

6 Conclusion

Our goal was to develop a pipeline which aids the
creation of models unbiased against African Amer-
ican English. We proposed and tested a combi-
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Augmented Not Augmented
Logistic

regression
0.648 (0.048) 0.416 (0.039)

SVM 0.628 (0.114) 0.542 (0.206)
MLP 0.627 (0.038) 0.498 (0.058)

Ensemble 0.652 (0.049) 0.439 (0.084)

Table 2: F1-scores for different classification algo-
rithms (Logistic regression, Support Vector Machine
(SVM), Multilayer Perceptron (MLP), and Ensemble of
all three). The mean over 10 trials are reported, with the
standard deviation in parentheses.

nation of hand-crafted rules, data augmentation,
and machine learning to disambiguate instances
of habitual “be” which is a distinct, if relatively
infrequent, morphosyntactic feature in AAE. The
results show this combination to be a promising
pipeline, with each step contributing to success at
increasing classification scores and reducing bias.

The hand-crafted rules we used took into con-
sideration morphosyntactic patterns that are unique
to AAE and correlate with habitual “be” usage.
This allowed us to filter out most non-habitual “be”
instances. We then found that Word2Vec and Word-
Net augmentation methods were able to adequately
imitate AAE structure and balance the proportion
of habitual “be” instances. Together the filtering
and the augmentation resulted in more balanced
data with which to train the classifiers.

In the future, with an increased amount of nat-
ural speech and more advanced classification al-
gorithms, it is possible that the classification per-
formance could be even higher. However, due to
limited data, we treated the entire CORAAL cor-
pus without regard to several interesting factors
that should be considered. For example, we did
not regard the geographic location or origin of the
speaker. Further analysis of our model’s perfor-
mance with respect to regional sub-varieties of
AAE would be an interesting avenue to explore.
This exploration might refine the hand-crafted rules.
Also, our pipeline makes use of the POS tags of
the surrounding words, similar to (Zhong and Ng,
2010), but it does not include the surrounding
words themselves or their embeddings as features
because the limited data would have led to sparse
word vectors and unreliable embeddings.

We feel it should be easy to adapt our pipeline
to other unique AAE features such as the comple-
tive “done” (Green, 2002). Although we expect
feature-based models to tend to perform better at

low-resource settings than deep learning, we plan
to compare our results against state-of-the-art neu-
ral models such as the Transformer (Vaswani et al.,
2017).

The increase in scores we were able to achieve
with these simple methods serves as a proof-of-
concept that systems based on similar syntactic
filtering and data augmentation approaches have
the potential to improve the performance of other
AAE-focused NLP systems and provide enough
data for more advanced feature representations.
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A Appendix: Types of non-habitual “be”

• auxiliary “be” in progressive constructions
(e.g., “I will be going there tomorrow.”)

• auxiliary “be” in passive constructions (e.g.,
“She should be given an award.”)

• copula or auxiliary “be” preceded by ver-
bal complements (e.g., “He wanted to be a
lawyer.”)

• copula or auxiliary “be” preceded by a modal
(e.g., “They might be in the house.”)

• imperative “be” (e.g., “Be quiet!”)

B Rules to filter non-habitual “be”

• If the word immediately preceding “be” is a
modal, adjective, or “to”.

• If the word immediately following “be” is a
verbal noun, while the word immediately pre-
ceding is not a personal pronoun nor a noun.

• If the word immediately following “be” is an
adjective, while the word immediately preced-
ing “be” is not a personal pronoun nor a noun.

• If the word immediately following “be” is
a preposition or subordinating conjunction,
while the word immediately preceding “be” is
a singular present verb.

• If the word immediately preceding “be” is a
noun, and the word immediately preceding
that noun is an adjective

• If the word immediately preceding “be” is
an adverb, and the word immediately follow-
ing “be” is either a personal pronoun or deter-
miner.

• If the word immediately preceding “be” is
an adverb, and either the word immediately
preceding the adverb is a verb, or modal

C Examples of augmenting occurrences
of the habitual “be”

• "they were like you should totally come here
we be having so much fun So I tell my mom
about it and" becomes "they were like you
should totally come hither we be have got so
much fun So I tell my mom astir it and"

• "mixed up all kinds a way everybody just just
be there having a good time That s Mm hm
that s" becomes "mixed up all dizzying array
a way everybody yeah just be happen having
a heckuva time That s hm that s"
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