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Abstract

Depression is a common mental disorder that
severely affects the quality of life, and can lead
to suicide. When diagnosed in time, mild, mod-
erate, and even severe depression can be treated.
This is why it is vital to detect signs of depres-
sion in time. One possibility for this is the use
of text classification models on social media
posts. Transformers have achieved state-of-the-
art performance on a variety of similar text
classification tasks. One drawback, however,
is that when the dataset is imbalanced, the per-
formance of these models may be negatively
affected. Because of this, in this paper, we ex-
amine the effect of balancing a depression de-
tection dataset using data augmentation. In par-
ticular, we use abstractive summarization tech-
niques for data augmentation. We examine the
effect of this method on the LT-EDI-ACL2022
task. Our results show that when increasing the
multiplicity of the minority classes to the right
degree, this data augmentation method can in
fact improve classification scores on the task.

1 Introduction

The number of people suffering from depres-
sion has been steadily increasing since the 1990s
(of Health Metrics and Evaluation, 2019), there-
fore it is essential that we find an efficient method
to identify this on the internet. Over the past few
years, transformers have taken over the field of
Natural Language Processing (NLP) and achieved
state-of-the-art results on various problems (Wolf
et al., 2020).

Some classification problems in machine learn-
ing deal with the problem of class imbalance. In
this paper, we examine the effect different degrees
of data augmentation have on the performance of
transformer models on a text classification task.
The method of data augmentation is done using ab-
stractive summarizations. Our data augmentation is
done by first generating summarizations for each of
the training examples and then balance the dataset

using these generated summarizations. For this,
first we discuss the related literature in Section 2.
Then in Section 3 we briefly describe the dataset
used. This will be followed by the description of
our methods in Section 4, after which we discuss
our results in Section 5, then end the paper with our
conclusions and plans for future work in Section 6.

2 Related work

Data augmentation is nothing new to the field of
NLP, it is one of the standard approaches when
improving the results of a model. There are many
different approaches to data augmentation and the
NLP survey (Feng et al., 2021) puts these methods
into three different categories rule-based, example
interpolation and model-based techniques. The lat-
ter is the approach that we focus on in this paper in
which we use the T5 (Raffel et al., 2019) model to
summarize the original posts. There are multiple
different tasks that data augmentation can aim to
solve such as mitigating bias, fixing class imbal-
ance and few-shot learning. Yet in this paper we
solely focus on fixing class imbalance.

The area of data augmentation for fine-tuning
transformers is limited and is still being explored
(Feng et al., 2021). Yet some research has been
done such as GenAug (Feng et al., 2020) which
describes methods to use data augmentation to fine-
tune text generators. GenAug focuses on character-
level synthetic noise and keyword replacement as
augmentation methods for fine-tuning. Although
this data augmentation is done for text generation
with GPT-2 (Radford et al., 2019) and not for a
sentiment-analysis task. The (Kumar et al., 2020)
paper shows that there are effective ways to use data
augmentation methods to fine-tune transformers to
achieve better results on abstractive summarization.

Using transformers as a data augmentation
method has been done previously in papers such
as (Sabry et al., 2022) where they used DialoGPT
(Zhang et al., 2019) to generate new training data
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and effectively double the training data. The aug-
mented dataset was then used to fine-tune a T5
model where they showed a positive effect on the
results.

Previous work using transformers to detect de-
pression in social media posts has been done by
(Martínez-Castaño et al., 2020). Where they used
the BERT transformer to analyze the risk a user was
of self-harming themselves by classifying social
media posts from that user.

3 Data

The dataset was provided by the organizers of LT-
EDI-ACL2022 (Sampath et al., 2022) in the com-
petition and it contains social media posts from dif-
ferent users, categorized as severe, moderate and
not depression. The dataset was created and anno-
tated by the methods described in (Kayalvizhi and
Thenmozhi, 2022). These posts differ greatly from
BERTs training data, the dataset is not very large
and very imbalanced (some classes are largely un-
derrepresented). Therefore a good dataset to study
the effect of data augmentation.

We were provided a training set, validation set
and a test set. Labels for the test set however, have
not been published yet. Hence this paper is based
solely on the results from the training and valida-
tion set, therefore our validation set is used as a
test set, further references in this paper to a test
set is the validation set from the LT-EDI-ACL2022
competition. Table 1 shows our datasets.

Class Training Test
Severe 901 360
Moderate 6019 2306
Not Depression 1971 1830
All 8891 4496

Table 1: The number of labels for the two datasets.

4 Methodology

The pipeline used in this paper consists of two
major parts, the first part performs the data aug-
mentation by summarizing the training dataset, the
second part is the classification of the levels of de-
pression. Our approach to solving the problem of
detecting depression in social media posts is to fine-
tune a multiclass BERT transformer on our dataset
using different degrees of data augmentation. The
following section will describe in-depth how this

is done. To ensure repeatability, our code is shared
in a Github1 repository.

4.1 Preprocessing

Minimal preprocessing was done on the dataset,
URLs were removed and we used Huggingface
base pre-trained BERT tokenizer2 trained on Word-
Piece.

4.2 Data Augmentation

In NLP two major approaches to summarization
has evolved, namely extractive and abstractive sum-
marization. Extractive is when the model receives
a text as input and has to select the best concatena-
tion of sentences that best summarizes that input.
Whereas in abstractive summarization the model
has to generate the summarization by itself.

In this paper we chose to use Google’s T5 (Raffel
et al., 2019) which is a text-to-text transformer
pre-trained on the c4 dataset3 then fine-tuned for
abstractive summarization. Even though the c4
dataset differs from our dataset T5 still achieves
state of the art results in summarization and hence
was used for the task of summarization in this task.
We chose to use Huggingface implementation of
t5-base4. T5 is trained on a maximum sequence
length of 512 tokens, that is a limitation of the
model since it cannot always take the entire post as
input.

As seen in Table 2 the summarizations that T5
produces do not always include the most important
part of the sentiment in the social media post. In
Table 2 the 30 token summary of the severe ex-
ample includes suicide attempts which can be vital
for the classification while the 10 token summary
misses that.

We chose a specific length by which t5-base
should generate its summarizations. These lengths
were between 10 and 50 tokens and went through
all the training examples in the underrepresented
classes. Which were randomly sampled when bal-
ancing respective class for the training dataset.

The data augmentation was done in five differ-
ent degrees of how balanced the underrepresented
classes were. This balancing can be seen in Ta-
ble 3, in the 0 example we have the training dataset.

1https://github.com/flippe3/DSDSM_augmentation
2https://ai.googleblog.com/2021/12/a-fast-wordpiece-

tokenization-system.html
3https://ai.googleblog.com/2020/02/exploring-transfer-

learning-with-t5.html
4https://huggingface.co/t5-base
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Type Severe Not depression
Original I’m really struggling : So I don’t know how

to start things like this, So I’ll start with
basics. I’m 16yo, diagnosed depression at
14yo. Since then, my life is total mess. I’ve
already been to two different psychologists,
both of them said that i’m kind of unfixable,
but that might be due to my young age.

Hows everyone doing on this new years
eve? : I know as well as everyone new
years makes you think back and regret and
wonder why you’re still here one more year.
Well i’m spending new years alone at home
and I’m just wondering how everyone is
doing and if you need a place to vent or
talk this can be a safe place for you.

30 token i’m 16yo, diagnosed depression at 14yo.
since start of 2019, my life got even worse.
i’ve had 6 suicide attempts, all of them
ended up with getting yelled at

i’m spending new years alone at home and
wondering how everyone is doing. if you
need a place to vent or talk this can

10 token i’m 16yo, diagnosed depression at 14yo.
i’m

i’m spending new years alone at home and

Table 2: Two examples of different summarizations over different classes.

Class 0 25 50 75 100
Severe 901 1505 3010 4515 6019
Moderate 6019 6019 6019 6019 6019
Not Depression 1971 1971 3010 4515 6019

Table 3: The different degrees of balancing.

In the 50 example we can see that the two under-
represented classes have been augmented by the
summarization examples, the 50 represents that
both of the classes now are at least 50 percent as
large as the largest class.

4.3 Classification

To measure how well our model preforms we chose
to use Googles’s BERT (Devlin et al., 2019), with
the base configuration that has 12 layers and 110
million parameters. BERT is a bidirectional trans-
former trained for language modeling. We chose
to use BERT as the underlying model as it has be-
come the standard in transformers when fine-tuned
on downstream tasks. We used the Huggingface
implementation of bert-base-uncased5 for easier
experimentation. The fine-tuning was done using
a multiclass labelling version of BERT. We used
weighted Adam optimizer and a linear scheduler as
that generated the best results.

5 Experiments and results

The following subsection describes the experiments
and result that were produced. BERT ran four
epochs of fine-tuning and the best Macro F1-score

5https://huggingface.co/bert-base-uncased

was chosen to represent the result for that model.
The models were trained on a shared DGX-1 clus-
ter with 8 × 32GB Nvidia V100 GPUs.

5.1 Results

To evaluate the proposed data augmentation
method, we applied it on the multi class classi-
fication task of the LT-EDI-ACL2022 challenge. In
the competition we placed 31th using a method of
classification that preformed similarly to the model
presented in this paper. Before writing this paper
however we changed our model to BERT and added
the data augmentation. Our results on the valida-
tion set distributed with the challenge are outlined
in Table 4. As can be seen in Table 4, although
augmenting the data to the point of a completely
balanced dataset improves the recall, it is at the
cost of a lower precision. However, when selecting
the degree of balancing carefully, one can improve
the recall without a significant negative effect on
precision. Unfortunately, here, we were not able
to add results on the test set, however, upon the
release of test labels, we would amend our table
with classification scores attained on the test set
too.

Score 0 25 50 75 100
Macro F1 0.50 0.52 0.52 0.52 0.49
Macro Recall 0.50 0.52 0.54 0.51 0.52
Macro Precision 0.57 0.57 0.57 0.55 0.56

Table 4: F1-Macro scores on five different degrees of
data augmentation.
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6 Conclusions and Future Work

We examined a method of using an abstractive
summarization model, T5 to do data augmentation.
This was done before fine-tuning a BERT trans-
former on the dataset which was balanced to differ-
ent degrees. We found that with the right degree
of augmentation, the proposed method improved
the performance of the BERT model on the task
of detecting signs of depression. One technique
that can be examined for further improvement of
the proposed model is splitting the posts longer
than 512 tokens into several parts, summarizing
the parts individually, and creating the final sum-
mary by concatenating the individual summaries.
Future work for data augmentation for fine-tuning
transformers could be done by comparing the result
using an extractive summarization method such as
MatchSum (Zhong et al., 2020). Our method was
examined on one dataset, future work should use
this technique of data augmentation to fine-tune for
different domains on multiple datasets. There are
also different methods of augmentation other than
summarization that future work should examine
and compare. In this paper we used BERT for our
classification, future work should use other trans-
former models to see how they perform using our
augmentation method.
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