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Abstract

Depression is a mental illness that negatively
affects a person’s well-being and can, if left
untreated, lead to serious consequences such
as suicide. Therefore, it is important to recog-
nize the signs of depression early. In the last
decade, social media has become one of the
most common places to express one’s feelings.
Hence, there is a possibility of text processing
and applying machine learning techniques to
detect possible signs of depression. In this pa-
per, we present our approaches to solving the
shared task titled Detecting Signs of Depression
from Social Media Text. We explore three dif-
ferent approaches to solve the challenge: fine-
tuning BERT model, leveraging AutoML for
the construction of features and classifier se-
lection and finally, we explore latent spaces
derived from the combination of textual and
knowledge-based representations. We ranked
9th out of 31 teams in the competition. Our best
solution, based on knowledge graph and tex-
tual representations, was 4.9% behind the best
model in terms of Macro F1, and only 1.9%
behind in terms of Recall.

1 Introduction

Depression is a type of mental illness that affects
a large part of our society and is one of the most
complex challenges facing our humanity. Since
depression is a disease that, if left untreated, can
lead to serious consequences such as suicide over
time, its early detection is crucial. Since people
with depression typically do not open up in person
very often, they often see social media as a way
to express their thoughts and feelings (Steger and
Kashdan, 2009). This trend increased rapidly with

∗* Equal contribution.

the COVID-19 pandemic due to restrictive mea-
sures that encouraged people to use social media
as a means of expression. As the number of posts
on social media has increased rapidly in recent
years, there is a need to process them automati-
cally to extract valuable information such as signs
of depression. For this task, detecting signs of
depression is a standard multi-class classification
problem, where each post can be assigned to one
of three classes ("non-depressive", "moderate", and
"severe"). Increasing predictive accuracy may be
critical for psychiatrists to detect the early signs of
major depression to prevent further consequences.
The remainder of this article is organized as fol-
lows: in Section 2, we discuss approaches to solve
multi-class text classification problems and related
work with data sets of social media posts on depres-
sion, in Section 3, we present the statistics of our
given data, in Section 4, we explain the methods
we used to solve the given problem, in Section 5,
we present and analyze the results, and in Section
6, we provide the conclusion and present our plans
for future work.

2 Related work

In related work, we can find various approaches to
detecting depression from textual data including
various social media.

One of the frequently used sources is Twitter.
In one of the earlier studies of data from Twitter
users who have attempted to take their life, Cop-
persmith et al. (2016) propose a logistic regression
classifier using character n-gram character features.
Leis et al. (2019) tackled the task of detecting de-
pression in Spanish tweets and used occurrences of
negative and positive words determined by Spanish
Sentiment Lexicon (Pérez-Rosas et al., 2012) and
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the Spanish SentiCon Lexicon (Cruz et al., 2014)
as additional features. For Arabic, Almouzini et al.
(2019) addressed the task of classifying Twitter
posts as depressed or non-depressed. After text
preprocessing and cleaning, the authors extract
sparse features from tweets to construct feature
vectors. The classification is done using four pop-
ular models: Random Forest (Liaw and Wiener,
2001), Naïve Bayes (Shukla and Shukla, 2015),
AdaBoostM1 (Wang et al., 2014) and LibLinear
SVM (Fan et al., 2008). Recently, there were also
deep learning based approaches proposed for de-
pression detection on Twitter data. For example,
Mathur et al. (2020) use a Bidirectional Long Short
Term Memory Recurrent Neural Network with At-
tention (Zhou et al., 2016) which produces a high
performance on a data set consisting of over 30,000
English tweets. In the last years, also multimodal
approaches have been explored. For example, Gui
et al. (2019) propose the combination of visual and
textual information in order to achieve better re-
sults. They model the problem as Markov Decision
Process, solving it in reinforcement learning man-
ner. For the text feature extraction, they consider
learning custom embeddings via a bidirectional
GRU network, for images they used the pre-trained
VGGNet (Simonyan and Zisserman, 2014).

Another source of data is Reddit, as in our
shared task. Trifan et al. (2020) use Term-
Frequency Inverse-Document-Frequency features
and various classification models, such as Support
Vector Machine with Stochastic Gradient Descent
and Multinominal Naive Bayes (Ahmed and Ghafir,
2019). Reddit was also the source of a study by
Wolohan (2020) about the linguistic characteristics
of depression during global pandemics. The au-
thors analyze the increase of depression on the so-
cial platform and model the problem with FastText
(Bojanowski et al., 2016) embeddings and employ
LSTM networks to learn to detect depression in the
data.

Next, the authors have also used Facebook data.
For example, Wu et al. (2018) decided to generate
content features by LSTM Neural Network expand-
ing the quantity of information represented in the
feature vectors. Merging these features with addi-
tional content, behavior, and living-based features
are used for the construction of a standard deep
neural network.

Finally, the authors also use blogs. Yuka Niimi
(2021) tackled the problem of depression detection

Label Train Set Development Set

Not Depressed 1971 (22 %) 1830 (41 %)
Moderate 6019 (68 %) 2306 (51 %)

Severe 901 (10 %) 360 (8 %)
Size 8891 4496

Table 1: Label Distribution

in Japanese blogs. They firstly filter out the docu-
ments without significant topics via LDA and later
produce LSA representation of the space and apply
SVD to build classifiers.

3 Data description

The data set (Kayalvizhi et al., 2022) that is pro-
vided by the task’s organizers consists of English
posts from the Reddit social media platform, which
includes more textual data compared to other so-
cial media platforms (Kayalvizhi and Thenmozhi,
2022). The posts belong to one of three given
classes: "not depressed", "moderate" and "severe".

We use three data splits one for training, one
for development, and one for testing. We used
the development set for the internal evaluation of
various models.

4 Methodology

In the following section, we will present the meth-
ods that were used along with the evaluation mea-
sures. For the given task we have developed three
independent methods.

4.1 BERT

We opted to fine-tune large pre-trained models
based on BERT (Devlin et al., 2018), which often
produce state-of-the-art results for various tasks.
We tested several pre-trained BERT variants that
we then fine-tune on the depression detection data
provided by the organizers. We investigate BERT
End to end, which is the base BERT model. Next,
we experiment with a faster and smaller distil-
BERT model (Sanh et al., 2019).Finally, we con-
sider RoBERTa (Liu et al., 2019), which is a
robustly optimized BERT pretraining approach
trained over more data and on longer sequences.

For official submission, we opted for RoBERTa
model with a train batch size of 32 in 10 epochs
using the AdamW optimizer (Loshchilov and Hut-
ter, 2017) which is the Adam optimizer (Kingma

252



and Ba, 2015) enriched with weight decay, also it
is worth to notice that this particular model is case
sensitive. We choose to use RoBERTa model over
the other two BERT distributions due to its larger
pretraining data and better performance when eval-
uated on the development set.

4.2 autoBOT

In our work for the second method we have con-
sidered for Automated Machine Learning, more
precisely autoBOT (Automated Bag of Tokens) pro-
posed by Škrlj et al. (2021). autoBOT is a system
that can learn from different document represen-
tations while iteratively re-weighting the joined
representation space. The core of the autoBOT sys-
tem is the representation evolution, in which by
re-weighting different document representations,
including token, sub-word, and sentence-level fea-
tures (contextual and non-contextual) the system
is obtaining the final representation for the given
task. There are two user inputs for this system: the
amount of time for evolution and the kind of doc-
ument representation. For our task, we have used
autoBOT’s configuration that it is using both sym-
bolic and sub-symbolic features. The symbolic fea-
tures are a set of features that are based on words,
characters, part-of-speech tags, and keywords. The
sparsity parameter for this configuration was 0.05
which implies that the dimension of symbolic sub-
spaces would be 10,250, because the default dense
dimension is set to 512 and the sparsity presents the
quotient of dense dimension and final dimension.
We set the time constraint to 8 hours.

4.3 Knowledge Graphs

Knowledge-backed representation of documents
has proven to be useful in text classification tasks
(Koloski et al., 2022). We explore how these repre-
sentations perform in the problem of the detection
of depression. We first follow the original idea
of the authors and generate standalone text and
knowledge graph based representations.

4.3.1 Knowledge-graph features
We use the WikiData5m (Wang et al., 2021) data-
set and match the concepts appearing both in the
documents and the KG. Based on which representa-
tions the data catches, we utilize 6 different knowl-
edge graph representations: transE (Bordes et al.,
2013), rotatE (Sun et al., 2019), complEx (Trouil-
lon et al., 2016), distmult (Yang et al., 2015), sim-
plE (Kazemi and Poole, 2018), and quate (Zhang

et al., 2019). We generate them from the pretrained
embeddings with the GraphVite library (Zhu et al.,
2019). The distribution of most-frequent concepts
is shown in Figure 1.

4.3.2 Textual features
In order to generate textual representations we con-
sider using two different type of representations,
based on the ones used in (Koloski et al., 2021):

Latent Semantic Analysis: The original imple-
mentation first generates n-grams of word and char-
acter with maximum of n− feat features and then
applies TruncatedSVD to reduce them to dims. We
create a grid of n-feats and dims:

• n-feat ∈ [2500, 5000, 10000, 15000]

• dims ∈ [128, 256, 512, 768]

Contextual Features: We use the distilBERT
(distilbert-base-nli-mean-tokens) (Sanh et al.,
2019) implemented as sentence-transformers
(Reimers and Gurevych, 2019).

4.3.3 Learning of intermediate
representations

We use two strategies for merging the aforemen-
tioned representations:

• CN - Concatenation and normalization: we
simply concatenate the generated KG and tex-
tual features, next we normalize them and fi-
nally search for a linear classifier.

• DR - Dimensionality reduction: we first
concatenate and normalize the given rep-
resentations and later apply SVD (Halko
et al., 2010) to obtain a new latent-space
on which we later we learn a new classi-
fier. We search for a new space in dims
∈ [128, 256, 512, 768, 1024, 2048].

4.3.4 Classifier selection
We decided for a linear classifier, based on Stochas-
tic Gradient Descent optimizing two different loss
functions hinge and log, while penalizing elas-
ticnet with alpha ∈ [0.01, 0.001, 0.0001, 0.0005],
l1_ratio∈ [0.05, 0.25, 0.3, 0.6, 0.8, 0.95] and
power_t ∈ [0.5, 0.1, 0.9]. We performed 10-fold
cross-validation search of the grid to obtain the
best-performing model on the training split of the
data.
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Figure 1: Distribution of the most-frequent concepts found in the WikiData5m knowledge graph and in the
documents, grouped by the corresponding level of depression.

4.3.5 Final model configuration

For the final model we have configured the combi-
nation of all of the 6 KG (6 x 512dims) representa-
tions, LSA model from n-feats = 10.000 reduced
to 512 dimensions and the sentence-transformer
variant of distilBERT 768. We chose the DR type
with the final dimensions reduced from 4352 to
512 dims via SVD. The best-performing classifier
on this model was based on log loss function with
alpha= 0.001 and l1-ratio of 0.08, with power-t
of 0.05.

5 Evaluation

In this section, we represent the evaluation of our
proposed approaches. We first showcase the evalu-
ation of the development data set, followed by the
evaluation of methods on the test split.

5.1 Evaluation measures

For evaluation of the methods, we used the mea-
sures that were proposed by the authors of the
shared task. These include: accuracy, macro aver-
aged recall, macro averaged precision and macro
averaged F1-score.

5.2 Internal evaluation

In this subsection we describe the internal evalua-
tion used in our approach.

5.2.1 Baseline methods
In order to evaluate the performance of our methods
we introduce several baselines:

• majority Assign the class that has the major-
ity in the data set.

• char-ngrams Best 1000 Tf-IDf features of
char bigrams, trigrams, and quadgrams, in
terms of term frequency.

• word-ngrams Best 1000 Tf-IDf features of
word unigrams, bigrams, and trigrams, in
terms of term frequency.

• doc2vec Doc2Vec (Lau and Baldwin, 2016)
embeddings with vector’s size of 512 and win-
dow’s size of 5.

5.2.2 Results
In the Table 2 we present the results of various
methods when trained on the training data and
evaluated on the development set. One can see
that from the BERT-based approaches, RoBERTa
outperforms BERT-e2e approach. In terms of au-
toBOT we run only one configuration with max-
imum time execution of 2 hours, while for KG
approach using dimensionality reduction leads to
substantially better results than when using concate-
nation and normalization. The best setting of each
method was selected for final evaluation on the of-
ficial test set. At the internal evaluation, autoBOT
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Method Approach Accuracy Macro F1
baselines majority 0.5129 0.2260
baselines char-ngrams 0.5650 0.3727
baselines word-ngrams 0.5472 0.3684
baselines doc2vec 0.4466 0.4025

BERT distlBERT 0.5261 0.4880
BERT BERT-e2e 0.5476 0.5034
BERT RoBERTa 0.5634 0.5287

autoBOT autoBOT-2h 0.5723 0.5276

KG CN 0.5827 0.4401
KG DR 0.7341 0.8627

Table 2: Performance evaluation of models on the de-
velopment set, measured by the accuracy and macro
F1-score. The Method column represents the type of
method as defined in Section 4. The Approach column
represents the representation with respect to the method
from Method column.

and RoBERTa methods achieved similar results in
terms of macro-F1 metric, while the Knowledge
Graph method outperformed them with a margin
of 34% in terms of macro-F1 metric.

5.3 Evaluation on the official test set
In the following Table 3 we show the results ob-
tained by each of our methods on the competition’s
official test set.

As expected based on our evaluation of the de-
velopment set, the method based on the knowledge
graph and document representations achieved the
best performance in almost all of the evaluation
metrics (except for the accuracy where the auto-
BOT method has better performance). In compar-
ison to the best-performing model of the compe-
tition, our team was 4.9% behind the top score in
terms of best macro averaged F1-score (ranking
9th/31) and is only 1.9% behind the best Recall
score (ranking 5th/31).

6 Conclusion and future work

In this paper, we explored three different ap-
proaches to address the task of detecting depres-
sion in a social media text. First, we leveraged the

BERT family models, as they represent the state
of the art for many text classification problems.
Next, we investigated how AutoML approaches
such as autoBOT perform on this task, where fea-
tures are iteratively generated and selected via evo-
lution strategies, and finally combined in the final
representation. Finally, we studied how knowledge-
based representations based on knowledge graph
concepts that occur in a text and textual representa-
tions such as LSA and sentence transformers per-
form. We show that combined knowledge and tex-
tual representations outperform any of our other
combinations and perform best. Our proposed solu-
tion yields good results in terms of macro F1, but it
is 4.9% behind the leading model. For future work,
we propose to develop ensembles of the previously
created models to see how the combination of dif-
ferent feature types affects performance. Next, we
propose to explore larger (like ConceptNet (Liu and
Singh, 2004)) or more specific knowledge graphs
(like medical knowledge graph (Li et al., 2020)) to
improve the results. Finally, we propose the use of
feature importance methods to see how outcomes
are affected by each family of features and what
insights this can give us about depression.

7 Availability

The code is available at https:
//gitlab.com/tavchija/
acl-depression-ldi-2022.
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Method Accuracy Recall Precision Weighted F1-score Macro F1-score
First Method (BERT) 0.5208 0.4953 0.5146 0.5360 0.4738

Second Method (autoBOT) 0.6407 0.4525 0.3721 0.5869 0.3680
Third Method (Knowledge Graphs) 0.6015 0.5714 0.5149 0.6140 0.5334

Table 3: Final evaluation of the scores, of the best-performing models. We have submitted the best-performing
model from each group of methods.
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