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Abstract
This article presents the first output of the Dutch FrameNet annotation tool, which facilitates both referential- and frame-
annotations of language-independent corpora. On the referential level, the tool links in-text mentions to structured data,
grounding the text in the real world. On the frame level, those same mentions are annotated with respect to their semantic
sense. This way of annotating not only generates a rich linguistic dataset that is grounded in real-world event instances, but
also guides the annotators in frame identification, resulting in high inter-annotator-agreement and consistent annotations across
documents and at discourse level, exceeding traditional sentence level annotations of frame elements. Moreover, the annotation
tool features a dynamic lexical lookup that increases the development of a cross-domain FrameNet lexicon.
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1. Introduction
A widely supported claim in the fields of semantics
and philosophy is that meaning arises from the com-
bination of sense and reference (Kenny, 1995; Devitt
and Sterelny, 1999; Frege, 1948). We derive meaning
from a linguistic expression by both disambiguating its
sense and grounding its referent in the real world. This
way, when we talk or write about real-world event in-
stances, we use language to construct or interpret nar-
ratives around those event instances and their partici-
pants.1 Within and across written texts, we use a va-
riety of conceptual representations for referencing the
same real-world entity through different lexemes and
expressions. Likewise, the same lexeme in the same
sense can be used to refer to different entities. See the
examples in (1).

(1) a. A member of a Dutch wine tour [...]
tested positive for Covid-19 at the week-
end. (2020)

b. He ’s probably the Patient Zero of the
Winelands. (2020)

c. The virus could be spread to humans.
(2020)

d. A Group of Ministers (GOM) on COVID-
19 is expected to convene on Monday.
(2020)

In (1a) and (1b), taken from the same document, mem-
ber and Patient Zero co-refer to the same referent, one
focusing on a membership aspect, the other focusing on
a medical aspect. Similarly, tested positive and spread
in 1a and 1c, taken from different documents, could co-
refer to the same event instance. Yet, in (1a) and (1d),

1In this paper, we use the term event instance for event in-
stances of a specific event type, e.g., an instance of shooting.

the same mention COVID-19 in the same sense (that of
disease) refers to different entities: in (1a) the referent
is the virus itself, but in (1d), the referent is the pan-
demic, the outbreak of the virus. These examples are
a small share of the continuous variation in both sense
and reference we produce in order to derive meaning.
Different subfields of NLP invest in the reference part
of semantics, e.g., event co-reference resolution anno-
tates data with information about which mentions co-
refer to an event (Filatova and Hatzivassiloglou, 2004;
Choubey et al., 2018); entity-linking is the task of link-
ing in-text mentions to entries of entities in a knowl-
edge base (Hachey et al., 2013; Getman et al., 2018).
Other subfields are concerned with the conceptual part
of annotated data, e.g., FrameNet, a paradigm initi-
ated by Charles Fillmore, (Ruppenhofer et al., 2010;
Baker et al., 2003) disambiguates words with seman-
tic frames;2 Abstract Meaning Representation (AMR)
represents a sentence’s lexical concepts and their typed
relations as a graph (Banarescu et al., 2013). Yet, a
dataset that does justice to the above explained claim
about semantic meaning would exhibit annotations of
both sense and reference, thus informing us about an
expression’s referent and on top of that, describing its
conceptual representation through evoked frames. This
dataset would then require both structured information
where the expressions can be linked to annotate refer-
ence, and a lexicographic knowledge base for annotat-
ing conceptual representations.
We applied these requirements while producing data in
the Dutch FrameNet (DFN) project,3 for which we cre-
ated a dedicated annotation tool that supports referen-
tial grounding of entity and event mentions across texts

2Explore the database in https://framenet.
icsi.berkeley.edu/fndrupal/

3http://dutchframenet.nl

https://framenet.icsi.berkeley.edu/fndrupal/
https://framenet.icsi.berkeley.edu/fndrupal/
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of the same event instances, while providing the evoked
frames and their frame elements.
This paper evaluates the first output of using the
DFN annotation tool (Postma et al., 2020) to combine
FrameNet annotations with links of in-text mentions
to structured data. This way, annotators are enabled
to create a dataset that captures variation of linguistic
framing of real-world event instances within and across
documents. Furthermore, the tool is language indepen-
dent, which means that texts and FrameNet lexicons of
any language can be loaded and utilized (in this paper
we focus on English and Dutch).
The data and corpora are compiled with the use of
the Multilingual Wiki Extraction Platform (MWEP),
a data-to-text method that takes identifiers of event
types as input to collect structured Wikidata of cor-
responding event instances and crawl reference texts
(Vossen et al., 2020). The structured information, vi-
sualized in the tool, guides the annotator in frame iden-
tification, resulting in high inter-annotator-agreement
(IAA). Furthermore, the tool facilitates a dynamic lex-
ical lookup: whenever a markable is annotated with a
frame, the lexicon continues to propose its entry when a
different token of the same type of markable is tagged.
We show that, since the tool loads corpora on the ba-
sis of specified event types, the development of a DFN
lexicon follows domain-specific annotations. Loading
and annotating cross-event type corpora then results in
a cross-domain database.
Our contributions are as follows:

• we created and pre-processed a referentially
grounded corpus in both English and Dutch, with
multiple texts per event instance and the event in-
stances grouped under event types;

• we present the first output of the DFN annotation
tool, which consists of both links of in-text men-
tions to structured data and frame annotations on
our corpus;

• we show that annotation with the aid of structured
data results in high agreement on both the linking
of events and entities, and frame identification;

• we show that the frame annotations increase the
volume of the Dutch FrameNet lexicon in cross-
domain fashion.

This paper is further structured as follows. We first dis-
cuss related work and background in Section 2. We
then introduce our methodology in Section 3. Section
4 provides the results of the annotation process, which
we discuss in Section 5. We conclude in Section 6.

2. Related work
In this section, we discuss previous work regarding ref-
erentially grounded corpora (2.1), AMR with Wikifica-
tion (2.2), FrameNet (2.3) and the DFN annotation tool
(2.4).

2.1. Referentially grounded corpora
With respect to referential grounding, in recent years,
researchers became aware of coverage issues with re-
spect to corpora. Most of the corpora contain a rela-
tively small number of reference texts. Vossen et al.
(2018b) evaluate the nine most prominent text corpora
(e.g., OntoNotes (Pradhan et al., 2007), ECB (Bejan
and Harabagiu, 2010), ECB+ (Cybulska and Vossen,
2014), ACE2005 (Peng et al., 2016)) and show that
their sum comprises of less than four thousand docu-
ments of which the largest part (over 1100 documents)
is subsumed by OntoNotes. Event co-reference within
and across reference texts remains low (10 mentions
per document on average, and only a subset of texts
contains cross-document reference), even after recent
attempts of extensive manual annotation (Cybulska and
Vossen, 2014; Song et al., 2015; O’Gorman et al.,
2016). Event co-reference for these datasets is estab-
lished in text-to-data fashion, i.e., starting from text to
derive annotation sentence-by-sentence, which is eval-
uated by Vossen et al. (2018b) as labour intensive, time
consuming and insufficient, with no link to structured
event instance information and thus no way of ground-
ing references in the real world.
Vossen et al. (2020) reversed the text-to-data method
of building event corpora with the aim to make the pro-
cess less labour intensive and more efficient, with at-
tention to a high ratio of reference texts per event in-
stance and the aim to incorporate structured informa-
tion to link references. They implemented the Multi-
lingual Wiki Extraction Platform (MWEP) as the first
data-to-text method in NLP that results in referen-
tial grounding. This pipeline takes identifiers denoting
event types and specified languages as input to query
Wikidata (Vrandečić and Krötzsch, 2014) for corre-
sponding event instances. Per event instance, MWEP
not only returns structured Wikidata, but also primary
reference texts crawled from the event instance’s lan-
guage specific Wikipedia page, linguistically processed
by SpaCy (Honnibal et al., 2020) and stored in the NLP
Annotation Format (NAF) (Fokkens et al., 2014). The
first run of MWEP returned tens of thousands of event
instances for ten event types, with Wikipedia pages
and their primary reference texts in English, Italian and
Dutch.
Remijnse et al. (2021) created Historical Distance Data
(HDD) as a second implementation of MWEP. They
aggregated hundreds of reference texts for event in-
stances of the contrasting event types presidential elec-
tion, storm, music festival and gun violence. They
adapted the pipeline to import the gun violence sub-
corpus from the Gun Violence Archive (Ko, 2018), and
applied statistics of historical distance between the doc-
ument creation time and the date of its event instance.
For their research purposes, they only crawled English
reference texts and did not utilize the structured data.
Since we want to create an annotated dataset in
both Dutch and English, in which text mentions are
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grounded in the real world, we used MWEP to create a
diverse corpus with a large volume of reference texts in
the respective languages accompanied with structured
Wikidata.

2.2. Combining sense data with referential
data

Earlier work on linking sense data with referential data
can be found in the field of AMR (Banarescu et al.,
2013). AMRs are English graph-based representations
of sentence-level lexical concepts and their typed rela-
tions. They integrate several semantic features, e.g., co-
reference, modality and negation, in a single structure,
abstracting over syntactic variation. AMR structures
align with PropBank (De Clercq et al., 2012) predicate-
argument semantics. Mostly in unsupervised fashion,
AMR has been enriched with extensions for entity link-
ing to Wikipedia. Specifically, proper names as argu-
ments are linked to Wikipedia entries (for examples of
this implementation, see (Pan et al., 2015; Van Noord
and Bos, 2017; Damonte et al., 2017). In this paper, for
the first time, we use FrameNet as a lexical semantic re-
source in combination with reference data. FrameNet is
designed to be cross-linguistically applicable, thus also
to Dutch. Moreover, The entity links in our dataset are
manually acquired, including both proper names and
pronouns. This way, we get a complete overview of
variation in framing of all referents across documents.

2.3. FrameNet
FrameNet is a lexicographic project built on the hy-
pothesis that people interpret the conceptual meaning
of words against semantic frames. In the English
FrameNet database (Ruppenhofer et al., 2010), frames
represent schematized situations involving highly spec-
ified semantic roles called frame elements. Frames
are evoked by lexical units, i.e., words in one of their
senses. FrameNet takes predicates as a point of de-
parture when performing frame annotations, which re-
sults in datasets consisting of isolated sentences with
the predicate being a lexical unit evoking the frame and
syntactic arguments expressing the frame elements. (2)
shows a FrameNet representation of (1a) and (1c).

(2) a. EXPERIMENTATION

[Subjects A member of a Dutch wine
tour] ⊙tested [Result positive] [Topic for
Covid-19] [Time at the weekend].

b. MOTION

[Theme The virus] could be ⊙spread [Goal

to humans].

In (2), tested is annotated with the EXPERIMENTATION

frame and spread is annotated with MOTION. The syn-
tactic arguments are annotated with frame elements.
Subjects, Topic, Theme and Goal are considered core
frame elements, i.e., their overt expression is manda-
tory for the reader to cognitively process the frame.

Other frame elements, like Result and Time are periph-
eral, i.e., they modify the frame but are not mandatory.
English FrameNet was the first implementation of a
frame semantic annotated resource. All subsequent
initiatives of FrameNet annotation tools are varia-
tions of the English FrameNet setup. Moreover, all
FrameNet lexicons for other languages employ the En-
glish FrameNet’s database, keeping its frames and al-
tering its lexical units. Salto (Burchardt et al., 2006)
is a multi-level annotation tool that after a syntactic
analysis of a sentence provides the option for dragging
and dropping frames and frame elements to the anno-
tated constituents. Webanno (Eckart de Castilho et al.,
2016) is a web-based annotation tool that mainly fo-
cuses on the relation between syntactic and semantic
structures, with the option to introduce constraint set-
tings that increase annotation pace. Global FrameNet
(Torrent et al., 2018) takes the annotation setup of En-
glish FrameNet to the multilingual level. FrameNets of
many different languages have already contributed to
this project, such as German (Burchardt et al., 2009),
Japanese (Ohara et al., 2004) and French (Djemaa et
al., 2016).
As a first attempt to initiate a DFN corpus and lexi-
con, Vossen et al. (2018a) used SoNaR (Oostdijk et
al., 2008), a corpus exhibiting a large variety of Dutch
documents, and performed Dutch frame annotations
on 116 documents with the aid of previously anno-
tated PropBank (De Clercq et al., 2012) relations. In
text-to-data fashion, they annotated 4,755 different lex-
ical units distributed over 671 frames and showed 47%
IAA, which is generally considered weak. Yet, given
agreement on the frame, the agreement on the frame
elements was a moderate 79%. The authors conclude
that the low agreement is an effect of the text-to-data
method because of which the annotators were unaware
of the context or text genre, and needed to continu-
ously consider all FrameNet frames. The higher agree-
ment on frame element annotation is a consequence of
the agreement on the frame, which makes frame el-
ement identification easier. In the current study, we
aim to solve this problem by the use of a data-to-text
method, enhancing the annotators with structured data
and hence, guiding the annotation process.
All FrameNet implementations discussed in this sec-
tion operate on a conceptual level, which means deriv-
ing word meaning and semantic role distribution from
text. FrameNet does not focus on the reference part of
meaning. Thus, while we obtain the semantic frames
for the mentions tested and spread in (2), we do not
gain insight as to whether the mentions reference the
same real-world event instance. Similarly, the mention
member is a Subject of EXPERIMENTATION, but we do
not know whether it co-refers with Patient Zero in (1b)
to the same real-world entity. In the next section, we
discuss the annotation tool introduced by Postma et al.
(2020) that meets the requirements for such data cre-
ation.
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2.4. Dutch FrameNet annotation tool
In order to enable researchers to analyze how in-text
mentions and their evoked frames vary with respect to
the entities in the world they reference, or how similar
words reference different entities, Postma et al. (2020)
present the Dutch FrameNet (DFN) annotation tool.
This tool loads a linguistically processed event corpus
aggregated by MWEP and displays dropdowns in its
interface leading the annotator to a subcorpus of ref-
erence texts in a specified language and belonging to a
specific event instance of a specific event type. The cor-
pus is accompanied with structured data per event in-
stance. The tool displays one text at a time, paired with
the event instance’s structured data. For the presented
text, it then facilitates two annotation types: linking of
in-text mentions to both structured events and entities
(Wikidata entries), which we cover by the notion in-
stance linking, and frame annotation with the use of
the canonical version 1.7 of FrameNet. Table 4 in the
Appendix shows an illustrative example of the com-
bined annotation. The resulting annotation scheme of
the text that is saved in NAF exhibits the instance-links
as well as the frames and frame elements. Annotat-
ing the whole document collection of an event instance
then results in a collection of annotation schemes in
which all possible mentions of the structured data are
both instance-linked and frame annotated.
Postma et al. (2020) import the English FrameNet
frame database and therefore follow the tradition of re-
garding these frames as the universal standard when it
comes to creating coverage. Yet, the DFN annotation
tool shows a major deviance from English FrameNet
in its setup: the annotation departures from an event
instance’s structured data. This has the following im-
plications.
On a technical level, the annotator has to look for
instance-links across sentences and thus also for frames
and frame elements across sentences. While frames
are still evoked by predicates, their frame elements can
be looked for throughout the discourse and across co-
referential mentions. The aim of this tool is to capture
how event instances and their participants are framed
within and across reference texts, which entails anno-
tation across sentences. Core frame elements that are
absent from a text are registered as unexpressed.
On a cognitive level, the structured data provides the
annotator with context. We believe this context en-
hances frame identification, resulting in high IAA. We
will evaluate this agreement in Section 5.
The tool is designed to accommodate language inde-
pendent corpora by facilitating manual markable cor-
rection of multiple tokens forming one semantic unit,
e.g., idioms and phrasal verbs (Lexicon of Linguis-
tics, 2020b), (Quirk, 2010). Likewise, the annotator
can apply this feature to split single tokens that are
composed of multiple semantic units, e.g., endocen-
tric compounds (Lexicon of Linguistics, 2020a), mak-
ing it possible to annotate those units with frames or

frame elements in line with the proposal and dataset by
Ponkiya et al. (2018) and Ponkiya et al. (2021). This
is of particular importance to Dutch compounds, since
they orthographically form one unit.
This paper builds upon Postma et al. (2020) by dis-
cussing the first output of the DFN tool. In the follow-
ing section, we discuss the procedure of corpus acqui-
sition, annotation process and data analysis.

3. Methodology
In this section, we describe the methodology used in or-
der to get the first DFN annotation tool output and data
analysis. This includes resources (3.1), the annotation
process (3.2) and evaluation (3.3).

3.1. Resources
Following (Fokkens et al., 2013), the model for our
data relies on three main concepts: event type, event
instance, and reference text with event mentions4 Let
E be a set of event types, let I be a set of real-world
event instances, and let R denote a registry of reference
texts. Each real-world event Li ∈ I is an instance of
one or more event types. Also, there can be reference
texts that refer to a particular real-world event instance
Li.
The reference texts are located, retrieved, and pro-
cessed by applying the following steps. First, we make
use of the Internet archive Wayback Machine.5. Sec-
ond, we apply news-please (Hamborg et al., 2017) to
crawl the reference text. Finally, we process the text
using spaCy (Honnibal et al., 2020) for sentence split-
ting, tokenization, lemmatization and dependency pars-
ing. For Dutch reference texts, spaCy trains the syntac-
tic dependency parser Dutch LassySmall v2.5 (Bouma
and van Noord, 2017; Van Noord et al., 2013) to unite
the components of phrasal verbs.
Following our model, we obtained data for our DFN
corpus by applying MWEP on thirteen Wikidata event
types. We selected event types that differ in concep-
tual features in order to enrich the DFN lexicon with
annotations covering different domains.
Table 1 shows descriptive statistics of the application
of our software. We obtained strong variation in both
the number of event instances per event type and the
average number of reference texts per event instance.
Similar to Vossen et al. (2020), we find that event types
generating less event instances return a higher number
of documents per event instance, e.g., compare aircraft
shootdown to presidential election. We also find that
Wikidata and Wikipedia facilitate mostly English texts.
Our software returns the reference texts paired with
structured data per event instance. Both data are loaded
in the DFN annotation tool.

4In the following, we use event and event instance inter-
changeably.

5https://web.archive.org/

https://web.archive.org/
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event type (QID) #Li #En.Ri #Du.Ri Avg. #Ri per Li
riot (Q124757) 73 494 65 7.7
mass shooting (Q21480300) 88 822 70 10.1
legal case (Q2334719) 39 455 4 11.8
auto race (Q24050099) 9 62 0 6.9
economic crisis (Q290178) 4 123 0 30.8
disease outbreak (Q3241045) 2 198 358 278
royal wedding (Q63442071) 17 350 0 20.6
aircraft shootdown (Q6539177) 1 183 135 318
natural disaster (Q8065) 1 64 19 83
storm (Q81054) 60 318 0 5.3
presidential election (Q858439) 111 420 0 3.8
music festival (Q868557) 14 650 49 49.9

Table 1: Descriptive statistics regarding the DFN corpus. The first column indicates the event types and corre-
sponding Wikidata identifier. The second column, Li, indicates the number of event instances that belong to the
event type. The third and fourth columns, Ri, present the total number of English and Dutch reference texts, each
referring to one of the event instances. Finally, the average number of reference texts per event instance are shown.

3.2. Annotation process
Four annotators performed annotations on English and
Dutch reference texts in the DFN annotation tool for
four months, eight hours per week. In the first months,
they annotated texts grouped under the event types
mass shooting and aircraft shootdown. From the on-
set of the annotation process, the tool’s dynamic lex-
ical lookup initiated a DFN lexicon, in which every
novel annotated entry is saved and continuously pro-
posed with every tag of the same markable. During the
fourth month, the event types were extended with dis-
ease outbreak, riot, natural disaster and music festival.
After a short break, the annotators continued with the
same event types for one more month while they were
joined by two more annotators.
Per reference text, the annotators first performed
instance-linking between in-text mentions and struc-
tured data (see Figure 3 in the Appendix). Then, on
the frame level, the annotators performed frame an-
notations - including frames and core frame elements
- on all event instance mentions that were previously
instance-linked. Note that here, instead of traditionally
annotating all predicates in a text as mentions, the an-
notator is guided by the instance-linked mentions, re-
sulting in annotations restricted to text segments that
are relevant to the event instance’s main narrative. Fi-
nally, the annotators frame annotated all mentions of
subevents of the main event instance that were not pre-
viously linked to structured data. Even though they
are not part of the original structured data, they still
contribute to both the main frame representation of the
event instance’s narrative and the DFN lexicon. An-
notators were instructed to consider the temporal and
causal containers of the main event as a criterion to
decide on including events as relevant subevents, fol-
lowing (O’Gorman et al., 2016; Caselli and Vossen,
2017). If core frame elements were not found in the
sentence of their frame, the annotators annotated the

first mention of the frame element in the text (see Fig-
ure 4 in the Appendix). If no mention of the frame
element was found, it was annotated as unexpressed.
When needed to complete frame annotation, the anno-
tators performed markable correction. If many frame
elements in a document were ascribed to mentions that
did not exist in the structured data box, the annota-
tors were able to update the box with the corresponding
Wikidata entry.

3.3. Evaluation
Throughout the annotation process, the annotators reg-
ularly worked on the same documents as to compare
their output and measure their IAA. This is then com-
pared to the IAA measured in Vossen et al. (2018a).
Agreement is calculated for complete and partial span
overlap, taking into account that annotators vary in
their inclusion of function words. As the FrameNet
ontology includes 1075 lexical frames (categories to
normalize for), the probability of agreement by chance
is neglectable for the task of frame annotation. Also,
we compare agreement between two parallel anno-
tation tasks (frame annotation and instance-linking)
which makes normalizing scores a complex assign-
ment. Thus, we choose to compute the agreement
in percentages, instead of applying metrics such as
Cohen’s Kappa (Cohen, 1960), allowing interpretable
comparisons between the two annotation tasks. We ex-
pect overall high agreement, due to guidance by the
structured data. In particular, we expect a correla-
tion between high agreement on both annotation lev-
els, whereas frame annotation of subevents without an
instance-link might show lower agreement due to lack
of the instance-link’s assistance. In line with the find-
ings of Vossen et al. (2018a), we expect high agree-
ment on frame element annotations as an effect of the
agreement on their frames.
On the frame level, for each (partially) overlapping pair
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of annotations showing disagreement, we computed the
cosine similarity score between the two frames, utiliz-
ing word2vec embeddings based on English FrameNet
definitions and annotations, as introduced in Sikos and
Padó (2018). The cosine similarity is also used to com-
pute the p-value of all annotations that show disagree-
ment, using the distribution of the cosine similarities
between all embeddings of all frames in FrameNet. Us-
ing this p-value, the probability of annotating similar
frames by random chance can be taken into account for
our evaluation. Both the similarity scores and p-value
give us insight in the conceptual similarity between the
frames that annotators disagreed upon.
Finally, we investigate the effect of domain-specific
frame annotation by analyzing the distribution of the
lexical entries over the timespan of the annotation pro-
cess. We expect a strong increase of lexical units in the
first weeks, followed by stabilization. Since the annota-
tors continuously work within the same event types, we
assume those to generate a demarcated set of domain-
specific lexemes. Then, after the event types are ex-
tended, we expect the growth of the lexicon to boost
again, assuming that those event types generate differ-
ent domain-specific lexemes.

4. Results
In total, the annotated output consists of 326 annotated
reference texts, 276 Dutch and 50 English. 27533 men-
tions were annotated with 9220 tokens of 2729 differ-
ent lexical units, covering 574 different frames (avg.
16.06 annotations per frame). In order to enable cor-
rect frame annotation, 1840 (19.9%) mentions received
markable correction (avg. 5.6 per text): 699 multi-
words and 1141 compounds. Also, 7457 (27,0%) of
these mentions were annotated with instance-links. In
the following subsections, we will present data analysis
of IAA (4.1), discourse annotation (4.2), and the DFN
lexicon (4.3).

4.1. Inter-annotator-agreement
Throughout the annotation process, 15 Dutch reference
texts were annotated by multiple annotators. Table 2
displays IAA on different annotation levels.
With respect to the instance-links and the frames as
separate annotation levels, the agreement percentages
range from 73.7% to 91.9%, which can be consid-
ered strong to almost perfect. When considering the
mentions that were jointly instance-linked and frame
annotated, we observe that the agreement increases
from 91.9% to 97.58%, while the agreement decreases
to 89.9% when considering disjoint annotations. Al-
though this increase in agreement is significant, the
baseline of 89.9% is already considered strong. Fur-
thermore, the ratio between the number of joint and dis-
joint annotations shows that this increase in agreement
is not caused by a decreasing number of annotations.
On the frame annotation level, we computed a similar-
ity score of 0.6 for the mentions on which the annota-
tors disagreed about the frame candidates. Compared

1. instance-links
span matches 89.5%
agreement on span matches 89.4%
2. frames
span matches 73.7%
agreement on span matches 91.9%
similarity in disagreement 0.59
similarity p-value 0.07
3. frames and instance-links
joint agreement 97.58%
disjoint agreement 89.94%
joint:disjoint ratio 1:2.3
4. frame elements
agreement incl. unexpressed FE’s 69.5%
agreement excl. unexpressed FE’s 94.0%

Table 2: Overview of IAA, providing the following in-
formation: span matches and agreement for those span
matches on instance-links and frames; similarity score
and similarity p-value for the confused frame annota-
tions (range 0,1); joint agreement (mentions with both
instance-link and frame) and disjoint agreement (men-
tions with only a frame), and joint:disjoint ratio; and
the agreement for frame elements, both including and
excluding unexpressed frame elements. To take the
number of annotations per document into account, the
averages over the documents are weighted by the num-
ber of annotations.

to the distribution of similarity scores, this results in a
p-value of 0.07, showing that when no absolute agree-
ment between two frame annotations can be found, the
annotators still strongly agree on a conceptual level on
the sense of a mention. Table 3 shows examples of
confused frame pairs, along with their similarity score.
We find that frame pairs with a higher similarity score
show stronger conceptual feature overlap between the
frames, e.g., compare the top and the bottom pairs.

frame pair s
OPERATE VEHICLE | RIDE VEHICLE 0.80

EXPERIENCE BODILY HARM | CAUSE HARM 0.75

SCRUTINY | INSPECTING 0.72

ARREST | BECOMING AWARE 0.49

NOTIFICATION OF CHARGES | JUDGMENT 0.47

OBJECTIVE INFLUENCE | IMPACT 0.45

Table 3: Examples of frame pairs the annotators con-
fused, including their similarity score.

Contrasting annotations of expressed and unexpressed
frame elements, we find that annotators disagree most
on whether a frame element is expressed, lowering the
agreement to 69.5%.

4.2. Discourse annotation
The main explanation for the lower agreement on the
frame element annotation compared to traditional text-
to-data annotations of Vossen et al. (2018a) is the com-
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plexity of the discourse annotation that we applied.
27.1% of all frame elements (including unexpressed)
were annotated as not occurring in the same sentence
as their frame. However, 99.8% of all annotated frames
contain at least one of such sentence-external frame el-
ements (avg. 1.59 frame element per frame). Figure
1 shows both the distance in sentences of the anno-
tated frame elements to the sentence of their frames,
and the average level of agreement between annota-
tors on that distance. Most sentence-external frame
elements were annotated in surrounding sentences. A
small peak shows around 30-40 sentences distance. We
can see that there is a very high agreement for elements
within the same sentence (distance 0), whereas agree-
ments vary for more distant sentences containing frame
elements.

Figure 1: Number of sentence-external frame elements
with the distance in sentences to the annotation of the
frame. The figure includes the agreement score for
each distance to the frame.

4.3. DFN lexicon
Figure 2 shows the distribution of added DFN lexicon
entries over the appointment period. In the first two
months, the graph shows a gradual increase of new en-
tries. Then, from the second month onward, we ob-
serve a more steep increase of lexical entries while the
annotators are still annotating texts within the same
event types. After the point of extension to more dif-
ferent event types, we see another increase, particularly
around 2021-12. The flat line from 2022-02 to 2022-03
reflects the annotators’ break after which they contin-
ued for two more months with two additional annota-
tors. Here, the growth of the lexicon receives another
boost. At 2022-04, the annotators had another short
break. Furthermore, we see a more steep growth of
the lexical entries as compared to the annotated frames,
which makes sense given the sizes of lexemes in Dutch
and frames in FrameNet.

5. Discussion
With respect to DFN coverage, the overall descriptive
statistics show on average 17.6 annotations for 599 dif-
ferent frames (55.7% of all available frames). Thus,
while our output does not reach a significant level of

FrameNet coverage, each annotated frame does entail
a considerable amount of annotations. Since the an-
notations are grouped under specific event types, the
resulting data is suitable for training domain-specific
machine learning models.
19.9% of the frame annotations were performed with
the aid of markable correction, showing the need of
language-independent FrameNet annotation tools for
this feature. Also, the high amount of Dutch compound
splitting reveals that this morphological feature plays
an important role in framing of events and entities in
Dutch.
Recall that Vossen et al. (2018a) conclude that the low
agreement in their study is a result of the text-to-data
method, in which annotators start from text, without
the aid of context and thus continuously considering
all FrameNet frames. In the study of this paper, we
utilize a data-to-text method. From the findings in Ta-
ble 2, it becomes clear that the data-to-text method re-
sults in considerable higher agreement on frame anno-
tation than was observed in the aforementioned study
(47% versus 91.9%, taking into account that mentions
were given in the text-to-data method). We conclude
that starting the annotation process from structured data
guides the annotator in frame identification, even when
they are free to choose mentions, correct markables
and apply out-of-sentence relations. Therefore, we ob-
serve a strong correlation between the agreement on
the instance-linking and frame layer: where annotators
agree on the referent of the mention, they also agree on
the frame that the mention evokes. Moreover, the sim-
ilarity score shows that the frames that the annotators
disagreed upon still show strong overlap in conceptual
features.
For mentions with frame annotations but no instance-
links, we expected low agreement, since the annota-
tors are not guided by an instance-link. These are
the subevents of the main event that the annotators
were instructed to annotate after frame annotation of
all instance-linked mentions. Yet, we still observe
an agreement of 89.7% for these frame annotated
subevents. We assume that the structured data, in par-
ticular the event type, still provides sufficient context
for the annotator to identify the frame.
The moderate agreement score of 69.5% for frame el-
ements can be ascribed to the facilitation of discourse
annotation, as it increases ambiguity on whether frame
elements are expressed throughout the entire docu-
ment, as opposed to the traditional FrameNet annota-
tion process in which only one sentence has to be con-
sidered. Note that the agreement on frame elements in
the study of Vossen et al. (2018a) is higher (79%). This
means that frame element annotation still profits from
the text-to-data method, since the annotator only has to
consider the semantic roles within the predicate’s sen-
tence. The benefit of discourse annotation is then the
notion of unexpressed for those core frame elements
that are completely absent from text. Those frame el-
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Figure 2: Distribution of new DFN lexicon entries over time, from the beginning to the end of the annotation
appointment. The first green vertical line indicates the moment that the annotations of event types extended from
four to six. The second green line indicates the moment two more annotators were added.

ements are assumed to be implicatures. Thus, the tool
contributes to the field of Natural Language Inference
by enriching the output with this pragmatic data.
Figure 1 shows that most sentence-external frame ele-
ments occur in surrounding sentences. Since the anno-
tators were instructed to look for the first mention of
sentence-external frame elements in the reference text,
the small peak of 30-40 sentences distance seems to
point to those frame elements that are introduced at the
onset of the text to establish the main topic and partic-
ipants. We also learn that the agreement is strongest
for sentence-internal frame elements and varies for
sentence-external frame elements.
With respect to the DFN lexicon, Figure 2 displays
a strong increase of lexical entries over time, with a
peak around the moment that reference texts of differ-
ent event types are introduced. This is an indication
that annotation of a corpus that follows an event type-
based model, generates event type-specific FrameNet
entries. Annotation of texts across multiple event types
would then lead to a cross-domain lexicon.
Even though the annotators worked most of the time
within the same event types, before the switch to differ-
ent event types, the figure shows no stabilization of new
lexical entries in the lexicon, while one would expect
that at some point, the annotators would annotate more
and more tokens of the same lexical units. This stands
out the most at around 2022-03, where two more anno-
tators are joined, but the event types remain the same.
This suggests a high amount of variation in framing of
the event instances within and between texts as is dis-
played by the examples in Table 4 in the Appendix.

6. Conclusions
This paper reports on the first results of annotating
FrameNet frames with frame elements and references
following a data-to-text approach in which the texts
are referentially grounded. Our data is freely avail-
able under the license CC-BY-SA4.0 as release-1.1
on our website: http://dutchframenet.nl/
data-releases/. The annotation tool is freely
available on our GitHub: https://github.com/

cltl/frame-annotation-tool.
We provided evidence that the frame annotation is by-
far more consistent compared to traditional text-to-data
approaches despite the fact that we followed a dis-
course approach for frame and frame elements that ex-
ceeds the sentence boundary. We expect that the refer-
ential grounding across different sources in relation to
the same event instance and across different event in-
stances of the same event type provides new insights in
the variation of framing and henceforth into the struc-
tural and pragmatic factors that dictate framing choices.
We also described the growth of the Dutch FrameNet
lexicon in relation to the annotation in terms of size
and richness as a function of the volume of annotated
text and the diversity of the event instances that are an-
notated.
In future work, we will extend the annotation to cover
more event types and more languages and we will ex-
periment with new ways of pre-annotating texts on the
basis of the data and lexicon that has been created so
far. A down-side of our approach is that the coverage of
the annotations and lexicon is driven by the event types
and the data that is available through Wikidata and
Wikipedia. We will therefore explore additional ap-
proaches to increase the coverage to underrepresented
event instances and situations.
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Figure 3: Snapshot of the DFN annotation tool’s reference text box (left) with instance-linked mentions in bold.
They are linked to instances in the structured data box (right). By tagging the shooting, it marks green and its
annotated link to the incident ID marks purple.

Figure 4: Snapshot of the DFN annotation tool’s reference text box (same text as Figure 3) with frame annotations
and examples of frame element annotations on discourse level. The blue markables are frame annotated predicates.
shooting is tagged as a lexical unit evoking KILLING. man is annotated as expressing the frame element Killer,
people is annotated with Victim and pistol is annotated with Instrument. All frame elements occur in different
clauses than their frame-evoking predicate.

ID Sentence Evokes
1 Dit is geen gewone liquidatie KILLING

This is no ordinary liquidation
2 er is geschoten in een tram HIT TARGET

there was a shooting in a tram
3 [...] de slachtoffers van de aanslag in Utrecht ATTACK

[...] the victims of the attack in Utrecht.
4 [...] de krankzinnige moordpartij in Utrecht PARTICIPATION

[...] the insane murder party in Utrecht
5 Hij wordt verdacht van betrokkenheid bij het schietincident CATASTROPHE

He is suspected of involvement in the shooting incident

Table 4: An example of variation in framing of an event instance. The Dutch example sentences are taken from
reference texts referencing the Utrecht shooting (Wikidata identifier: Q62090804). The first column indicates the
sentence identifier. The second column shows the example sentence with English translation in italics and the
frame-evoking predicates in bold. The value of the third column is the evoked frame. The boldfaced predicates are
all instance-linked to the main event in structured data and thus show co-reference.
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