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A word from the organizers

Here we go again. This is our sixth joint workshop; also, sixteenth LaTeCH and eleventh CLfL meeting.
We have a fine program for you, with something for everyone in the community. We will not single out
any paper: they are all worth a good look. There are repeat visitors (welcome back) and new contributors
(hello). And Jacob Eisenstein, who has been on the program committee the past five years, is our invited
speaker.

No preface to LaTeCH-CLfL can be complete without a huge thank-you to our wonderful program
committee. And thanks to all those who submitted their papers.

Stefania, Anna, Nils, Stan

PS. Our workshop’s Web site at
https://sighum.wordpress.com/events/latech-clfl-2022/
shows all the details. In particular, there is more about the guest speaker and his talk.
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Abstract
Word embeddings are an essential instrument in
many NLP tasks. Most available resources are
trained on general language from Web corpora
or Wikipedia dumps. However, word embed-
dings for domain-specific language are rare, in
particular for the social science domain. There-
fore, in this work, we describe the creation and
evaluation of word embedding models based
on 37,604 open-access social science research
papers. In the evaluation, we compare domain-
specific and general language models for (i)
language coverage, (ii) diversity, and (iii) se-
mantic relationships. We found that the created
domain-specific model, even with a relatively
small vocabulary size, covers a large part of
social science concepts, their neighborhoods
are diverse in comparison to more general mod-
els Across all relation types, we found a more
extensive coverage of semantic relationships.

1 Introduction

Word embedding models learn word representa-
tions from large sets of text so that similar words
have a similar representation. Models can be used
to find semantically related words, for example for
applications such as natural language understand-
ing. Technically, word embeddings are distributed
representations of words in a vector space (Bengio
et al., 2003) so that related words are nearby in
the space and can be found with distance measures
such as the cosine similarity (Mikolov et al., 2013).

In general, word embedding models are trained
on large and general language text collections, e.g.,
on Web corpora or on Wikipedia dumps. However,
there are some initiatives to create and evaluate
word embeddings for specific domains on a smaller
scale, for example, for computer science (Roy et al.,
2017; Ferrari et al., 2017), finance (Theil et al.,
2018), patents (Risch and Krestel, 2019), oil &
gas industry (Nooralahzadeh et al., 2018; da Silva
Magalhães Gomes et al., 2021), and especially in
the biomedical domain (Jiang et al., 2015; Chiu

et al., 2016; Zhao et al., 2018; Chen et al., 2018;
Moradi et al., 2020).

Word embeddings capture “precise syntactic
and semantic word relationships“ (Mikolov et al.,
2013). However, general and domain-specific
models can differ much in terms of included spe-
cialized vocabulary and semantic relationships
(Nooralahzadeh et al., 2018; Chen et al., 2018;
da Silva Magalhães Gomes et al., 2021). Intrin-
sic evaluation methods are used to test models for
these relationships (Schnabel et al., 2015; Glad-
kova and Drozd, 2016). In this work, we focus
on creating and evaluating word embeddings for
the social science domain and comparing them to
general language models.

Word embeddings are used in the social sciences
domain for a number of NLP tasks. Matsui and
Ferrara (2022) provide an overview of word em-
beddings techniques and applications in the social
sciences based on a literature review. Word em-
beddings are used, for example, for the extraction
of trends of biases or culture from data (Caliskan
et al., 2017), using vectors to define working vari-
ables that embody the concept or research ques-
tions (Toubia et al., 2021), or use reference words
and their semantic neighborhoods to analyze gen-
der terms and its relation to specific occupations
(Garg et al., 2018). Other applications are the pro-
cessing of scientific documents, for example the
extraction of acknowledged entities from full texts
(Smirnova and Mayr, 2022). For the retrieval of
specialized information, word embeddings can be
used for query expansion (Roy et al., 2022). All
these applications depend on meaningful word em-
beddings. The more precise the specialized lan-
guage is available in the vector space and the better
related terms are arranged in the vector space, the
better the applications work.
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2 Generation of Social Science Word
Embeddings

2.1 Corpora and Pre-processing

The Social Science Open Access Repository
(SSOAR)1 is a document server that makes sci-
entific articles from the social sciences freely avail-
able. At the time of this work, it contained
58,883 documents from which 37,604 were di-
rectly machine-readable. The rest was included
via links and was not directly accessible for us.
Most of the texts are written in German, followed
by English-language ones. The publication years
were mainly in the 2000s (min=1923, max=2020,
M=2006, SD=9.36).

Extracting raw text from PDF files has proven
to be an error-prone process, but is, on the other
side, a crucial part for the creation of word em-
beddings. A pre-evaluation with standard python
parsers showed massive problems, e.g., with word
separation. We evaluated five different PDF parsers
(PyPDF2, PyPDF4, PDFMiner, PDFBox, Tika)
with a random sample of 238 documents taken from
different publication years and with documents pro-
ducing a lot of errors. PDFBox2 showed the best
results. Since it has been meanwhile integrated
in Apache Tika,3 we chose this library for further
processing.

From the extracted raw texts, we built language-
specific corpus files by applying a number of clean-
ing steps. All texts were cleaned from the cover
pages, which are included in every SSOAR docu-
ment. All hyphens and line breaks were removed,
camel cases were separated using regular expres-
sions. We used a line-based identification of the
language based on word embeddings for language
identification,4 which helps to maximise content
for a specific language. Subsequently, numbers
in numeric form are converted to word numbers,
multiple spaces are merged, and all characters are
written in lower case. We use sentence-wise dedu-
plication based on a hash value and sort out dupli-
cate sentences. Finally, all texts were tokenized.
As a result, we got two corpus files for the German
and English languages. Table 1 gives an overview
of the count of tokens, vocabulary size, number of
raw data files, and the file sizes.

1https://www.gesis.org/ssoar/home
2https://github.com/apache/pdfbox
3https://github.com/apache/tika
4https://fasttext.cc/docs/en/language-identification.html

ssoar.de.txt ssoar.en.txt
Tokens 152,341,432 92,123,735
Vocabulary 1,678,657 367,574
Files 25,227 23,045
MB 1,076.31 540.49

Table 1: German and English corpus data files from
n=37,604 SSOAR documents.

2.2 Training of Word Embeddings

We rely on the fastText model (Bojanowski et al.,
2017) to train word embeddings. It uses a character-
based model based on the word-based skipgram
model (Mikolov et al., 2013). The representation
of a word is the sum of its n-grams with a default
size between three and six characters. German-
language word embeddings benefit from using such
a model due to the frequent occurrence of com-
pounds which can be captured with longer charac-
ter sequences (Bojanowski et al. 2017).

We used the fastText Python module for imple-
mentation. During the training, word embeddings
with different dimensions (100, 150, 200, 300, 500)
were created since the dimensionality of the mod-
els is a crucial parameter for the evaluation applied
here. We used default values for the other hyper-
parameters: For the number of iterations of the
data set, we apply five epochs, a learning rate of
0.05, five negative examples and a context window
of five by using the skip-gram model. The result-
ing word embeddings are open-source and can be
downloaded.5

2.3 Reference Knowledge Resources

In this evaluation, we aim to understand the im-
pact of domain-specific language on the availabil-
ity of specialized terms and semantic relations in
the models. We use the thesaurus for the social
sciences (TheSoz, Zapilko et al. 2013) as a ref-
erence knowledge resource. It contains 36,320
keywords with 5,986 descriptors, including the re-
lations broader, narrower, related, altLabel, and
30,334 non-descriptors that are either used synony-
mously or represent more general terms related to
a descriptor. Figure 1 shows the descriptor social
inequality with its related concepts.6

Additionally, as reference models and as a base-
line, we use the German word embeddings models
wiki.de7 offered by FastText and the fasttext model

5https://zenodo.org/record/5645048
6http://lod.gesis.org/thesoz/concept_10038124
7https://fasttext.cc/docs/en/pretrained-vectors.html
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Figure 1: The descriptor social inequality in its environ-
ment of broader, narrower, and related terms

deepset.de8 from Deepset. Both are trained on
the German Wikipedia with the skip-gram-model
and with 300 dimensions. Remaining with the ex-
ample of "social inequality", this concept has its
own Wikipedia page9. Links to other concepts re-
sult from the full text, the links in the text or the
Wikipedia category system.

3 Evaluation

In what follows, we evaluate word embeddings
trained on social science language versus those
trained on general language. We want to under-
stand the effects on domain-specific language cov-
erage, diversity, and semantic relationships. The
evaluation is performed with the German models,
since a larger part of the source texts is written in
German. These models are called ssoar.de in the
remainder of this paper.

3.1 Coverage

To evaluate the coverage of the models’ language
with respect to the social science domain, keywords
xi from the TheSoz are iteratively compared with
words in the vocabularies V (see Nooralahzadeh
et al. 2018 for a similar method). Ratio string sim-
ilarity from the Levenshtein Python C extension
module10 was used for the calculation of the word’s
similarity. We applied different thresholds s = 0.9,
s = 0.95 and s = 1 to find identical but also very

8https://deepset.ai/german-word-embeddings
9https://de.wikipedia.org/wiki/Soziale_Ungleichheit

10https://github.com/ztane/python-Levenshtein

ssoar.de wiki.de deepset.de
Vocab size 403,452 2,275,233 1,319,232
s=0.9 87.95 92.22 63.31
s=0.95 84.51 90.08 60.54
s=1.0 82.63 88.80 59.36

Table 2: Coverage of TheSoz keywords in the vocabu-
lary of different models (n=36,320 keywords)

similar terms. In the case of compound descriptors,
the result is only valid if all terms of a TheSoz
entry are included in the vocabulary of the model.
Since all ssoar.de models with different dimenions
are based on the same text corpus, the vocabulary
is identical, and we use the smallest model with
dimension = 100. We used formula (1) to com-
pute the coverage c for all n = 36, 320 keywords.

c =

∑n

i=1
xi ∈ V

n
(1)

Table 2 shows the results. The model wiki.de
shows a coverage in 88%-92%, ssoar.de in 82%-
88% and deepset.de only in 59%-63%. Thus,
wiki.de shows the best results, but also has a vocab-
ulary size five times larger. The other way around,
deepset is three times larger in vocabulary size but
shows worse results. This suggests that similarly
good results for covering domain-specific language
can be obtained with a small model trained on spe-
cialized texts compared to larger general language
models.

3.2 Diversity

To determine the diversity d of a model relative to
other models, we compare the neighbors related to
a TheSoz keyword. The procedure for determin-
ing diversity is described in Formula 2. For this
purpose, the nearest neighbors of the keywords xi
of two models (A and B) are compared. If the
intersection between the neighbors Axi and Bxi

corresponds to the empty set, the diversity between
the compared models increases with a return value
1 = true and 0 = false. Here, the number of
neighbors returned by the models is limited by the
top-k entries. To obtain the relative diversity, the
result is then divided by the number of keywords n
to be tested. This ensures comparability between
the different results.

d =

∑n

i=1
Axi ∩Bxi = ∅

n
(2)

3
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10 ssoar.100 - 0.23 0.19 0.47 1.19 21.59 44.30
ssoar.150 0.23 - 0.10 0.17 0.44 19.52 42.52
ssoar.200 0.19 0.10 - 0.08 0.17 18.81 42.29
ssoar.300 0.47 0.17 0.08 - 0.07 17.94 41.84
ssoar.500 1.19 0.44 0.17 0.07 - 17.56 41.63
wiki 21.59 19.52 18.81 17.94 17.56 - 25.81
deepset 44.30 42.52 42.29 41.84 41.63 25.81 -

50 ssoar.100 - 0.05 0.05 0.05 0.06 8.12 20.20
ssoar.150 0.05 - 0.05 0.05 0.06 7.16 19.07
ssoar.200 0.05 0.05 - 0.05 0.05 6.71 18.85
ssoar.300 0.05 0.05 0.05 - 0.05 6.31 18.53
ssoar.500 0.06 0.06 0.05 0.05 - 6.06 18.28
wiki 8.12 7.16 6.71 6.31 6.06 - 5.86
deepset 20.20 19.07 18.85 18.53 18.28 5.86 -

200 ssoar.100 - 0.05 0.04 0.05 0.05 3.82 7.70
ssoar.150 0.05 - 0.05 0.05 0.05 3.40 7.50
ssoar.200 0.04 0.05 - 0.05 0.04 3.06 7.31
ssoar.300 0.05 0.05 0.05 - 0.05 2.92 7.06
ssoar.500 0.05 0.05 0.04 0.05 - 2.79 7.00
wiki 3.82 3.40 3.06 2.92 2.79 - 1.20
deepset 7.70 7.50 7.31 7.06 7.00 1.20 -

Table 3: Diversity between models (n=36,320 TheSoz
keywords)

Table 3 shows the results of the evaluation
method described for all models, including the ref-
erence models and for the top-k 10, 50, 200 neigh-
bors. When looking at the results, it is noticeable
that the diversity between the ssoar models and
the reference model deepset.de consistently shows
the greatest differences. When compared with the
wiki.de model, the diversity to the ssoar.de model
is still high but shows roughly only half of the
values before. For the smallest top-k (k = 10),
the diversity between the two reference models is
even higher (25.81) than it is when comparing the
ssoar.de models with the wiki.de model (21.59). As
expected, the diversity decreases with increasing
top-k entries.

In addition, it can be seen that the use of fewer
dimensions in the training of the ssoar.de models
has a positive effect on diversity. The ssoar.de
model with the dimensionality 100 (ssoar.100) has
the greatest diversity across all top-k.

3.3 Relations

To measure relational coverage r for the social
science domain, we used an evaluation method
inspired by the intrinsic evaluation of comparing
semantic relations of established knowledge re-
sources (Nooralahzadeh et al., 2018; Chen et al.,
2018; da Silva Magalhães Gomes et al., 2021). A
data set of TheSoz was used to determine the cov-

erage of the relations. Related concepts were as-
signed to the descriptors using different relations:
the relation broader describes superordinate con-
cepts to the descriptor (Hypernyms). With nar-
rower terms, concepts subordinate to the descriptor
are distinguished (Hyponyms), and related refers
to related terms. The relation altLabel describes
concepts that can be used alternatively to the de-
scriptor. These relations are based on the standard
Simple Knowledge Organization System (SKOS,
cf. Zapilko et al. 2013).

Equation 3 shows the basis for calculating the
relational coverage of a model. The test is whether
the concept k(xi) associated with the descriptor
xi is contained in the neighborhood set Nxi with
the return value 1 = true and 0 = false. The
number of neighbors returned by the models is
limited to top-k. Finally, dividing the sum of found
concepts and the total set of used descriptors n
yields the domain-specific coverage of the model.
The described procedure is performed per available
relation type.

r =

∑n

i=1
k(xi) ∈ Nxi

n
(3)

For the evaluation, concepts consisting of multi-
ple words were not considered since the neighbor-
hood query returns only single words. In addition,
only descriptors that are annotated in German lan-
guage were applied. Accordingly, a total of 14, 998
out of 35, 473 descriptor-concept pairs were used,
which in turn were subdivided by type of relations.
The coverage of the relations was determined with
neighborhoods for different top-k entries.

The results in Table 4 show that the ssoar.de mod-
els perform better than the models used for compar-
ison across all top-k. Only for the broader relation
with top-k = 10, the deepset.de model performs
better than the ssoar.de models. The comparison
with the reference models indicates a real special-
ization with respect to the social science domain.
Deepset.de achieves better results for broader rela-
tions for top-k = 10, but the superiority fades away
at larger neighborhoods. The results are better than
those of the reference models above a top-k of 50
across all relation types.

Comparing the ssoar.de models to each other,
it is noticeable that word embeddings trained on
smaller dimensions perform better at smaller top-k
than models with more dimensions. For larger
neighborhoods, more dimensions tend to be pre-

4



top-k Model bro nar rel alt
10 ssoar.100 8.54 6.06 10.28 13.27

ssoar.150 9.20 5.67 9.91 12.59
ssoar.200 9.39 5.49 9.40 12.47
ssoar.300 9.20 4.78 9.30 11.68
ssoar.500 8.81 4.34 8.08 10.34
wiki.de 5.77 3.39 8.05 9.87
deepset.de 13.33 5.17 9.91 8.12

50 ssoar.100 25.03 21.00 25.94 27.12
ssoar.150 26.02 20.46 26.61 27.63
ssoar.200 27.11 20.76 26.89 27.81
ssoar.300 27.96 20.31 25.43 28.08
ssoar.500 28.73 19.16 22.79 26.53
wiki.de 19.13 14.02 21.34 23.89
deepset.de 23.57 15.27 19.14 15.02

200 ssoar.100 43.36 40.04 42.34 42.6
ssoar.150 45.81 41.46 44.17 44.66
ssoar.200 47.73 41.64 44.57 45.11
ssoar.300 49.06 41.67 44.88 45.96
ssoar.500 49.72 41.25 43.25 46.16
wiki.de 36.84 34.01 36.79 40.65
deepset.de 33.01 24.89 29.49 21.93

Table 4: Relational coverage of all models (n=14,998
descriptor-concept pairs)

ferred. Nooralahzadeh et al. (2018); Chiu et al.
(2016) report generally better performance for in-
creasing dimensions, but we found that it also de-
pends on the number of top-k.

4 Conclusion

In this work, we built domain-specific word embed-
dings for the social sciences and compared them
to general language models. First, we checked
for coverage of specialized language keywords.
Wiki.de performed best with 92%, but ssoar.de
followed closely with 88% with only one-fifth of
vocabulary size. We then analysed the diversity of
models to each other by comparing selected neigh-
bourhoods: domain-specific and general-language
models showed the highest diversities. However,
diversity decreases with a larger number of re-
turned neighbors. Concerning relational coverage,
ssoar.de models performed best in all settings, ex-
cept for the broader relation with top-k = 10. In
summary, the word embeddings produced in this
work showed much better results than the gen-
eral language models when compared to estab-
lished knowledge resources such as a thesaurus.
Domain-specific word embeddings can improve
the semantic relatedness metric and applications
build upon. This is in line with related works
(e.g., Nooralahzadeh et al. 2018; Chen et al. 2018;
da Silva Magalhães Gomes et al. 2021) showing for

other domains that domain-specific models can bet-
ter capture semantic relations - even with a small
corpus size (e.g., Zhao et al. 2018).

The experiments showed that the underlying
texts and their language have a significant impact
on the resulting word embeddings. This is even
more true for the applications that are based on
them. (1) Coverage of social science concepts is
very different depending on the word embedding
model. For example, applications that want to de-
fine and extend a working variable depend directly
on the concepts contained in the model. (2) The
models can be very diverse in terms of their se-
mantic neighbors. Applications based on them, for
example, query expansion or reference words and
their neighborhoods, lead to different results de-
pending on the model. (3) For relational coverage,
the domain-specific model contains more relations
in the sense of a domain thesaurus. This may be
important, for example, to keep the precision of
search results high in query term expansion or to
keep working variables precise in expansion. In
summary, the performance of applications is di-
rectly dependent on the alignment of word embed-
dings, their underlying language and their domain.

In future work, we want to compare the effects of
specialized language with other embedding models
such as Word2Vec, GloVe, or contextual embed-
dings such as BERT.
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Abstract

This system demonstration paper describes on-
going work on a tool for fair and reproducible
use of paid crowdsourcing in the digital hu-
manities. Paid crowdsourcing is widely used
in natural language processing and computer
vision, but has been rarely applied in the dig-
ital humanities due to ethical concerns. We
discuss concerns associated with paid crowd-
sourcing and describe how we seek to mitigate
them in designing the tool and crowdsourcing
pipelines. We demonstrate how the tool may
be used to create annotations for diagrams, a
complex mode of expression whose descrip-
tion requires human input.

1 Introduction

Crowdsourcing is regularly used to create data for
training and evaluating natural language processing
and computer vision algorithms (Kovashka et al.,
2016; Poesio et al., 2017). These fields often rely
on paid crowdsourcing, which means that the work
is distributed through online platforms and the per-
formers are paid for their work. In the digital hu-
manities, however, crowdsourcing is often associ-
ated with use of volunteers who are motivated by
personal interests and altruism (Dunn and Hedges,
2013; Daugavietis, 2021). Conversely, paid crowd-
sourcing is viewed as ethically problematic (Terras,
2015) due to sweatshop wages (Fort et al., 2011)
and other exploitative practices, such as invisible
labour (Kummerfeld, 2021; Toxtli et al., 2021).

In this article, we present ongoing work on a tool
for fair and reproducible use of paid crowdsourcing
in the digital humanities. We argue that paid crowd-
sourcing offers a viable alternative to fields that fall
under the umbrella of digital humanities, but are
unlikely to attract a volunteer workforce. How-
ever, using paid crowdsourcing warrants attention
to ethics. We demonstrate how ethical concerns
may be addressed by incorporating mechanisms

that discourage exploitative practices into the de-
sign of the tool and crowdsourcing pipelines.

2 Ethical issues related to crowdsourcing

As a portmanteau of crowd and outsourcing, the
term crowdsourcing inherently evokes ideas of
exploiting cheap labour in the global economy
(Schmidt, 2013, p. 531). Paid crowdsourcing typ-
ically involves requesters, who post tasks on an
online platform, which then distributes the tasks
to workers. The platform thus acts as a mediator
between the requesters and workers, and charges a
commission from the requester. In natural language
processing, crowdsourcing has become an estab-
lished way of creating corpora due to the availabil-
ity of a large pool of workers, short turnaround time
and perceived cost efficiency (Fort et al., 2011).

Digital humanities have been cautious of paid
crowdsourcing due to ethical issues related to low
wages and workers’ rights (Terras, 2015). Similar
concerns have also been voiced in the field of natu-
ral language processing (Fort et al., 2011), which
are increasingly supported by empirical evidence.
Hara et al. (2018) show that only 4% of the workers
on Amazon Mechanical Turk earn more than the
federal minimum wage in the United States ($7.25
per hour). The average wage paid by the requesters
amounts to $11.58 per hour, but requesters who
pay less than the minimal wage outnumber those
who pay fair wages (Hara et al., 2018, p. 7).

In addition to fair pay, recent research has high-
lighted issues arising from qualification labour,
which refers to low- or non-paid work that workers
must perform to qualify for tasks that pay more
(Kummerfeld, 2021). Qualification labour emerges
as a result of an information asymmetry between
the requesters and workers. The requesters want to
recruit high-performing workers by paying more,
but higher wages also attract spammers who do not
take the work seriously. Because the requesters
cannot assess the quality of work in advance, they
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are inclined to pay less, which drives away high-
performing workers (Fort et al., 2011, p. 418).
Making tasks only available to highly-qualified
workers mitigates this problem, but to qualify for
these tasks, the workers must perform approxi-
mately two months worth of non- or low-paying
work (Kummerfeld, 2021).

Other forms of invisible labour on crowdsourc-
ing platforms include the time spent searching for
tasks, interacting with requesters and managing
payments. Toxtli et al. (2021, p. 319) estimate that
the median time spent on invisible labour accounts
for 33% of active working time on crowdsourcing
platforms. Because the workers are not compen-
sated for this effort, invisible labour drives down
their hourly wage. Additional forms of invisible
labour include working on tasks that are rejected
or expire, that is, the worker cannot complete the
tasks within the timeframe set by the requester.

3 Crowdsourcing in digital humanities

Given the issues described above, it is not surpris-
ing that crowdsourcing in the digital humanities has
mainly relied on volunteers who are motivated by
personal interests and altruism (Dunn and Hedges,
2013; Daugavietis, 2021). Successful examples of
volunteer-based crowdsourcing include platforms
such as Zooniverse1 and the Transcribe Bentham
project (Causer et al., 2018), which have been able
to attract a large body of motivated volunteers. This
form of crowdsourcing in the digital humanities can
also be conceptualised as a form of citizen science
and peer production (Van Hyning, 2019).

However, some fields of study in the humanities
may not be able to attract a sufficiently large body
of volunteers. One such example is the emerging
discipline of multimodality research, which studies
how human communication relies on intentional
combinations of expressive resources (see e.g. Bate-
man et al., 2017; Wildfeuer et al., 2020). As an
emerging discipline, multimodality research is not
widely known among the public at large, and its ob-
jects of study – everyday communicative situations
and artefacts – are arguably less likely to attract the
kind of attention needed for recruiting volunteers.

Multimodality research is currently undergoing
a turn towards empirical research, which has been
accompanied by calls for creating larger corpora to
support this effort (Parodi, 2010; Thomas, 2014).
Current multimodal corpora remain small, because

1https://zooniverse.org

creating multiple layers of cross-referenced anno-
tations needed to capture multimodal phenomena
requires time and resources (Bateman, 2014). Hi-
ippala et al. (2021) have recently argued that the
size of multimodal corpora can be increased by
combining crowdsourced and expert annotations.

As researchers working in the field of multi-
modality research, our motivation to develop a
tool for fair and reliable use of paid crowdsourcing
arises from the prospect of building large multi-
modal corpora with multiple layers of rich annota-
tion. At the same time, we acknowledge the ethical
dimensions of using paid crowdsourcing and seek
to address them in the design and use of the tool.

4 System design

4.1 Guiding principles for tool design and use

To mitigate the issues described in Section 2, we
identify the following desiderata for developing
and using the tool. First of all, the tool encourages
the requesters to pay a fair wage to the workers
(Fort et al., 2011; Hara et al., 2018). To do so, the
tool asks requesters to estimate the time spent on a
single task, which is used to calculate a task price
that ensures that the workers are paid at least $12
per hour. We also encourage including explicit pay-
ment information in the instructions to reduce in-
visible labour related to wages (Toxtli et al., 2021).

To reduce invisible labour resulting from re-
jected or expired tasks, we emphasise the need for
clear instructions and sufficient time to perform the
tasks. Because crowdsourcing platforms attract a
global workforce (Pavlick et al., 2014), we recom-
mend the use of multimodal instructions that com-
bine written language and visualisations to support
workers who speak English as a foreign language.
We also encourage the requesters to be transpar-
ent about their identity (Adda et al., 2013) and the
purposes of their research to enable the workers
make moral judgements about their willingness to
participate (Schmidt, 2013). To reduce invisible
labour from rejected work, we propose paying for
work that contains human errors – e.g. a missing
bounding box in an image segmentation task – and
re-submitting these images for corrections.

To avoid hidden qualification work, we en-
courage using a combination of pedagogically-
motivated training and paid examinations to train
a workforce on the platform instead of using high-
performing workers only (Kummerfeld, 2021).
Pedagogically-motivated training refers to training
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tasks that teach the workers to perform the task. If
the worker makes an error, they are provided with
the correct answer and an explanation. The workers
are later shown a similar task to assess their learn-
ing. Workers who pass the training are allowed
to take a paid examination, which measures their
performance. Those who pass the examination can
then access to the actual tasks.

Implementing these desiderata into the tool de-
sign requires a modular structure, which allows
constructing complex pipelines in a flexible man-
ner, while simultaneously configuring the proper-
ties of individual tasks and their associated instruc-
tions and training data.

4.2 Technical description and architecture

The tool is written in Python 3.9 and designed
for the Toloka2 crowdsourcing platform, which
has a well-documented and extensive API. Toloka
also maintains a Python library for accessing the
API, which we use for interacting with the plat-
form.3 The source code for the tool, which
may be installed via the Python Package In-
dex (PyPI), is available at: https://github.
com/thiippal/abulafia

The architecture of the tool is based on three
types of objects: tasks, actions and task sequences.
Tasks allow creating individual crowdsourcing
tasks and configuring payments, input/output data,
quality control mechanisms and user interface.
Actions, in turn, are used to manipulate the in-
put/output data. These actions may include, for ex-
ample, aggregating responses from multiple work-
ers. Our tool implements the aggregation algo-
rithms available in the Crowd-kit library for Python
(Ustalov et al., 2021). To support reproducibility,
both tasks and actions are configured using sep-
arate files that use the YAML markup language.
The YAML configuration files are used for instan-
tiating Python objects, which may be combined
into task sequences to define and execute complex
crowdsourcing pipelines.

5 System demonstration

In this section, we demonstrate how our tool can
be used to crowdsource descriptions for a com-
plex mode of communication, namely diagrams.
Diagrams combine diverse expressive resources,
such as natural language, photographs, illustrations,

2https://toloka.ai
3https://github.com/Toloka/toloka-kit

drawings, lines and arrows into a common dis-
course organisation (Hiippala and Bateman, 2022).
Computational processing of diagrams is challeng-
ing, because their constituent parts are not fixed,
but determined dynamically by the communicative
goals set for the diagram (Hiippala et al., 2021).
To exemplify, Figure 1 shows a diagram that uses
written language and lines to pick out parts of an il-
lustration, but we cannot know how the illustration
should be decomposed without first considering the
diagram as a whole, as the written labels determine
how the depicted object should be decomposed into
its constituent parts.

Figure 1: A primary school science diagram

To demonstrate how our tool may be used to de-
compose diagrams into analytical units, we define a
pipeline with four steps. The pipeline aims to iden-
tify written labels and the parts they describe (see
Figure 2). Each step consists of multiple tasks and
actions. We first establish whether the diagram con-
tains text (1), before asking the workers to outline
all instances of written text (2). Next, we ask the
workers to determine whether text elements refer to
other parts of the diagram (3). Finally, we request
the workers to outline the part(s) of the diagram
referred to by the text (4).

Essentially, steps 1 and 3 consist of binary clas-
sification tasks (yes/no) in which agreement be-
tween the three workers is evaluated computation-
ally. Steps 2 and 4, in turn, combine human verifi-
cation with computational evaluation of agreement
on the final decision between three workers (ac-
cept/reject).

As Figure 2 shows, each step combines a training
with a paid examination, which is used to recruit the
workforce needed for completing the step. Workers
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Figure 2: A crowdsourcing pipeline with four steps. See the legend in the lower left-hand corner for details.

Step Task Assignments Total cost % Re-annotated Workers Time
1 Detect text 300 $3.90 – 11 13 min
2 Outline text 103 $23.04 6.80% 32 38 min
2 Verify outlines 312 $44.46 – 42 34 min
2 Fix outlines 1 $0.38 – 1 2 min
3 Has target? 2980 $100.98 – 11 1 h 40 min
4 Outline target 1004 $255.90 14.94% 9 7 h 28 min
4 Verify outlines 3747 $184.07 – 64 4 h 26 min

Total 8290 $612.73 1.86% 170 15 h 2 min

Table 1: Tasks, assignments, total cost, percentage of re-annotated assignments, number of workers and time spent

who pass the examination are also granted a skill
that allows them to access similar tasks in the fu-
ture. In each step, the AGGREGATE actions use the
Dawid-Skene algorithm implemented in the Crowd-
kit library (Ustalov et al., 2021) to determine the
most likely answer based on three responses from
the workers. The FORWARD actions, in turn, deter-
mine where each assignment should be sent based
on the result. Individual assignments are forwarded
immediately upon completion.

We used 100 diagrams from the AI2D-RST
corpus (Hiippala et al., 2021) as input to the
pipeline. The pipeline and its configuration
files can be found at: https://github.com/
thiippal/latech-clfl-2022. We aimed
to train at least 10 workers to perform each of steps
1–2 and 50 workers for each of steps 3–4 using
paid examinations. The workers could take a paid
examination if they passed the training with a 70%
score. A score of 80% in the paid examination
would grant access to the actual tasks. The total
cost for paid examinations amounted to $183.71.
This amount is excluded from the expenses in Ta-
ble 1, which provides details on each task in the
pipeline. The cost and time needed for training
the workers depended largely on task type. Finally,
we estimated the time needed to complete each
assignment, and set the wage to $12 per hour.

6 Results and discussion

Based on the results of step 1, 96 out of 100 dia-
grams contained text elements. These 96 diagrams
contained a total of 996 text elements, which were
outlined and verified in step 2. 733 of these ele-
ments were classified as referring to another part of
the diagram in step 3. Their targets were also out-
lined and verified, which yielded 784 annotations
for non-textual elements in step 4.

Table 1 shows how crowdsourcing costs and
time increase as the tasks become more demanding
and the level of detail in the annotation increases.
Whereas the tasks in steps 1–2 are fairly simple
and describe entire diagrams, task complexity in-
creases considerably for steps 3–4, because they
target specific parts of the diagrams and require
reasoning about their content and structure. This
also increases the number of tasks needed for eval-
uating agreement between the workers, which is
necessary for ensuring annotation quality.

Figure 3 shows example outputs from step 4.
Whereas annotations for the diagram on the left are
complete, annotations for the diagram on the right
show considerable variation. In the right-hand dia-
gram, stages 3, 5 and 6 feature rectangular bound-
ing boxes which indicate that the numbers below
refer to the text and illustration above. Zooming in
on other stages shows that their outlines are drawn
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Figure 3: Two diagrams with crowdsourced annotations from step 4 of the pipeline. The diagrams have been
converted into grayscale to highlight the annotations. The red bounding boxes indicate textual elements, whereas
the blue boxes are used for the elements that the texts refer to. Note that bounding boxes for all text elements
identified in step 2 are not visualised for the diagram on the right.

twice, as the workers have associated both writ-
ten labels (above) and numbers (below) with the
illustration. This shows how multiple workers who
work on the same diagram make different infer-
ences about the task and the diagram itself.

Furthermore, the annotations for stage 8 are miss-
ing altogether. This results from a false decision in
step 3 of the crowdsourcing pipeline. Because three
workers agreed that these written elements do not
describe other elements in the diagram, they were
not forwarded to step 4. These missing annotations
could be created by adding a final verification step
to the pipeline, which asks the workers to evaluate
the completeness of the annotations.

Overall, the results suggest that paid crowdsourc-
ing holds much potential for the digital humani-
ties. As Table 1 showed, crowdsourced workers
can create a large number of annotations in a rela-
tive short time. However, one must also account for
the time needed for designing the pipeline, training
materials and paid examinations, which are needed
for ensuring quality results. In short, developing
crowdsourcing pipelines is an iterative process of
trial and error.

Our results may also be used to estimate the
cost of creating similar annotations for all 1000
diagrams in the AI2D-RST corpus (Hiippala et al.,
2021). Note, however, that the descriptions cre-
ated above are partial, as they only target elements
that consist of written text and the parts that they
describe. Decomposing entire diagrams into ana-
lytical units by targeting other expressive resources
such as arrows and lines would increase the costs
considerably. In short, paid crowdsourcing is not

cheap if used in an ethically responsible manner,
but can be used to produce descriptions needed for
building multimodal corpora.

Finally, researchers are responsible for applying
paid crowdsourcing in a fair and ethical manner,
which emphasises the need for transparency in re-
lation to how crowdsourcing is used in academic
research. However, not all issues outlined in Sec-
tion 2 may be addressed by the requesters, as the
platforms are ultimately responsible for designing
the algorithms that distribute work and constrain
the actions that workers and requesters can take.
These are concerns that the research community
should address together, as paid crowdsourcing has
become a part of the research infrastructure in data-
driven fields and beyond (cf. Fort et al., 2011).

7 Conclusion

In this article, we introduced a new tool for fair
and reproducible use of paid crowdsourcing in the
digital humanities. We showed how ethical issues
associated with paid crowdsourcing can be miti-
gated by emphasising them in (1) tool development
and (2) crowdsourcing pipeline design. We also
demonstrated how the tool can be used to crowd-
source descriptions of complex multimodal data.
We conclude that paid crowdsourcing can be ap-
plied productively in the digital humanities, but
its use warrants attention to ethical concerns at all
stages of the process.
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Abstract

Archive collections are nowadays mostly avail-
able through search engines interfaces, which
allow a user to retrieve documents by issuing
queries. The study of these collections may be,
however, impaired by some aspects of search
engines, such as the overwhelming number of
documents returned or the lack of contextual
knowledge provided. New methods that could
work independently or in combination with
search engines are then required to access these
collections. In this position paper, we propose
to extend TimeLine Summarization (TLS) meth-
ods on archive collections to assist in their stud-
ies. We provide an overview of existing TLS
methods and we describe a conceptual frame-
work for an Archive TimeLine Summarization
(ATLS) system, which aims to generate infor-
mative, readable and interpretable timelines.

1 Introduction

1.1 Exploring archives
In the recent years, archives and libraries across
the world have frequently conducted digitization
campaigns of their collections. This first opened
access to thousands of historical documents to a
wider public, but also propelled the emergence of
new research fields such as Digital Humanities and
Digital History. These collections are usually ac-
cessible through search engines, which return doc-
uments relevant to a query specified by the user.
Unfortunately, standard search engines are not fully
suited to assist users in exploring historical collec-
tions such as news archives where temporal aspects
of documents play a key role. Firstly, search en-
gines return documents by their relevance to the
query, typically without considering the chronolog-
ical or causal relations between them, which may
prevent the user from understanding the interrela-
tions between events. Furthermore when exploring
such documents, the user might lack the contex-
tual knowledge to understand the events that are

mentioned in them. This is especially true when ex-
ploring news archives coming from distant pasts or
exploring longitudinal collections, i.e. which span
over a long time frame such as decades or centuries.
Search engines do not seem to consider the impor-
tance of an event mention for a given query, thus
less important events might be returned by the sys-
tem, especially for broad queries. Improved search
engines are then required to study such collections.

1.2 Augmenting search engines with timelines
One promising method to improve the output of
search engines operating over archival collection
is TimeLine Summarization (TLS). TLS consists
in summarizing multiple documents by generating
a timeline where important events detected in the
dataset are associated with a time unit such as a
day. TLS is a subfield of the Multi-Document Sum-
marization (MDS) task and has been studied exten-
sively in the NLP community: for instance, Swan
and Allan (2000) generate clusters of Named Enti-
ties and noun chunks that best describe major news
topics covered in a subset of the TDT-2 dataset
(Allan et al., 1998), which contains text transcripts
of broadcast news spanning from January 1, 1998,
to June 30, 1998, in English; Nguyen et al. (2014)
generate timelines by detecting events that are the
most relevant to a user query. They apply their
methodology on a dataset of newswire texts in En-
glish covering the 2004-2011 period provided by
the AFP French news agency; Duan et al. (2017)
extend these methods to summarize the common
history of similar entities such as Japanese Cities or
French scientists. Examples of timelines generated
by such methods are shown in Figure 1.

Hence, TLS could serve as a distant reading tool
and as a first step in exploring a dataset by provid-
ing an overview of its key events. Moreover, TLS
could be combined with search engines and used
as an interface to search results returned by issuing
queries over large datasets, as suggested in Swan
and Allan (2000); Alonso et al. (2021). From there,
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Figure 1: Examples of generated timelines by Yu et al. (2021) (left) and Campos et al. (2018) (right), summarizing
a set of documents about respectively Egyptian protests and the Syrian War. The left timeline outputs a summary on
a day-to-day basis, whereas the right timeline lists events using uneven periods of time.

the user could zoom into the documents in order to
proceed to close reading. Furthermore, these sum-
maries would be presented in chronological order,
thus preserving the link between events, and could
also be contextualized by adding data from external
knowledge bases as in Ceroni et al. (2014).

Search engines augmented with timelines would
be especially useful in a Digital Humanities (DH)
context such as for facilitating the study of histori-
cal datasets, as they would provide necessary con-
text to understand past events and to structure the
event landscape. They could also help the user un-
derstand the history of a particular entity such as a
person or a location, or even a group of such entities
through providing a bird’s-eye view of the relevant
data. A good example of such search engine aug-
mented with TLS is the Conta-me Histórias (Tell
me stories) platform1, where the user can query
news articles from the Portuguese web archive.
The user-friendly interface allows a distant reading
of the documents returned by the query through
a timeline that summarizes them, but also allows
close reading by preserving the link to the original
documents. To the best of our knowledge, works on
applying TLS methods to structure archives of his-
torical documents, or more broadly in the Digital
Humanities field, are quite scarce.

1.3 Challenges of applying TLS to archives

Unfortunately, several aspects of such archives
make the application of TLS methods not straight-
forward: first, these datasets are often processed
with Optical Character Recognition (OCR). Pre-
vious studies have shown that downstream tasks
such as Named Entity Recognition (NER), Event
Detection (ED) (Boros et al., 2022), Topic Mod-
elling (TM) (Mutuvi et al., 2018) or Named En-
tity Linking (NEL) (Linhares Pontes et al., 2019)
are impacted by the quality of the OCR output.

1https://contamehistorias.pt/arquivopt

To our knowledge, there is no study on the im-
pact of OCR on TLS, but we can assume it will
be similar. Furthermore, archive collections may
also differ from contemporary data because of
their temporal context: orthographic rules may dif-
fer, places might have changed names (Smith and
Crane, 2001) or concepts may have acquired an-
other meaning. Most existing annotated resources
necessary for NLP components such as NER or ED
are created on contemporary data. Historical docu-
ments archives are thus harder to process because
of this lack of suitable annotated resources.

Most TLS methods generate timelines through
statistical analysis of the input dataset. They also
often require that the input corpus contains docu-
ments of a similar type and similar content. How-
ever, an archive collection may be heterogeneous
and contain documents of different authors, genres,
topics and periods. It may also be fragmentary and
not as complete as a contemporary dataset. Finally,
although the timelines generated by TLS systems
are often easy to read, the process that created them
is often not made explicit. If timelines must as-
sist the study of historical datasets by highlighting
important events, they must be interpretable and
explain why these events are deemed important.

In this position paper, we propose to extend Time-
Line Summarization (TLS) methods to assist in the
studies of archive collections. We first present an
overview of existing TLS methods. We then de-
scribe a conceptual framework for an Archive Time-
Line Summarization (ATLS) system, which aims
to generate informative, readable and interpretable
timelines, before suggesting several methods to
implement it.

This paper is organized as follows: in Section
2 we present an overview of existing TimeLine
Summarization methods. In Section 3 and 4, we re-
spectively describe our conceptual framework and
discuss some of its potential applications. Finally,
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we present our conclusion in Section 5, alongside
possibilities for future works.

2 Related Work
2.1 TimeLine Summarization
Most TLS methods generate timelines by apply-
ing the two following steps: the Date Selection
step which identifies and ranks the key dates in
the documents, and the Date Summarization step
which generates a summary of an event occurring
at a specific date by picking important sentences in
the documents published on that date. To identify
important dates in the dataset, Gholipour Ghalan-
dari and Ifrim (2020) select the most frequent date
mentions, Tran et al. (2015b) use a graph-ranking
model and Kessler et al. (2012) combine a clus-
tering model and a supervised classifier. For the
second step, La Quatra et al. (2021) apply state-of-
the-art methods for Text Summarization (TS) such
as TextRank (Mihalcea and Tarau, 2004) whereas
Martschat and Markert (2018) adapt methods from
the Multi-Document Summarization (MDS) field.
TLS has been generally extractive, i.e. the sum-
mary is created by copying textual elements (e.g.,
sentences or paragraphs) from the input data (Tran
et al., 2015a). Other works are abstractive, i.e. the
summary is a completely new text generated by the
system (Steen and Markert, 2019).

TLS methods in general tend to be applied to
summarize datasets describing large events, such as
the Egyptian protests or the Syrian War (Tran et al.,
2015b; Martschat and Markert, 2018). These meth-
ods require that the dataset covers a constrained
period of time and is homogeneous, i.e. that the
documents cover the same topic. Standard TLS
methods are thus not suited to summarize heteroge-
neous or longitudinal datasets. Some works such as
Nguyen et al. (2014); Kessler et al. (2012); Chieu
and Lee (2004); Pasquali et al. (2019) can be de-
scribed as Query-based TimeLine Summarization
(QTLS), as they apply TLS on documents related
to a user query such as documents returned by a
search engine.

QTLS generally consists in the two following
steps: Event Detection and Event Ranking. To
detect events, Chieu and Lee (2004) select any sen-
tence where the terms of the query appear, Nguyen
et al. (2014) cluster by a common date every sen-
tence returned by the query and Pasquali et al.
(2019) detect peaks of date occurrences in the time
span covered by the documents. Other works train a
classifier to detect important events (Chasin, 2010)

or rank events by their importance with a Learning-
to-Rank model (Ge et al., 2015). However, these
classifiers need training data, which are difficult to
create since defining what is important is a subjec-
tive matter. This can lead to disappointing results
as shown in Chasin (2010). To determine the im-
portance of events, Nguyen et al. (2014) first score
them according to their relevancy and saliency to
the query, then rerank them to ensure a diverse time-
line. Chieu and Lee (2004) rank the importance of
a sentence according to their "interest" and "bursti-
ness", then remove duplicate sentences to ensure
diversity. Pasquali et al. (2019) use the keyword
extractor YAKE! (Campos et al., 2018) to weight
the terms in the event description. Duplicate event
descriptions are detected with the Levenshtein simi-
larity measure and removed. Those methods finally
select the top most important events to generate the
timeline.

In order to generalize the application of TLS, Yu
et al. (2021) propose a Multiple TimeLine Summa-
rization (MTLS) system, which generates a time-
line for each story found in the dataset. To do so,
it first detects events mentioned in the dataset and
measures their saliency and consistency. An event
linking step determines the link between these
events in order to generate each timeline. Similarly,
Duan et al. (2020) propose the Comparative Time-
Line Summarization (CTLS) task, which generates
a comparative timeline highlighting the contrast
between two timestamped timeline documents (e.g.
biographies, historical sections, ...) by computing
local and global importance of events.

There are few datasets for the TLS task such
as 17 Timelines (T17) (Tran et al., 2013), CRISIS
(Tran et al., 2015a), ENTITIES (Gholipour Gha-
landari and Ifrim, 2020), CovidTLS (La Quatra
et al., 2021) or TLS-Covid19 (Pasquali et al., 2021)
which are constructed from contemporary news ar-
ticles. However, datasets are often lacking in most
projects. It is then necessary to create a dataset
from scratch as in Minard et al. (2015); Nguyen
et al. (2014); Ge et al. (2015); Bedi et al. (2017) or
extend existing ones as in Yu et al. (2021).

Due to this lack of datasets, evaluating TLS sys-
tems is a difficult task. The date selection step can
be evaluated with the F1-measure (La Quatra et al.,
2021; Gholipour Ghalandari and Ifrim, 2020) or
with the Mean Average Precision (MAP) metric
(Nguyen et al., 2014). The date summary is often
evaluated with one of the ROUGE metrics (Lin,
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2004) to compare a ground-truth timeline and a
generated one (Nguyen et al., 2014; Duan et al.,
2020; Yu et al., 2021; Gholipour Ghalandari and
Ifrim, 2020). Methods relying on event detection
such as Ge et al. (2015); Minard et al. (2015); Bedi
et al. (2017) often evaluate their system in terms of
Precision, Recall and F1-measure. However, most
projects often lack datasets and must then resort to
human evaluation as in Duan et al. (2017); Swan
and Allan (2000); Tran et al. (2015a).

2.2 TLS Variants

We present below formal definitions of several ex-
isting TLS variants:

TLS: takes as input a standalone homogeneous
dataset of timestamped documents D =
{d1, d2, ..., d|D|} and generates a timeline
T = {p1, p2, ..., p|T |} of time-summary pairs
pi = (ti, si), where si summarizes important
events happening at time ti;

QTLS: outputs a timeline T = {p1, p2, ..., p|T |}
as a sequence of time-summary pairs pi =
(ti, si) from a set of timestamped documents
{d1, d2, ..., d|D|} based on a query Q =
{w1, w2, ..., wk} where wi denotes a word be-
longing to the query;

MTLS: takes as input a dataset of timestamped
documents D = {d1, d2, ..., d|D|} that can be
standalone or returned using a query Q =
{w1, w2, ..., wk}, and outputs a set of time-
lines T = {T1, T2, ..., Tm} for each story
or topic detected in D, where each time-
line Ti is a sequence of time-summary pairs
pi = (ti, si);

CTLS: takes as input two datasets of timestamped
documents DA = {d1, d2, ..., d|DA|} and
DB = {d1, d2, ..., d|DB |} and outputs two
timelines TA and TB made of contrasting
events detected in DA and DB, each as a se-
quence of time-summary pairs pi = (ti, si);

3 Framework
In this section, we present a conceptual framework
for an Archive TimeLine Summarization (ATLS)
which addresses the challenges raised by archive
collections such as the sparsity of data, OCR prob-
lems, context shifts and linguistic changes over
time in order to generate timelines based on these
datasets. We first provide a definition of ATLS
and describe the type of dataset expected before

presenting the framework and discussing how to
evaluate its output.

3.1 Overview

The framework consists of the two key steps: Time-
line Generation and Timeline Presentation. The
first step extracts textual elements describing an
event and attributes them an importance score.
The second one generates the timeline by filtering
events and selecting their description.

The processing stages of the framework are
shown in Figure 2. The first step has to run only
once over the processed dataset, since it aims to
detect the elements composing the timeline to be
generated. In contrast, the second step can be run
multiple times to update the timeline.

3.2 Problem Definition

We define ATLS as follows:

Input: A longitudinal dataset of timestamped doc-
uments D = {d1, d2, ..., d|D|} taken from an
archival collection, either standalone or re-
turned by a query Q = {w1, w2, ..., wk}. The
period of time covered by D is usually much
longer than the one typically used in TLS.

Output: A timeline T generated from D as a se-
quence of time-summary pairs pi = (ti, si),
where si summarizes important events hap-
pening at time ti.

We compare the key characteristics of TLS and
ATLS in Tab. 1.

3.3 Expected Dataset

The framework takes as input a longitudinal dataset
composed of timestamped documents, such as
news articles from a historical newspaper collec-
tion. This dataset can be standalone or made of
documents returned by a search engine for a given
query Q. The dataset could be in raw format
or have been pre-processed. We would suggest
at least the two following pre-processing steps:
first, we recommend to clean the dataset if it has
been processed with OCR, either manually or semi-
automatically, since the OCR quality will impact
further steps (Nguyen et al., 2021). Secondly, we
recommend to detect temporal expressions, as they
are a good indicator of event mentions. Tempo-
ral expressions are either explicit (e.g. February
17, 1995) or implicit (e.g. yesterday, next month).
One can use tools such as HeidelTime (Strötgen
and Gertz, 2010) or SUTime (Chang and Manning,
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Figure 2: Conceptual pipeline for building the ATLS system

2012) to detect temporal expressions in text and re-
solve them to an absolute date format, simplifying
their use in the TLS process. However, we must
keep in mind that the detection of temporal expres-
sions, especially implicit ones, is still a challenging
task. Moreover, available tools such as these were
mainly conceived for contemporary data, and thus
may not work as properly on historical data.

The input dataset could be pre-processed further
by applying NLP components such as Name En-
tity Recognition (NER), Topic Modelling (TM),
Event Extraction (EE), Relation Extraction (RE),
Keyword Extraction (KE), or Keyword Generation
(KG). Such annotations could be used to index
the dataset and allow the user to query documents
about a specific Named Entity or topic, as in the
impresso2 or the NewsEye3 platforms.

3.4 Timeline Generation
In this section, we present the first main step of the
framework, which extracts mentions of events and
attributes them an importance score.

3.4.1 Event Detection
Although events can be defined in many ways, a
commonly accepted definition is "something that
is happening or that is holding true in a given cir-
cumstance", as stated in the TimeML guidelines
Saurí et al. (2006). Events can be detected in mul-
tiple ways: one could detect them through statis-
tical analysis of the corpus. For instance, Chieu
and Lee (2004) measure the occurrences of similar
sentences associated with the same date, whereas
Pasquali et al. (2019) measure the occurrences of
articles in atomic time intervals to later aggregate
them and determine the bursty time periods. These
statistical methods are especially suited for homo-
geneous datasets, but may not work as well on
heterogeneous or fragmentary datasets. One could
also train a Learning-to-Rank model on summaries

2https://impresso-project.ch/app/
3https://www.newseye.eu/

created by experts in order to detect important sen-
tences as in (Tran et al., 2013). This would, how-
ever, require training data which tend to be scarce,
even when for contemporary data.

Alternatively, one could use an Event Detection
model to detect and annotate events in the dataset as
in Chasin (2010). Event Detection is another task
in the NLP community that has been extensively
studied, and some previous works such as Nguyen
et al. (2020) have already applied these methods in
humanities contexts. However, we need to keep in
mind that training such a model requires annotated
resources that are often lacking, especially for his-
torical data, and that the OCR quality of documents
impacts the output of these models.

Finally, we could select as event any sentence
containing at least a time expression, either explicit
or implicit as in Duan et al. (2019); Nguyen et al.
(2014). This selection could be made even finer by
taking sentences that also contain a Named Entity
as in Abujabal and Berberich (2015); Bedi et al.
(2017). One can then apply algorithms such as
Affinity Propagation (Frey and Dueck, 2007) or
Chinese Whispers (Biemann, 2006) to gather sen-
tences describing the same event as in Rusu et al.
(2014); Yu et al. (2021); Steen and Markert (2019).

Regardless of the method used to detect them,
events should all be associated with time. These
could be the time expressions occurring with the
event mentions, or the Document Creation Date
(DCD) if no time expressions are present. Alterna-
tively, approaches for estimating the focus time of
text (Jatowt et al., 2015), in absence of any tempo-
ral expressions can be applied to associate event-
related sentences with particular points of time.

3.4.2 Event Importance Estimation
As mentioned in Section 2, the importance of an
event can be measured in a supervised or semi-
supervised manner with a classifier (Chasin, 2010;
Ge et al., 2015). This method, however, requires
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training data that are difficult to obtain or produce.
Furthermore, the process leading a classifier to a
prediction is generally not explained. Since the
goal of this framework is to assist in the study of
longitudinal datasets, it is necessary that the pro-
cess of generating a timeline is interpretable. Thus,
we would suggest to measure the importance score
in an unsupervised manner by extracting features
from the dataset as in (Nguyen et al., 2014; Chieu
and Lee, 2004; Campos et al., 2018). Some of the
features that we think could help measure this im-
portance score are listed below, with suggestions
on how to compute them:

Redundancy: The more frequently an event is
mentioned, the more important it should be.
One can then simply count the occurrences of
events, or as an alternative, assign them im-
portance weights by calculating their TF-IDF
scores over all the time units. However, as the
data might be fragmentary in archive datasets,
this feature should rather not be used alone;

Contemporary references: an event may be im-
portant at a given time if other events occur-
ring around the same period of time refer to it.
Thus, to evaluate this feature, we could count
how often an event is referred to from the
descriptions of other events in a given short
period of time around that event;

Retrospective references: Similarly, an event is
likely to be important if documents keep men-
tioning it some time after it occurred. To as-
sess this kind of across-time reference to the
event, one could count how often (and perhaps
for how long) an event is mentioned by other
events that occurred after a given period of
time. Other solutions may rely on computing
random walks over graphs composed of times-
tamped events and/or entities to measure the
amount of signal propagation from the past to-
wards "the recent times" (Jatowt et al., 2016);

Causality: an event is likely to be important if it
is the cause of other events that occurred after
it. To evaluate the causality of an event, one
could use date reference graphs as in Tran
et al. (2015b), which measure the frequency
of references, the topical influence and tempo-
ral influence between two events to determine
a causal link. It is also possible to use Causal
Relation Extraction (CRE) methods as pre-
sented by Gao et al. for example. However,

the CRE task is far from solved and may re-
quire much more dataset pre-processing;

Common sense: some events are clearly more im-
portant than other, e.g. the birth of a child or
marrying a partner are usually more impor-
tant events in a family history than repainting
a house. To represent that kind of common
sense knowledge and compute this feature, it
may be necessary to create a dataset of events
that are deemed important to train a 1-class
classifier (1CC) as in Duan et al. (2019) or a
Learning-to-Rank model as in Ge et al. (2015).
Note that while important events can be col-
lected from historical textbooks or history-
related content, gathering unimportant events
may be less easy and more problematic; hence
the solution could be to rely on a 1CC task.

Using these features, a straightforward formula
to calculate the importance of an event could be:

α · F1 + β · F2 + γ · F3 + δ · F4 + ϵ · F5

where F1, F2, F3, F4, F5 are the scaled values
of the features described above and α, β, γ, δ, ϵ are
hyper-parameters of which value is defined by the
user or document archive custodians. Similarly to
event detection, the user could be asked to select
any of these features to compute this score.

Some periods may contain much more docu-
ments than others. For instance, fewer documents
may be available during a war time because of
censorship or paper restriction. This lack of doc-
uments may lead to events that are far more or
far less mentioned than others, and bias frequency-
based features such as redundancy, contemporary
and retrospective references. Thus, these features
should be normalized before being incorporated.

Furthermore, we suggest these features since
they are easy to compute, but we also acknowledge
that they may not be sufficient to measure the im-
portance of an event from the perspective of an
expert such as a historian. Because the formula
to compute the importance score is modular, one
could incorporate more features in collaboration
with experts.

3.5 Timeline Presentation
In this section, we describe the second main step of
the framework, which generates the timeline from
events scored in the previous step. We present sets
of filters to select which events should appear on
the timeline and how they should be presented. We
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also describe an optional step of timeline augmen-
tation using external data.
3.5.1 Event Filtering
A dataset may contain hundreds or thousands of
mentioned events. It is necessary to select those
that will be added to the timeline. To do so, we can
use filters such as described below. The weight of
these filters could be changed on the user interface,
thus allowing users to instantly update the timeline.

Top N : top N most important events are retained;

Importance Threshold (IT ): only events of
which the importance score is superior to a
pre-fixed threshold IT are taken. Individual
thresholds for the features described in
Section 3.4 that make up the importance score
can also be set;

Topical Diversity Threshold (TopDT ):
removes redundant event mentions and
ensures the timeline is topically diverse.
Topical diversity can be simply measured
using Maximal Marginal Relevance (MMR)
(Goldstein-Stewart and Carbonell, 1998) or
the n-gram blocking metric as in Liu (2019);

Temporal Diversity Threshold (TempDT ) :
ensures every time unit on the generated
timeline is evenly represented by setting a
minimum and maximum number of events
that can appear at each time unit.

3.5.2 Event Description Selection
There are multiple ways to represent an event on a
timeline. One could select a sentence that describes
the event. If this sentence is too long, one could
use sentence compression methods (Filippova and
Strube, 2008) to only keep its most important part.
As mentioned earlier, an event might be represented
by a cluster of sentences. The user can thus select
one sentence among this cluster or generate a cloud
of terms of all sentences contained in it, as in Duan
et al. (2019). One could also use headlines if the tar-
get documents are articles as in Tran et al. (2015a);
Pasquali et al. (2019).

Finally, we could also use a Natural Language
Generation (NLG) system as in Steen and Markert
(2019), as these generated texts are often easier
to understand than text extracted from the docu-
ments. However, abstractive methods such as these
may suffer from inaccuracies or hallucinations, i.e.
generate information that is not present in the orig-
inal documents. Thus, abstractive methods might

generate improper event descriptions and lose the
connection with the original documents. On the
other hand, a common drawback of purely extrac-
tive methods is that selected sentences may require
some context or at least post-processing for users to
be able to properly understand them (e.g. pronouns
may need to be resolved or we need to add defini-
tions or descriptions of some entities or events).

3.5.3 Timeline Augmentation
To properly understand them, some events may re-
quire contextual knowledge that is missing from
the processed dataset. This can especially happen
if the user is not a domain expert. Such contextual
knowledge may be found in knowledge bases such
as Wikidata or Wikipedia Year pages (see for exam-
ple (Tran et al., 2015c)). Thus, timelines generated
by an ATLS system could be augmented with con-
textual data provided by external knowledge bases
as in (Ceroni et al., 2014). These augmented time-
lines could help in explaining a dataset by summa-
rizing it and providing the user with the necessary
knowledge to understand it. Unfortunately, most
resources created by experts are not in a machine-
readable format (Gutehrlé et al., 2021). Hence, this
step may require more effort.

3.6 Timeline Evaluation
As mentioned earlier, the evaluation of a TLS sys-
tem is a difficult task because of the lack of evalu-
ation datasets and the inherent subjectivity of the
task. In order to evaluate the output, we would
suggest to manually assess the produced timelines,
either by following some evaluation criteria as in
Duan et al. (2017), or by comparing them with
resources created by experts such as timelines de-
rived from history books as in Bedi et al. (2017).
One could also use this framework to bootstrap
an evaluation dataset specific to the given corpus,
towards an automatic evaluation.

4 Discussion
In this section, we describe two hypothetical use
cases comparing the application of TLS and ATLS
systems, and compare in Table 1 the types of
datasets and timelines both methods can process.
Finally, we discuss potential extensions of ATLS.

4.1 Use cases
In the first hypothetical use case, a user has curated
a homogeneous dataset of timestamped documents
from Web archives. This dataset is made of news
articles related to a story spanning over a year. It
has been pre-processed to remove HTML tags and
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TLS ATLS
Covered period Shorter Longer
Input Data Size Small / Medium Large
Documents type Timestamped documents (e.g. news articles)
Document Format Usually born digital Often digitized
Data Integrity Usually complete Can be fragmentary
Presence of noise Less likely Depends on OCR quality
Semantic evolution Less common Possible (esp. over long time)
Need for query-based filtering Optional (depends on data size and heterogeneity)
Need for contextualization Less likely More likely (esp. over long time)
Need for interpretable output Yes

Table 1: Comparison of TLS and ATLS tasks

extract temporal expressions. To generate the time-
line, the user applies the TLS method: important
dates are first selected before generating a sum-
mary of events occurring at each date. The user
can select the sentence mentioning the event, the
headline of the article or apply abstractive methods
to generate its description.

In the second hypothetical use case, a user has
curated a heterogeneous corpus to study the eco-
nomical life of a certain French region in the 20th
century. This corpus is composed of periodicals,
newspapers and magazines from different sources
(parishes, libraries, etc.) published over a cen-
tury and processed with OCR. This dataset has
also been pre-processed: the documents have been
first cleaned of OCR errors, then automatically an-
notated with Temporal Expression Extraction and
Named Entity Recognition components. Further-
more, the dataset has been indexed so as to allow
query-based searching. To generate the timeline,
the user applies some of the ATLS approaches men-
tioned in this paper: events are first detected by
clustering similar sentences that contain a temporal
expression and a Named Entity. The importance
of these events is then scored using the formula
described in Section 3.4.2. The timeline is gen-
erated by setting high values to the topical and
temporal diversity thresholds, and augmented with
external data from Wikidata, so as to ensure a com-
prehensive and contextualized timeline. Similarly,
the user can select from the user interface to use
a cloud of terms or a sentence from the cluster to
generate event descriptions.

4.2 Extensions of ATLS systems
Timelines are usually represented linearly, where
each time unit is of the same size (usually a day or
a year). However, the optimal granularity of tem-
poral units might vary when generating a timeline
over a long period of time. For example, when
referring to a distant past, humans tend to often de-

scribe entire decades or years rather than discussing
each day or month which is more common for the
recent past. Furthermore, events mentioned in his-
torical documents might not always be recorded
with the same temporal precision (e.g., some events
may have missing dates, the dates can be impre-
cise or difficult to be inferred). A possible solution
would be to generate logarithmic timelines, where
the granularity of the time unit changes over time,
as suggested in Jatowt and Au Yeung (2011).

If the documents in the datasets are annotated
with Named Entities, one could generate entity-
based timelines. This could help understand the
history of a specific entity such as a person or a
location as in Duan et al. (2019). This idea could
be extended by generating aggregate timelines for
multiple entities at the same time. These timelines
could be agglomerative or contrastive and respec-
tively show the similarities and differences between
the history of multiple entities of the same type
(e.g., cities in the same region or country, scientists
of the same area). Similar to Duan et al. (2020),
such comparative timelines would allow to study
the history of entities of the same or similar type,
e.g. Berlin vs. Paris or even entities of different
types, e.g. Paris and the writer Victor Hugo.

5 Conclusion
TimeLine Summarization can be a useful tool for
getting an overview of historical collections as well
as it can serve as a novel information access means
to news article archives. In this position paper,
we have presented an overview of existing TLS
methods and described a conceptual framework for
Archive TimeLine Summarization systems.

The implementation of the framework outlined
in this paper will be the subject of our future work.
We also intend to ask humanities scholars (his-
torians, archivists, ...) to evaluate the quality of
generated timelines and the effectiveness of our
framework for the study of archive collections.
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Abstract

Nowadays, the interest in code-mixing has
become ubiquitous in Natural Language Pro-
cessing (NLP); however, not much attention
has been given to address this phenomenon
for Speech Translation (ST) task. This can
be solely attributed to the lack of code-mixed
ST task labelled data. Thus, we introduce
Prabhupadavani, which is a multilingual code-
mixed ST dataset for 25 languages. It is multi-
domain, covers ten language families, con-
taining 94 hours of speech by 130+ speakers,
manually aligned with corresponding text in
the target language. The Prabhupadavani is
about Vedic culture and heritage from Indic lit-
erature, where code-switching in the case of
quotation from literature is important in the
context of humanities teaching. To the best
of our knowledge, Prabhupadvani is the first
multi-lingual code-mixed ST dataset available
in the ST literature. This data also can be
used for a code-mixed machine translation task.
All the dataset can be accessed at: https:
//github.com/frozentoad9/CMST.

1 Introduction

Speech Translation (ST) is a task in which speech
is simultaneously translated from source language
to a different target language.1 It aids to overcome
the language barriers across different communities
for various applications such as social media, ed-
ucation, tourism, medical etc. Earlier attempts to
build a robust speech translation system mainly fo-
cused on a cascaded approach where two separate
architectures for Automatic Speech Recognition
(ASR) and Machine Translation (MT) are used in
pipeline mode (Cho et al., 2013; Post et al., 2013;
Tsvetkov et al., 2014; Ruiz et al., 2015; Sperber
et al., 2017). However, these approaches mainly
suffer from cascading effect of error propagation.
Thus, attention shifted to end-to-end approaches
(Bérard et al., 2018; Duong et al., 2016; Weiss et al.,

1We refer to speech translation as a speech-to-text task.

2017; Bansal et al., 2017) due to their ability to
obliviate error propagation and ease of maintaining
a single architecture. However, these end-to-end
approaches could not match the performance of
cascaded systems due to the lack of sufficiently
large data (Niehues et al., 2021). Notably, with
the recent upsurge in ST datasets (Di Gangi et al.,
2019; Zanon Boito* et al., 2020; Iranzo-Sánchez
et al., 2020; Wang et al., 2020), this gap has been
closed (Niehues et al., 2021; Ansari et al., 2020).

Nowadays, most users prefer to communicate
using a mixture of two or many languages on plat-
forms such as social media, online blogs, chatbots,
etc. Thus, code-mixing has become ubiquitous in
all kinds of Natural Language Processing (NLP)
resources/tasks (Khanuja et al., 2020; Chakravarthi
et al., 2020; Singh et al., 2018a,b; Dhar et al., 2018).
However, the existing NLP tools may not be robust
enough to address this phenomenon of code-mixing
for various downstream NLP applications (Srivas-
tava and Singh, 2021). Therefore, there has been a
surge in creating code-mixed datasets: (1) to under-
stand reasons for the failure of existing models, and
(2) to empower existing models for overcoming this
phenomenon. Nevertheless, it is challenging to find
natural resources that essentially capture different
aspects of code-mixing for creating datasets for a
wide range of NLP tasks. Although there has been
considerable research in generating copious data
and novel architectures for the ST task, we find that
not much attention has been given to address the
code-mixing phenomenon on the ST task. Possibly,
this can be justified due to the lack of a code-mixed
ST dataset. To the best of our knowledge, no such
sufficiently large, multi-lingual, naturally occur-
ring, code-mixed dataset is available for the ST.

Thus, in this work, we introduce Prabhupada-
vani, a multi-lingual, multi-domain, speech trans-
lation dataset for 25 languages containing 94 hours
of speech by 130 speakers. The Prabhupadavani is
about Vedic culture and heritage from Indic litera-
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ture, where code-switching in the case of quotation
from literature is important in the context of hu-
manities teaching. The multiple domains cover
utterances from public lectures, conversations, de-
bates, and interviews on various social issues. This
is the first code-mixed data for speech translation
to the best of our knowledge. It is code-mixed
with English, Bengali and Sanskrit. From the typo-
logical point of view, the languages covered vary
over ten language families. All the audios files
have been manually aligned and translated. We
believe that our work will ignite research in this
direction to understand- (1) How to make existing
systems robust for handling this phenomenon ef-
fectively? (2) Can multi-lingual training help to
improve performance on code-mixed speech trans-
lation? (3) Will the gap between the cascade and
end-to-end systems be closed? (4) Can we train a
single model for all languages using parallel nature
of the dataset?2

2 Related Work

Speech Translation: Recently, there have been
increased efforts for creating large speech transla-
tion data sets for many languages. Nevertheless,
the available datasets are limited to certain lan-
guages or only underpaid licenses for non-English
languages. Most of the relatively larger datasets
are English-centric (Di Gangi et al., 2019; Bérard
et al., 2018), domain-specific (Zanon Boito* et al.,
2020; Iranzo-Sánchez et al., 2020) or with limited
speech hours (Zanon Boito* et al., 2020; Zhang
et al., 2021). Recently, there has been upsurge in
ST datasets in the literature (Di Gangi et al., 2019;
Iranzo-Sánchez et al., 2020; Wang et al., 2020;
Salesky et al., 2021). To the best of our knowledge,
there is no such naturally occurring, sufficiently
large and multi-lingual ST dataset that contains
a code-switching phenomenon. We fill this gap
by contributing a code-mixed speech translation
dataset for 25 languages.

Code-mixing: Code-mixing is ubiquitous and
well addressed on variety of downstream NLP tasks.
However, majority of code-mixed datasets are syn-
thetically generated (Gonen and Goldberg, 2018;
Khanuja et al., 2020); therefore, they may not be
able to capture the different aspects of code-mixing.
The code-mixed datasets for an ASR task are ei-
ther limited to only one/two languages or contain

2Prabhupadavani has parallel translations available in all
the 25 languages for all the utterances.

only a few hours of speech data (Nakayama et al.,
2019; Lyu et al., 2015). Synthetic code-mixed
datasets may not capture the different aspects of
code-mixing. To the best of our knowledge, Prab-
hupadavani is the first code-mixed dataset available
for 25 languages on speech translation task.

3 Data Description

Resource: Vanimedia’s Multi-language Subtitle
Project3 has created 1,080 audio mini-clips of Śrīla
Prabhupāda’s lectures, conversations, debates, in-
terviews and is now transcribing them in multiple
languages.4 700+ translators participate in creat-
ing subtitles for all 1,080 mini-clips for 108+ lan-
guages. Currently, this work has been completed
for 25 languages. To procure subtitles for each clip
in multiple languages, translators are provided with
mini-clips and English subtitles that are manually
aligned with each utterance. They use a third-party
software named Dotsub.com5 and the task of trans-
lators is to provide translation for the corresponding
utterance with the help of given transcription. On
average, there are 3-4 translators for each language,
and each clip takes more or less one hour for trans-
lation. Each translator has invested an average of 6
hours every day in translating these clips. Collec-
tively, the time taken to translate 1,080 clips into
25 languages is over 45 weeks. Current release of
the dataset contains 25 languages (including tran-
scription) for which transcription/translations are
available. For these languages, we have over 53K
utterances of transcription and translations.

Preprocessing: In this section, we describe pre-
processing steps followed to arrive at the final ver-
sion of the data. First, we scrape transcription and
their translations in 25 languages from Dotsub and
extracted the corresponding Youtube links of all
audio clips. We use Selenium6 web crawler to au-
tomatize the process of downloading. We convert
those videos into MP3 audio clips using a third-
party application7. We chop the converted audio
files based on the timestamps provided in the subti-
tle (.srt) files.8 This process boils down to 53,000

3https://vanimedia.org/wiki/
Multi-language_Subtitle_Project

4https://vanimedia.org/wiki/Table:
_Clips_to_subtitle

5https://dotsub.com
6https://www.selenium.dev/
7https://ytmp3.cc/uu100cc/
8https://pypi.org/project/

audioclipextractor/
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Languages # Types # Tokens Types per line Tokens per line Avg. token length
English 40,324 601,889 10.58 11.27 4.92
French (France) 50,510 645,651 11.38 12.09 5.08
German 50,748 584,575 10.44 10.95 5.57
Gujarati 41,959 584,989 10.37 10.95 4.46
Hindi 29,744 716,800 12.36 13.42 3.74
Hungarian 84,872 506,608 9.13 9.49 5.89
Indonesian 39,365 653,374 11.54 12.23 6.14
Italian 52,372 512,061 9.23 9.59 5.37
Latvian 70,040 477,106 8.69 8.93 5.72
Lithuanian 75,222 491,558 8.92 9.20 6.04
Nepali 52,630 570,268 10.03 10.68 4.88
Persian (Farsi) 51,722 598,096 10.61 11.20 4.10
Polish 71,662 494,263 8.99 9.25 5.86
Portuguese(Brazil) 50,087 608,432 10.80 11.39 5.12
Russian 72,162 490,908 8.96 9.19 5.79
Slovak 73,789 520,465 9.39 9.75 5.37
Slovenian 68,619 516,649 9.35 9.67 5.30
Spanish 49,806 608,868 10.75 11.40 5.07
Swedish 48,233 581,751 10.31 10.89 5.00
Tamil 84,183 460,678 8.37 8.63 7.65
Telugu 72,006 464,665 8.34 8.70 6.56
Turkish 78,957 453,521 8.27 8.49 6.35
Bulgarian 60,712 564,150 10.10 10.56 5.24
Croatian 73,075 531,326 9.58 9.95 5.28
Danish 50,170 587,253 10.40 11.00 4.98
Dutch 42,716 595,464 10.52 11.15 5.05

Table 1: Statistics of the Prabhupadavani dataset

Language Tokens Types Percentage
English 500,136 6,312 83.6
Bengali 46,933 3,907 7.84
Sanskrit 51,246 7,202 8.56

Total 598,315 17,421 100

Table 2: Statistics of code-mixing in Prabhupadavani

utterances with their transcription and translation
in 25 languages. Table 4 illustrates the example
from Prabhupadavani. In order to obliviate time
and efforts needed for data pre-processing, we pro-
vide train, dev and test set splits using stratified
sampling. There are 51,000, 1,000 and 1,000 ut-
terances in train, dev and test set, respectively. We
consider the following dimensions for stratified
sampling: (1) different speakers (2) proportion of
intra-sentential and inter-sentential code-mixing.

Code-mixing: Prabhupadavani is code-mixed
across three languages: English, Sanskrit, and Ben-
gali. Table 2 reports the overall statistics of the
code-mixing present in Prabhupadavani. If we con-
sider the number of tokens in utterances, then it
is mainly dominated by English (83.0%) tokens;
however, it is not the case in terms of a number of
types. This attributes to the contrasting nature of
morphology (English vs Sanskrit/Bengali). Code-
mixing is categorized into two classes- (1) inter-

sentential: speaker chooses to switch the language
after completion of utterance (2) intra-sentential:
speaker switches the language within an utterance.
Table 3 illustrates examples of code-mixing from
Prabhupadavani. Table 5 shows the statistics of
both these types of code-mixing. Mainly speaker
explains Sanskrit verses to the English audience;
therefore, transitions between the Sanskrit-English
pair is more. However, sometimes speaker also
use Bengali literature to illustrate the points. Thus,
we observe Bengali-English code-switching. No-
tably, there is no code-switching between Bengali-
Sanskrit because the audience is English speaking.

Language diversity: From typological point of
view, Prabhupadavani covers 25 languages (inl-
cluding ASR) from 10 language families. They
are listed as follows: (1) Indo-European:- (a) Ro-
mance: Italian, Portuguese, Spanish, French (b)
Germanic: German, Swedish, Danish, Dutch, En-
glish (c) Baltic: Lithuanian, Latvian (d) Slavic:
Croatian, Polish, Slovak, Russian, Slovenian, Bul-
garian, (e) Indo-Aryan: Bengali, Hindi, Sanskrit,
Nepali (f) Indo-Iranian: Persian (Farsi) (2) Uralic:-
(a) Finno-Ugric: Hungarian (3) Austronesian:- (a)
Malayo-Polynesian: Indonesian (4) Dravidian:-
Tamil, Telugu. Prabhupadavani contains fusional
languages: Indo-European, Uralic and Agglutina-
tive languages: Austronesian (Indonesian), Dravid-
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Language Type Examples
English-Sanskrit Inter Kr.s.n. a is assuring. ahaṁ tvāṁ sarva-pāpebhyo moks.ayis.yāmi

Intra Sense gratification means udara-upastha-jihvā
Sanskrit-English Inter Īs̀āvāsyam idaṁ sarvam. Everything belongs to God

Intra andhā yathāndhair upanīyamānāh. and people, leaders.
English-Bengali Inter Give up their. Asat-saṅga-tyāga ei vais.n. ava ācāra

Intra Therefore Caitanya Mahāprabhu said guru-kr.s.n. a-kr.pāya
Bengali-English Inter Guru-kr.s.n. a-kr.pāya pāya bhakti-latā-bīja. Then our devotional service is perfect

Intra tāṅhāra nāhika dos.a means he is not faulty.

Table 3: Examples of code-mixing in Prabhupadavani. English, Sanskrit and Bengali are indicated by black, red
and violet color, respectively.

Language Translations
Source English You can become Brahman. Brahma-bhūyāya kalpate
Target Bulgarian

Hindi
Russian

Tamil

Gujarati

Table 4: Sample data point from Prabhupadavani. For a code-mixed utterance, we show its English transcription
(source) and the corresponding translations for 5 languages.

Inter-Sentential Intra-Sentential
English-Sanskrit 2,356 2,338
Sanskrit-English 2366 851
English-Bengali 339 124
Bengali-English 339 0

Table 5: Code-Mixing type for our dataset

ian and Turkic (Turkish). In the former languages,
grammatical markers bear several meanings and
for the latter ones, they exhibit only one mean-
ing at the same time. Except Hindi (Indo-Aryan),
all the languages in our dataset use nominative-
accusative marking. Hindi uses ergative-absolutive
marking upto a limited extent. We can also catego-
rize languages based on the number of grammatical
genders. Some languages pose (1) three genders:
German, Russian, Swedish, etc. (2) two genders:
French, Spain, Hindi, etc. (3) no genders: English,
Nepali, Persian, Turkish, etc. Based on a syntactic
construct, we can categorize the languages present
in Prabhupadavani- (1) SVO word order: English,
Italian, French, Indonesian, etc. (2) SOV word or-
der: Indo-Aryan, Dravidian and Turkic (3) flexible
word order: Russian, Hungarian.

Thus, the diversified language coverage of Prab-
hupadavani along with its code-mixed nature
makes it a suitable dataset to investigate various lin-
guistic phenomena for the speech translation task,
ASR and machine translation.

Applications of dataset: In this section, we
throw some light on possible applications of Prab-
hupadavani: (1) The full dataset of Prabhupadavani
contains 2,400 hours of speech. The current re-
lease of Prabhupadavani dataset can be utilized to
facilitate automatic subtitling of the remaining part
of data in the different languages. In this way, it
will also be helpful to generate relatively larger
dataset. (2) This dataset can provide a fertile soil
to investigate on- How to make existing systems
robust to code-mixing phenomenon? Will the gap
between cascade and end-to-end to approaches be
closed? Can multi-lingual training help to address
code-mixing phenomenon? Can we train single ST
system for all languages? How robust will be these
models on another domain?

4 Conclusion and Discussion

In this work, we focused on a code-mixed speech
translation dataset. Although code-mixing is a spo-
ken language phenomenon, not much attention has
been given to address this phenomenon due to the
unavailability of such a dataset. Thus, we released
Prabhupadavani, a high-quality multilingual multi-
domain code-mixed ST dataset containing 94 hours
of speech data, 130+ speakers, for 25 languages
covering 10 language families. The dataset is code-
mixed with three languages: English, Bengali, and
Sanskrit. In order to reduce the efforts needed for
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pre-processing, we provide stratified data splits for
the dataset. The same dataset can be utilized for
the code-mixed machine translation task. We be-
lieve that these efforts will (1) set a fertile soil for
investigating the applicability of existing solutions,
(2) help to analyze the kind of errors existing sys-
tems are making, and (3) facilitate researchers to
propose a novel solution to make existing systems
robust for code-mixing. We plan to extend this
dataset for 108+ languages.

In code-switching conversations, speakers prefer
a specific communication in a specific language of
choice. In that context, the interesting factor is of-
ten when the boundary between languages becomes
fuzzy, as in cases where an English verb stem is
used with Spanish morphology. In the case of
Prabhupadavani, the audience does not necessarily
speak Sanskrit or Bengali, and the code-switching
is primarily quotation or explanation. That is in-
teresting as a phenomenon, but it is not the same
as dual bilingual code-switching. We believe fu-
ture work may help to get deep insights into this
phenomenon.
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Abstract

Annotation of unlabeled textual corpora with
linguistic metadata is a fundamental technol-
ogy in many scholarly workflows in the dig-
ital humanities (DH). Pretrained natural lan-
guage processing pipelines offer tokenization,
tagging, and dependency parsing of raw text si-
multaneously using an annotation scheme like
Universal Dependencies (UD). However, the
accuracy of these UD tools remains unknown
for historical texts and current methods lack
mechanisms that enable helpful evaluations by
domain experts. To address both points for
the case of Modern Historical Japanese text,
this paper proposes the use of unsupervised do-
main adaptation methods to develop a domain-
adapted language model (LM) that can flag in-
stances of inaccurate UD output from a pre-
trained LM and the use of these instances to
form rules that, when applied, improves pre-
trained annotation accuracy. To test the efficacy
of the proposed approach, the paper evaluates
the domain-adapted LM against three baselines
that are not adapted to the historical domain.
The experiments conducted demonstrate that
the domain-adapted LM improves UD annota-
tion in the Modern Historical Japanese domain
and that rules produced using this LM are best
indicative of characteristics of the domain in
terms of out-of-vocabulary rate and candidate
normalized form discovery for “difficult” bi-
gram terms.

1 Introduction

Annotating unlabeled corpora with linguistic meta-
data is a fundamental task in many scholarly work-
flows in the digital humanities (DH) (Aurnham-
mer et al., 2019; Kirschenbaum, 2007). These
can benefit from the application of “off-the-shelf”,
or pretrained, natural language processing (NLP)
pipelines that supply tokenization, tagging, and
dependency parsing simultaneously using an anno-
tation scheme like Universal Dependencies (UD)
(Nivre et al., 2020). For these tools to warrant any

integration, the annotations produced must be ac-
curate for the target corpus under study and enable
helpful evaluation by domain experts. Current ef-
forts have prioritized the former as the accuracy of
pretrained UD tools remains unknown for histori-
cal texts sampled from domains that are different
from pretraining domains (Suissa et al., 2022).

In applications to historical text in East Asian
languages like Chinese and Japanese that can be
written without specifying word boundaries, sub-
stantial errors in word segmentation can result in
degraded accuracy of resulting dependency pars-
ings (Yasuoka, 2020). The insufficiency of the
vocabulary used by pretrained UD tools can be a
major source of errors in word segmentation. Con-
sequently, a straightforward application is likely
not possible without extensive manual revision by
domain experts and the process can be prohibitive
when corpus size is large (Shirai et al., 2020).

Recent work in NLP has addressed the accuracy
of sequence labeling tasks (e.g., word segmentation,
part of speech annotation, named entity recogni-
tion) for historical materials through unsupervised
finetuning of pretrained contextualized word em-
beddings using transformer-based language models
(LMs) (Han and Eisenstein, 2019; Manjavacas and
Fonteyn, 2022). These finetuned LMs are capable
of capturing useful high-level features about the do-
main without requiring any labels from the target
corpus. The improvements are encouraging, yet,
the usefulness of a transformer-based method for a
domain expert remains unknown. The lack of su-
pervision in these methods means that direct mech-
anisms for finetuning the LM other than through
the training data used are beyond the control of a
domain expert. Put another way, the explicit repre-
sentations of domain knowledge that occur during
manual revision of pretrained output is not possible
with current NLP for adapting pretrained LMs to
historical corpora.

In prior work, Bonnell and Ogihara (2022) pro-
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posed a rule-based expert system for the case of
Modern Historical Japanese corpora that generates
accurate UD annotations using a set of handcrafted
rules. The rules compose a two-parted workflow
that (1) normalizes non-standard lexical variants to
a more canonical form so that the normalized text
can receive a more accurate parsing by a pretrained
tool, and (2) an assignment step where the updated
UD is then linked to word forms from the original
text. Figure 1 shows an overview. The use of rules
allows for immediate improvement in UD anno-
tation for out-of-vocabulary terms by parsing de-
pendencies using substituted terms that are present
in the vocabulary, and then restoring the historical
forms in the parsed sentence. Moreover, each rule
forms a direct application of domain knowledge
and supports human comprehension. However, be-
cause rule generation cannot proceed without man-
ual review, the workflow can be a time intensive
undertaking when the number of rules needed to
achieve improved accuracy is not known.

This paper aims to enrich the rule-based expert
system by incorporating it into a workflow that is
usefully guided by a pretrained LM adapted to the
domain of Modern Historical Japanese. The contri-
butions of the proposed workflow are as follows:

• Use of domain adaptation methods to train a
LM that can flag instances of incorrect UD
output from a pretrained tool not adapted to
the historical domain.

• Automatic generation of a rule set from
flagged differences in UD output using a
domain-adapted LM trained with the masked
language modeling objective. The developed
rule set can be directly used to enhance a rule-
based system for linguistic UD annotation.

• The domain-adapted LM improves pretrained
UD annotation in the historical domain and
rules suggested using this LM are best indica-
tive of unique characteristics of the domain
when compared to baseline methods, in terms
of out-of-vocabulary rate and candidate rule
discovery for “difficult” bigram terms.

The proposed method offers improved UD accu-
racy for Modern Historical Japanese corpora while
also enabling useful evaluations by a domain ex-
pert. This can serve as welcome news to DH schol-
ars who would like to make more frequent use of
transformer-based NLP methods in their scholar-
ship.

Figure 1: Overview of the rule-based expert system. In
this example, the rule ‘假令へ’→ ‘たとえ’ is applied to
the sentence ‘否假令へ貸倒れとならずとするも、’.
After string replacement of the left-hand side with the
right-hand side, the normalized sentence is submitted to
a pretrained UD tool for annotation. The updated UD
returned is then aligned with historical word forms (i.e.,
‘假令へ’) from the source text.

2 Related Work

Gururangan et al. (2020) has shown that continued
pretraining of large pretrained language models
using unlabeled data from the task domain yields
improvements in task performance for both small
and large corpus sizes. The literature is rich with
proposals applying pretraining strategies in differ-
ent domains (Gururangan et al., 2020; Desai et al.,
2020). These methods have also been successfully
applied in the case of historical texts (Manjavacas
and Fonteyn, 2022; Han and Eisenstein, 2019).

Universal Dependencies (UD) is a community
effort for cross-linguistic annotation of grammar
(parts of speech, morphological information, and
syntactic dependencies) (Nivre et al., 2020). Re-
cent methods have been put forward for generating
UD annotations using transformer-based language
models, e.g., BERT and ELECTRA, as a backbone
(Kondratyuk and Straka, 2019). These are also
available for generating UD from Japanese text
input. (Yasuoka, 2022; Matsuda et al., 2019). How-
ever, the transfer of adaptive BERT models when
using these methods for the case of historical text –
and specifically historical Japanese text – remains
to be evaluated thoroughly.

The need for helpful evaluations of NLP-based
tools is gaining traction in the DH community
(McGillivray et al., 2020; Suissa et al., 2022). In
the case of historical Japanese, Shirai et al. (2020)
trains a combination of UDPipe and CRF++ for
sequence labeling using training data made avail-
able through the labor-intensive corrections done
by domain experts. To the best of our knowledge,
this paper is the first to address the applicability of
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already pretrained tools through domain adaptation
methods and the use of a pretrained neural archi-
tecture as a mechanism for enhancing an expert
system that generates UD annotations for the case
of Modern Historical Japanese corpora.

3 Method

3.1 Data and Model Selection

We adopt the Taiyo (太陽) magazine as a his-
torical corpus of written Japanese published by
Hakubunkan and maintained by the National Insti-
tute for Japanese Language and Linguistics (NIN-
JAL) as part of its Corpus of Modern Japanese.
Taiyo was the best-selling general interest maga-
zine during the Meiji (明治) and Taisho (大正)
periods (1895-1925) and contains 3400 documents
written by 1000 different writers. The magazine
saw significant changes in literary and colloquial
writing during this period where both styles can
coexist within the same article (Maekawa, 2006).
Taiyo is made available without any linguistic meta-
data and, therefore, obtaining ground truth UD an-
notations for the corpus is not possible.1

For application of domain adaptation methods,
we reference the Balanced Corpus of Contempo-
rary Japanese (BCCWJ), a large corpus of con-
temporary written Japanese and Japan’s first 100
million words balanced corpus (Maekawa et al.,
2014).2 UD-Japanese-BCCWJ r2.8 is a UD re-
source curated from BCCWJ and contains UD an-
notations from the core (edited) portion of BC-
CWJ (1980 documents; 57K sentences) (Asahara
et al., 2018). To augment the labeled data avail-
able, we incorporate UD-Japanese-GSD, another
UD Japanese resource from Google Universal De-
pendency Treebanks v2.0 (Asahara et al., 2018).
Finally, for evaluation of our methods against the
Modern Historical Japanese domain, we appeal to
the UD-Japanese-Modern treebank, a small UD an-
notation corpus based on samples from the Meiroku
Zasshi corpus in NINJAL’s Corpus of Modern
Japanese where Taiyo is also sourced from (822
labeled sentences) (Asahara et al., 2018).3

1Due to the presence of copyrighted text, the Taiyo corpus
is not publicly available and obtaining the entire contents
is possible only through DVD (CD-ROM) purchase through
NINJAL.

2The OW, OB, OM, and OL registers have the longest
coverage in the corpus, spanning 30 years from 1976-2005.
DVD (CD-ROM) purchase is also required for access due to
copyrighted articles.

3More specifically, the Meiroku Zasshin samples in the
UD-Japanese-Modern resource are sourced from CHJ Meiji /

Figure 2: Heatmap matrix showing similarity between
data sampled from target and pretraining domains. Sim-
ilarity is defined as the percentage overlap in the top
10K words gathered from each sample. Texts are tok-
enized with MeCab initialized using UniDic for Modern
Literary Japanese (Ogiso et al., 2013). ‘1895’, ‘1901’,
‘1917’, and ‘1925’ refer to publication year of texts
sourced from Taiyo. The other samples compared with
here: ‘meiroku’ (from Meiroku Zasshi), ‘google’ (from
UD Japanese GSD), ‘bccwj’ (from UD Japanese BC-
CWJ), and ‘jawiki’ (from Japanese Wikipedia).

Pretrained models that generate Japanese UD
annotations are selected based on the pretraining
data used and if a significant difference in the vo-
cabulary is observed between the pretraining do-
main and the Modern Historical Japanese domain.4

This is also done in expectation of workflows in
production where only a pretrained tool trained
strictly on contemporary text is available. These
models: (1) GiNZA (5.1.0), an ELECTRA-based
model pretrained on large web crawl of Japanese
text and UD Japanese BCCWJ r2.8 (Matsuda et al.,
2019), and (2) esupar (1.1.5), a BERT-based model
for UPOS prediction that also trains a BiLSTM
with deep biaffine attention for dependency parsing
(Yasuoka, 2022). esupar can be initialized using
different models and we select KoichiYasuoka/bert-
base-japanese-char-extended that is pretrained on
Japanese Wikipedia. Figure 2 shows a heatmap
quantifying vocabulary similarity in the selected do-
mains by comparing overlap in the top 10K words
from samples collected in each domain. Low simi-
larity observed between Taiyo and pretraining do-

Taishō Era Series I: Magazines.
4For the case of Japanese, several pretrained BERT models

exist where the pretraining data used is similar to the histor-
ical domain where Taiyo is sourced form. However, for the
purposes of the research questions forwarded here, we do not
include said models here.
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Corpus UD Labels? Domain
Tuning

Task-
specific

Training

Rule Set
Generation

Taiyo D D
UD-Japanese-BCCWJ D D D
UD-Japanese-GSD D D D
UD-Japanese-Modern D

Table 1: Overview of the corpora used at each phase in
the workflow.

mains offer credence to domain adaptation methods
for this kind of data.

3.2 Workflow

We develop a domain-adapted LM that can predict
accurate UD in the Modern Historical Japanese do-
main by employing pretraining methods that can
enable transfer between disparate domains. We
base our approach on the training steps proposed
in Han and Eisenstein (2019) and treat Taiyo as a
target corpus of unlabeled data, and UD-Japanese-
BCCWJ and UD-Japanese-GSD as labeled source
corpora. Then, following Yasuoka (2022), we train
a combination of BERT and a BiLSTM-based neu-
ral biaffine network for UPOS and semantic de-
pendency parsing prediction, respectively. The re-
sulting domain-adapted LM is subsequently used
for generating a rule set that brings improved pre-
trained UD annotation in the historical domain. Fig-
ure 3 presents an overview of the workflow and
Table 1 shows the role of the corpora along each
phase. Our code for realizing these steps are pub-
licly available.5

3.2.1 Domain tuning
In this phase we fine-tune the BERT contextualized
embeddings through continued pretraining on the
dynamic masked language modeling (MLM) ob-
jective in the target domain. Ten random maskings
are generated for each sample and, in each mask-
ing, 15% of the tokens are randomly masked as per
Han and Eisenstein (2019). Three epochs are done
over the masked data. We use all unlabeled training
samples from the Taiyo corpus and add unlabeled
samples from the training splits in UD-Japanese-
BCCWJ and UD-Japanese-GSD. The maximum
sequence length is set to 50 and we segment the
text into chunks of this size; we find empirically
that using smaller segments for this data helps drive
down the training loss when compared to larger se-
quence lengths.

5https://github.com/jerrybonnell/
adapt-esupar

Domain-tuned
BERT

Fine-tuned
BERT BERT Embedding

Neural Biaffine
Network

UPOS Dependency
parsings

Rule Set
Generation

Source
Corpora

Target
Corpus

Domain Adaptation

Rules

Figure 3: Component diagram showing different steps
and outputs in the workflow.

3.2.2 Task-specific training
We develop two models for simultaneous predic-
tion of UPOS and dependency parsings using the
domain-tuned BERT. To learn the former we fine-
tune the contextualized embeddings on the UPOS
labeling objective using only labeled samples from
the training splits in the source corpora; no labels
from the target corpus are used during learning of
the prediction model.

For learning the latter, the contextualized em-
beddings from the fine-tuned LM are then used as
an embedding layer in a BiLSTM-based neural bi-
affine network for learning dependency parsings.
The BiLSTM model is also trained using only la-
beled dependencies from the source corpora. An
implicit assumption of this step is that the addi-
tional transfer of the fine-tuned contextualized em-
beddings to the BiLSTM-based model is useful for
generating improved UD annotations in the target
domain.

3.2.3 Generating a rule set using the
domain-adapted LM

A domain-adapted LM that can produce accurate
UD in the Modern Historical Japanese domain can
be used to flag instances of inaccurate UD output
generated by a pretrained LM. These flagged dis-
crepancies provide critical regions where potential
rules can be generated. Consistent with Bonnell
and Ogihara (2022), we restrict our attention to
differences only in the FORM field and define a
rule as a mapping from a historical word form to
a normalized usage such that, after rule applica-
tion and submission of the normalized sentence
to a pretrained system, the output FORM, UPOS,
and DEPREL fields of the domain-adapted and pre-
trained LM become identical. Figure 4 provides an
overview of this module.

We focus specifically on prediction of two-
character bigrams consisting of at least one kanji
character that are misclassified by a pretrained LM.
Instances of this form are raised using sentences
from the testing split of the Taiyo corpus. The mis-
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Masked Contexts Masked Predictions Rules
世に立つ上に於ては何處までも[MASK]の點を
避ける樣に努めねばならぬと思ふ。

そ,こ,此,別, ... 之の→その*,之の→この*,
之の→此の,之の→別の, ...

世に立つ上に於ては何處までも之[MASK]點を
避ける樣に努めねばならぬと思ふ。

ゝ,是,は,二, ... 之の→之ゝ*,之の→之是,
之の→之は,之の→之二, ...

Table 2: Example flow showing candidate normalized form discovery for the flagged bigram ‘之の’ in the context
sentence ‘世に立つ上に於ては何處までも之の點を避ける樣に努めねばならぬと思ふ。” where predicted
UPOS and DEPREL for ‘之の’ is “DET” and “det”, respectively, according to ADAPT-ESUPAR. Normalized
forms are candidates when, after substitution in the respective context sentences, pretrained annotation consistently
aligns with the FORM, UPOS, and DEPREL fields given by ADAPT-ESUPAR for this term. Candidate normalized
forms here are marked with asterisks.

classified bigram directly composes the left-hand
side of the rule.

For discovery of candidate normalized forms
(that then compose the right-hand side), we apply
the domain-tuned BERT trained with a masked
language modeling (MLM) head. We collect all
contexts where the bigram appears in the Taiyo test-
ing set and, with respect to each context, separately
mask each of the two characters in the bigram and
generate the top 15 predictions for the masked to-
ken.

The masked predictions are used to substitute
the misclassified bigram term in its respective con-
texts, and are then submitted to a pretrained LM
for UD annotation. Predicted terms are ranked best
if, after substitution, UD supplied for the bigram
in the parsed sentence consistently aligns with the
domain-adapted LM annotation in terms of FORM,
UPOS, and DEPREL fields. Table 2 demonstrates
an example flow. The best ranked predicted terms
compose a candidate normalized form list that can
be further curated by a domain expert, and used to
supplement and expand the rule set used to guide
the rule-based expert system.

4 Evaluation

A prerequisite to using a domain-adapted LM to en-
rich the rule-based expert system is that it must first
produce accurate UD in the target domain. Because
Taiyo is unlabeled, we evaluate against ground truth
labels from similar corpora in the target domain us-
ing the UD-Japanese-Modern treebank. Moreover,
no canonical train-test split exists for Taiyo so we
randomly partition the documents in a 75%/25%
scheme (2121/707 documents) where the training
set is used for domain tuning and the testing set for
development of the rule set.

BERT and BiLSTM-based systems are imple-
mented in PyTorch using the HuggingFace trans-

Contexts with
Misclassified
Bigram TermsSentences    Domain-adapted  

LM

Pretrained 
LM

Normalized
Form Ranking

UD
Consistency
Verification 

MLM  
Prediction

Context
Masking

Historical
word forms

Candidate
normalized

forms

Figure 4: Flow diagram illustrating steps for rule gen-
eration using the domain-adapted LM. The goal of the
module is to develop candidate normalized forms that
can be used as substitutions for historical word forms.
The mapping from a historical word form to some can-
didate normalized form composes one potential rule.

formers (4.16.2) and esupar (1.1.5) libraries, re-
spectively. Furthermore, we use the parallel shell
tool for achieving speed-ups during UD annotation
work (Tange, 2011). All experiments are performed
on an NVIDIA Tesla P100 GPU.

4.1 Systems

We evaluate the following four systems:

• ADAPT-ESUPAR. This system fine-tunes the
contextualized embeddings on unlabeled data
from the source and target domains, and then
applies task-specific training using source do-
main labeled data from UD-Japanese-BCCWJ
and UD-Japanese-GSD.

• FINETUNED-ESUPAR. This baseline omits
the domain tuning step and only applies task-
specific training using labeled data from the
source domain.

• OMIT-ESUPAR. This baseline omits any
samples from the target domain. It applies
domain tuning using only unlabeled data from
the source domain, and task-specific training
also using source domain labeled data.
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• SUB-ESUPAR. This baseline substitutes all
target domain samples used during domain
tuning with an equal amount of unlabeled sam-
ples from the source domain collected from
the non-core portion of BCCWJ. Task-specific
training is then applied using source domain
labeled data.

All above systems use the pretrained BERT
model KoichiYasuoka/bert-base-japanese-char-
extended as a starting point, the same base used
for fine-tuning the default configuration used by
esupar. For evaluation, we draw comparisons with
the following two pre-trained UD annotation tools:

• ESUPAR. This pretrained tool is applied un-
der the default setting (KoichiYasuoka/bert-
base-japanese-upos), as described in Yasuoka
(2022). The systems are compared against its
output for flagging instances of inaccurate UD
output and generating bigram rules.

• GINZA. This pretrained tool, as described in
Matsuda et al. (2019), is used when evaluating
performance on ground truth labels from the
UD-Japanese-Modern treebank.

5 Results

The results we report in this section are designed to
answer the questions: (1) does the use of domain
adaptation bring an improvement in UD annota-
tion for the Modern Historical Japanese domain,
(2) when compared to baseline systems, do the
flagged instances raised by ADAPT-ESUPAR sug-
gest unique characteristics about the target corpus,
and (3) does the application of ADAPT-ESUPAR
bring the best discovery rate for potential rules in
the target domain?

5.1 Improving UD annotation in the target
domain

We evaluate each system against the UD-Japanese-
Modern treebank using the UPOS, UAS, MLAS,
LAS, and BLEX metrics defined in Zeman et al.
(2018), and incorporate performance from GINZA
into our results.6 Table 3 reports F1 scores for each
system.

6We do not report results from the baseline ESUPAR as
the specification of its training data for task-specific training
are not made clear and we are unable to confirm whether
this treebank is used as part of any step during its training
procedure.

Model UPOS UAS MLAS LAS BLEX
ADAPT-ESUPAR 74.04 71.63 32.76 51.89 42.95
FINETUNED-ESUPAR 70.28 64.44 29.41 47.42 38.47
OMIT-ESUPAR 69.77 65.15 28.56 47.49 38.12
SUB-ESUPAR 68.87 63.97 28.62 47.39 38.17
GINZA 69.51 58.88 24.26 44.05 31.84

Table 3: F1 score performance on the UD-Japanese-
Modern treebank. Best score on a metric is bolded.

ADAPT-ESUPAR brings the most improvement
across all metrics when compared to GINZA, with
a 4.53% improvement in UPOS prediction, 12.75%
in UAS, 8.5% in MLAS, 7.84% in LAS, and
11.11% in BLEX. Moreover, ADAPT-ESUPAR
also improves over the best performing baseline
(FINETUNED-ESUPAR) with a 3.76% improve-
ment in UPOS, 7.18% in UAS, 3.35% in MLAS,
4.47% in LAS, and 4.48% in BLEX.

We also find that smaller fine-tuned LMs can out-
perform larger generally-trained LMs on this tree-
bank. We compare the systems tested against the
generally trained UDify (Kondratyuk and Straka,
2019). All four systems improve on the BLEX
benchmark (35.47%; 7.48% improvement from
ADAPT-ESUPAR) and remain competitive across
other metrics.

5.2 Flagged FORM differences in bigram
prediction

We evaluate each system against ESUPAR by col-
lecting instances where bigrams predicted by the
system in the FORM field are split into denomina-
tions by ESUPAR, e.g., “夫れ” is parsed as “夫”
and “れ”. To quantify the importance of these dis-
crepancies, we compare the degree of overlap in
the flagged instances found for each system. Figure
5 shows the overlap in bigram parsing differences
in the FORM field using a Venn diagram.

We observe heavy agreement in parsing differ-
ences among the four systems (33%). The sim-
ilarity drops off considerably for any other pair-
ing, however, there is notable agreement in the dif-
ferences found by SUB-ESUPAR, FINETUNED-
ESUPAR, and OMIT-ESUPAR (8%). Moreover,
the diagram indicates regions that are unique to
each system. SUB-ESUPAR has the largest share
of these differences (9%), ADAPT-ESUPAR the
second-largest (8%), and FINETUNED-ESUPAR
the lowest (5%).

We explore these differences further by looking
at the out-of-vocabulary (OOV) rate for bigram
terms in the unique regions. We define an OOV
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Figure 5: Venn diagram of differences in bigram parsing
among the 4 tested systems. System names are abbrevi-
ated, e.g., "OMIT-ESUPAR" is shortened to "OMIT".

term as any bigram that does not appear in the
source domain training set: the concatenation of
UD-Japanese-BCCWJ, UD-Japanese-GSD, and the
samples collected from the non-core portion of
BCCWJ. We find that for bigrams from these re-
gions ADAPT-ESUPAR incurs the highest OOV
rate (75.3%). For baseline systems, SUB-ESUPAR
yields a 71.7% OOV rate, OMIT-ESUPAR 71.7%,
and FINETUNED-ESUPAR 69.7%. Moreover, bi-
grams from the region consistent among all four
systems incur the lowest OOV rate (67.8%).

5.3 Candidate normalized form discovery for
difficult bigram terms

A prerequisite to rule generation is the discovery of
candidate normalized forms that can serve as substi-
tutions for bigram terms misclassified by ESUPAR.
To determine whether ADAPT-ESUPAR offers the
best potential for generating these candidates when
compared to baseline systems, we focus specifi-
cally on bigram terms that are “difficult.” Meaning,
assuming that ADAPT-ESUPAR parsing is accu-
rate, bigrams where a system is unable to produce
any candidate normalized forms that, after substi-
tution and submission to ESUPAR for annotation,
align with the parsing given by ADAPT-ESUPAR
for this term with respect to FORM, UPOS, and
DEPREL fields. We test each of the other 3 sys-
tems on a given system’s difficult bigram terms and
collect the percentage of those that contain at least
one candidate normalized form. In terms of the
Venn diagram in Figure 5, we apply this procedure
to bigrams from the consistent portion among the
4 systems. Figure 6 reports the results from this
experiment.

In terms of bigrams found to be difficult, we
observe systems are most successful when predict-
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Figure 6: Bar plot showing candidate prediction success
rate for “difficult” bigram terms. “Difficult” bigrams
are defined as bigram terms identified by some system
that do not contain any normalized forms that, accord-
ing to ADAPT-ESUPAR, bring an improvement in UD
annotation for that term when applied. X-axis shows the
system being tested and Y-axis shows the percentage of
difficult bigrams (with respect to another system) that
have at least one candidate normalized form predicted
by the tested system. System names are abbreviated.

ing bigrams from FINETUNED-ESUPAR (purple
bars). ADAPT-ESUPAR and SUB-ESUPAR are
both able to suggest candidates for 23.5% of its
terms. Conversely, systems appear to have the most
difficulty predicting terms from OMIT-ESUPAR
(orange bars). ADAPT-ESUPAR can suggest can-
didates for 16.7% of its bigrams, FINETUNED-
ESUPAR 10.2%, and SUB-ESUPAR 13.6%.

If performance is to be measured as a model’s
ability to maintain a high candidate suggestion rate
while also minimizing the rate for other models
to suggest candidates for its own bigrams, then
ADAPT-ESUPAR exhibits strong results on this
task. We find that, with respect to each model,
ADAPT-ESUPAR either ties for or has the highest
candidate prediction rate on the respective bigrams.
Moreover, candidate prediction rate on bigrams
from ADAPT-ESUPAR (black bars) is lower than
the rate ADAPT-ESUPAR delivers on the bigrams
from any other model. This observation does not
hold for other setups.

6 Discussion

Use of domain adaptation methods. A crucial
component of this research is determining whether
the application of domain adaptation methods is re-
quired for discovery of candidate normalized forms
that can be used for refinement of a rule-based ex-
pert system. While a large portion of the flagged
differences in bigram parsing are consistent among
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the 4 systems tested here, we find these bigram
terms incur the lowest OOV rate and, therefore,
may not be best indicative of the lexical variants
that are unique to the target domain. When putting
this in context of rule generation, we also find that
ADAPT-ESUPAR is the system that exhibits the
best candidate discovery rate for difficult bigrams
in this region.

It is important to highlight contributions made
by our baselines. The domain tuned SUB-ESUPAR
is able to flag more unique instances in bigram pars-
ing than ADAPT-ESUPAR while only trading off
a 3.6% reduction in the OOV rate incurred when
compared to ADAPT-ESUPAR. It is only when do-
main tuning is excluded that deterioration in perfor-
mance becomes apparent. FINETUNED-ESUPAR
exhibits the lowest number of unique flagged in-
stances and candidate discovery rate, and every
other system finds most success when predicting
its difficult bigram terms. These results are indica-
tive of the effect of domain tuning and that any
domain tuning, notwithstanding the use of target
domain data in this step, is still able to bring im-
proved performance on these tasks.

However, this result is strongly dependent on the
source domain data used and the degree of over-
lap that exists between source and target domains.
While the overlap in vocabularies between Taiyo
and BCCWJ is relatively small (≈50%), the over-
lap that does exist may present BERT an opportu-
nity to learn useful representations about the target
domain from the unlabeled source domain data.
Nevertheless, the degree of difference in our results
is maximized when unlabeled samples from the
target domain are incorporated into domain tuning.

Enabling helpful evaluations by domain ex-
perts. The true test of the proposed workflow is the
value it creates for the domain expert. The flagged
instances direct attention to errors in pretrained
output that may be most egregious and the sug-
gested rules provide a mechanism for improving
that output in a manner that supports both human
comprehension and further manual revision. The
workflow, then, offers a more principled strategy
for manual labeling campaigns than by rote manual
revision of pretrained output.

Indeed, the potential rules that can be suggested
currently are limited by the single masked character
predictions that are possible under the constraint of
differences in two-character bigram tokenization.
The number of flagged instances can be increased

by relaxing the constraint to include predicted bi-
grams that should be split into denominations and
formulations that involve more than two charac-
ters. In the case of the former, the current masking
strategy has a direct extension.

LM refinement using the rule-based expert
system. The current proposed workflow has made
use of a rule-based expert system that is usefully
guided by a domain-adapted LM. However, an in-
triguing implication of this work for the DH com-
munity is the possibility to apply the steps in the
reverse: using the expert system as a means to in-
form the training of a pretrained LM. Because the
output of the expert system is capable of bringing
improved UD annotation in the target domain, its
output can serve as a means for obtaining accurate
labeled target domain data that can then be used for
supervised task-specific training. This can serve
as an additional means for obtaining improved UD
annotation in the target domain while enabling the
process to be driven by the domain expert.7

7 Conclusion

This paper demonstrates the use of domain adapta-
tion methods for bringing improved UD annotation
in the Modern Historical Japanese domain. It incor-
porates a domain-adapted LM into a workflow de-
signed to enable evaluation by domain experts. Fea-
tures salient to this workflow: the domain-adapted
LM is deployed to flag instances of incorrect pre-
trained UD output and these are then used to form
rules that, when applied, improve annotation accu-
racy in these contexts. The rules can be used to
supplement and enrich a rule-based expert system.

Our experiments indicate that domain adaptation
is a necessary step to enable flagging of incorrect
UD output and generation of candidate normalized
forms that can be used to build a rule set. How-
ever, we find that the choice of source domain data
used for domain adaptation is significant, especially
when there exists considerable similarity between
data sampled from the source and target domains.
To best maximize this transfer, the source data sam-
pled should minimize similarity with the target do-
main. We are interested in exploiting associations
between degree of dissimilarity in domains and

7We recognize that fine-tuning LMs on labeled data from
the target domain can cause catastrophic forgetting in labeling
accuracy in the source domain (Han and Eisenstein, 2019).
Because the principal concern of this research is obtaining
improvement exclusively in the target domain, we consider
this side effect beyond the scope of this work.
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margin of improvement brought by transfer learn-
ing in the context of historical texts. Future work
will also do well to explore metrics other than vo-
cabulary overlap for quantifying this similarity.

We hope to have the proposed workflow re-
viewed and evaluated by domain experts in the
future, and that this work can help pave the path
toward greater adoption of pretrained neural archi-
tectures into scholarly workflows in DH.
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Daniel Zeman, Jan Hajič, Martin Popel, Martin Potthast,
Milan Straka, Filip Ginter, Joakim Nivre, and Slav
Petrov. 2018. CoNLL 2018 shared task: Multilingual
parsing from raw text to Universal Dependencies. In
Proceedings of the CoNLL 2018 Shared Task: Multi-
lingual Parsing from Raw Text to Universal Depen-
dencies, pages 1–21, Brussels, Belgium. Association
for Computational Linguistics.

39



Proceedings of the 6th LaTeCH-CLfL Workshop, pages 40–52
October 16, 2022. ©2022 International Conference on Computational Linguistics

Every picture tells a story:
Image-grounded controllable stylistic story generation

Holy Lovenia∗, Bryan Wilie∗, Romain Barraud∗,
Samuel Cahyawijaya, Willy Chung, Pascale Fung
Center for Artificial Intelligence Research (CAiRE)

The Hong Kong University of Science and Technology
(hlovenia, bwilie, rmbarraud)@connect.ust.hk

Abstract
Generating a short story out of an image is
arduous. Unlike image captioning, story gener-
ation from an image poses multiple challenges:
preserving the story coherence, appropriately
assessing the quality of the story, steering the
generated story into a certain style, and address-
ing the scarcity of image-story pair reference
datasets limiting supervision during training.
In this work, we introduce Plug-and-Play Story
Teller (PPST) and improve image-to-story gen-
eration by: 1) alleviating the data scarcity prob-
lem by incorporating large pre-trained models,
namely CLIP and GPT-2, to facilitate a fluent
image-to-text generation with minimal super-
vision, and 2) enabling a more style-relevant
generation by incorporating stylistic adapters
to control the story generation. We conduct
image-to-story generation experiments with
non-styled, romance-styled, and action-styled
PPST approaches and compare our generated
stories with those of previous work over three
aspects, i.e., story coherence, image-story rele-
vance, and style fitness, using both automatic
and human evaluation. The results show that
PPST improves story coherence and has better
image-story relevance, but has yet to be ade-
quately stylistic.

1 Introduction

Enabling machine-generated stories based on vi-
sual cues opens up promising directions, and leads
language models (LMs) to be viewed as an inter-
face, allowing its involvement in artistic tasks such
as advertisement creation and AI-generated movie
scripting (McIntyre and Lapata, 2009; Ji et al.,
2022; Xu et al., 2019; Hao et al., 2022).

In that direction, vision-language understanding
and generation works succeed in leveraging image
as well as text as cross-modal knowledge to solve
various tasks (Kafle et al., 2019; Zhou et al., 2020;
Yu et al., 2021). One fundamental task, image cap-
tioning, which involves the model to generate an

∗∗The authors contributed equally to this work.

Figure 1: A story generated by action-styled PPST.
Green denotes the words associated with the image.
Blue denotes the words associated with the style.

informative textual caption according to a given
image, opens up a venue for creativity to be ex-
plored. Humans can compose concise descriptions
of pictures by focusing on what they find important.
Mao et al. (2015); Xia et al. (2021); Mokady et al.
(2021); Radford et al. (2021) lay a solid founda-
tion on the current capability of machine learning
models to relay cross-modal knowledge for the lan-
guage models to do generation out of images. Be-
yond generating captions, creating stories–which
utilize linguistics to compose and narrate an inter-
related series of events (Li et al., 2018; Peng et al.,
2018; Chandu et al., 2019)–according to a single
input image offers even possibilities for creativity-
based tasks (Wang et al., 2020b; Yang et al., 2019;
Hsu et al., 2018).

From the recent advancement on the image-to-
story task, it is evident that multiple challenges still
remain to be properly solved. One of the main chal-
lenges is that model-generated stories tend to lose
their coherence as their length increases. Further-
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more, the generated text needs to go beyond the
pure description of an image as captioning does.
Data scarcity, in this context the lack of ready-
to-use datasets of image associated with a short
story, is also a challenge. Lastly, to the best of
our knowledge, there is still limited control over
generated stories aside from their relevance to the
corresponding image, especially with regards to
style (Alabdulkarim et al., 2021). Style has a role
to convey a message or story through certain vari-
ations of diction and ways of delivery appropriate
for a specific context (Ficler and Goldberg, 2017;
Shen et al., 2017; Rishes et al., 2013).

In this work, we introduce Plug-and-Play Story
Teller (PPST). We take a step towards generat-
ing a stylistic story from an image while allevi-
ating the data scarcity issue by leveraging large
pre-trained models such as CLIP (Radford et al.,
2021) and GPT-2 (Radford et al., 2019), and to add
the possibility to control the rendered style through
plug-and-play adapters, explored in (Madotto et al.,
2020) and (Radford et al., 2021). PPST yields im-
proved natural and on-topic stories, and the result-
ing stylistic stories also have a strong image-story
relevance. Our results highlight the performance
of PPST, especially in story coherence and image-
story relevance, improving the previous state-of-
the-art performance. Lastly, we provide an analysis
on the generated stories, including the occurring
issues such as repetition and lack of common sense.
We present an example of our generated stories
using PPST in Figure 1.

2 Related work

2.1 Vision-language generation

In vision-language generation, we exploit both im-
age and text as cross-modal knowledge to address
various tasks. Taking on the fact that humans can
prepare concise descriptions of pictures by focus-
ing on what they find important, Mao et al. (2015)
explore this direction by developing a multimodal
recurrent neural network model (RNN) to generate
novel image captions. Xia et al. (2021) build a
method of cross-modal generative pre-training for
text-to-image caption generators through multiple
generation tasks. Huang et al. (2019) build an At-
tention on Attention (AoA) module, which extends
conventional attention mechanisms to determine
the relevance between attention results and queries.
In the encoder, AoA helps to rectify model relation-
ships among different objects in the image; in the

decoder, AoA filters out irrelevant attention results
and keeps only the useful ones.

Further, Pan et al. (2020) introduce a unified X-
Linear attention block, that fully employs bilinear
pooling to selectively capitalize on visual informa-
tion or perform multimodal reasoning to leverage
high order intra- and inter-modal interactions. Cor-
nia et al. (2020) build a meshed transformer with
memory architecture that improves both the im-
age encoding and the language generation steps. It
explores a multi-level representation of the relation-
ships between image regions integrating learned a
priori knowledge, and uses a mesh-like connectiv-
ity at decoding stage to exploit low- and high-level
features. Mokady et al. (2021) show the effectiv-
ity of the encoding from a recent advancement on
vision-language pre-training approach, CLIP (Rad-
ford et al., 2021) encoding as a prefix to the caption
for image captioning.

2.2 Modeling on low-resource data
Modeling on low-resource data tends to lead to
overfitting, which results in non-robust and overly-
specific models. This problem is often solved by
using augmentation methods. Different augmenta-
tion methods and toolkits for various data formats
have been developed to better regularize models
and increase robustness (Perez and Wang, 2017;
Park et al., 2019; Dhole et al., 2021; Lovenia et al.,
2022).

With the rise of large pre-trained models, aston-
ishing progress has been made for handling low-
resource data. Large pre-trained models, such as
BERT (Devlin et al., 2019), GPT2 (Radford et al.,
2019), and CLIP (Radford et al., 2021) have shown
to be effective for handling multiple low-resource
tasks (Wilie et al., 2020; Cahyawijaya et al., 2021;
Winata et al., 2022, 2021). The labelled data for
image-to-story task is also scarce, hence we ex-
tend these large pre-trained models to allow a more
robust image-to-story generation.

2.3 Image-grounded story generation
In the image-grounded story generation
task (Rameshkumar and Bailey, 2020; Wang et al.,
2020a, 2018; Concepción et al., 2016; Ferraro
et al., 2019; Mitchell et al., 2018; Min et al.,
2021), the widely adopted pipeline includes: 1)
extracting captions from an image, 2) encoding the
caption, 3) altering the caption with pre-trained
encoded stories, and 4) decoding the resulting
story. Skip-thought vectors (Kiros et al., 2015)
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Figure 2: The inference pipeline of Plug-and-Play Story Teller (PPST) for controllable story generation based on a
single image. Visual input encoder encodes the image into a rich semantic embedding, which is then projected into
a fixed length visual prefix to be fed to the stylistic language model in order to generate a styled story.

and a sentence encoder-decoder have been used
to build an image-to-story generator or to align
books and movies (Zhu et al., 2015). Ba et al.
(2016) design alternative pipelines by chaining
a convolutional neural network (CNN) to extract
feature and a recurrent neural network (RNN) with
attention for story generation.

Other previous works have explored the use of
a graph-based architecture (Wang et al., 2020b)
for visual storytelling by modeling the two-level
relationships on scene graphs. Yang et al. (2019)
present a commonsense-driven generative model,
which aims to introduce commonsense from an ex-
ternal knowledge base for visual storytelling. Hsu
et al. (2018) propose an inter-sentence diverse
beam search to produce expressive stories. One
of the latest works in the field is Image2Story (Min
et al., 2021), which will be further explained in
§4.3.

2.4 Controllable text generation

One important aspect required in natural language
generation is the control over the produced result.
Recent approaches on style generation control have
shown promising results. Dathathri et al. (2020)
develop plug-and-play language models (PPLM),
which combine a pre-trained LM with one or more
simple attribute classifiers that guide text genera-
tion without any further training of the LM. Smith
et al. (2020) adapt (Weston et al., 2018; Roller et al.,
2021), and compare it with some of the previously
mentioned approach on controlling the styles of
generative models to match one among about 200
possible styles.

While Smith et al. (2020) mention that PPLM-
style approach is cheaper at train time, Madotto
et al. (2020) highlight its considerable computa-

tional overhead. Madotto et al. (2020) tackle this
issue by developing a plug-and-play conversational
model (PPCM) that uses residual adapters (Houlsby
et al., 2019) and discards the need of further com-
putation at decoding time and any fine-tuning of
a large LM. At the same time, the generation re-
sult using PPCM is also more fluent and style-
consistent. For this reason, we adapt PPCM to
introduce style controllability into our method.

3 Plug-and-Play Story Teller (PPST)

We present the overview of our approach: Plug-and-
Play Story Teller (PPST) during inference in Figure
2. To generate stories out of an image, PPST in-
volves two main components: visual input encoder
(Enc) and plug-and-play stylistic story decoder
(Dec). We use two datasets: an image captioning
dataset D = {(vDi , cDi )}ni=1, where vD denotes im-
age as the visual content and cD denotes the caption
with the textual description of the respective image,
and a book passage collection B = {(pBi , gBi )}ni=1,
where pB denotes the passage chunk and gB de-
notes its style (genre).

3.1 Visual input encoder
Initially, PPST needs to be able to grasp what the
image depicts on a factual basis (e.g., objects, per-
formed actions, and the implied associations) so it
should have prior knowledge to develop the story
on. For this purpose, we use CLIP (Radford et al.,
2021), which learns and accumulates knowledge
of visual concepts through a wide variety of image-
sentence pairs. CLIP builds its comprehension of
text-image alignment by pre-training an image en-
coder and a text decoder together, and employs
a contrastive learning objective to maximize the
cosine similarity for the correct image-sentence
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pairings. Leveraging the text-image alignment ca-
pability provided by CLIP, we utilize its image en-
coder as the visual input encoder (Enc) to produce
rich semantic embeddings RE = {rEi }ni=1 from the
images {vDi }ni=1.

Mapping network Although Enc and Dec have
been pre-trained using natural language supervi-
sion, both of them undergo the learning process
separately, which leads to develop latent spaces
that provide crucial knowledge but are indepen-
dent from each other. Furthermore, Dec has yet
to be familiar with the visual content offered by
the representations generated by Enc (RE ). To
align Dec with the latent space where RE is in, the
straightforward way is to simply fine-tune Dec on
RE .

However, this method expands the number of
parameters that Dec has and adds a notable amount
of computation cost to the training process. Due
to this reason, following (Mokady et al., 2021; Li
and Liang, 2021), we introduce a mapping network
Map to act as a bridge between the latent spaces
of Enc and Dec. Using RE as its input, we train
Map to produce a fixed length visual prefix PE

adjusted to the latent space of Dec, so Dec can
receive and understand visual information from the
prefix PE , making fine-tuning on RE more of an
option rather than a necessity. The usage of Map
in our pipeline is further explained in §3.2.

3.2 Plug-and-play stylistic story decoder

Borrowing the natural language ability that large
pre-trained models possess, we utilize a pre-trained
language model LM as a foundation for generating
text in our story decoder Dec. Utilizing a pre-
trained language model lets the generation leverage
a large amount of unlabelled texts with a causal
language modeling objective.

To equip our story decoder Dec with stylistic ca-
pabilities, we follow PPCM (Madotto et al., 2020)
approach, by inserting residual adapters (Houlsby
et al., 2019; Bapna and Firat, 2019) on top of each
transformer layer of LM . The adapters act as style
adapters StyAdp = {Sj}mj=1 which are responsi-
ble for guiding LM ’s text generation according to
the style in use. Each adapter block Sj consists of
a layer normalization (Ba et al., 2016) for efficient
adaptation, followed by an auto-encoder (Hinton
and Zemel, 1993) with a residual connection.

For each style from j = 1 to m, we first select
a subset of B where gBi equals the j-th style, then

Figure 3: Architecture of our plug-and-play stylistic
language model SLM using GPT-2 language model
LM and style adapters StyAdp.

train Sj using frozen LM parameters and trainable
Sj parameters on the passages in the subset pBj .
After training, the StyAdp are then utilized to steer
the output of the LM distribution at inference time
without modifying the original weights. We refer to
the LM with the trained StyAdp as plug-and-play
stylistic language model (SLM ). The architecture
of SLM is shown in Figure 3.

Without any modification, an LM is conditioned
on a textual input to prompt text generation. To
enable Dec to produce texts based on visual repre-
sentations, we employ Map to translate RE to the
input embedding space of SLM . During a forward
pass, Map projects RE into fixed length visual pre-
fixes PE = {pEi }ni=1 which is then fed to the Dec
to perform text generation based on PE . By us-
ing this pipeline, we train Map using D to allow
Map to project meaningful semantic from RE into
the input embedding space of LM . By combining
Map and StyAdp, we enable SLM to ground its
text generation based on a visual content under a
weak supervision introduced by D.

4 Experiment

4.1 Dataset

As described in §3, we utilize two types of datasets.
The first dataset is related to images and captions.
We use MS-COCO (Lin et al., 2014) as our image
captioning dataset D. MS-COCO is a large-scale
328K-image dataset commonly used for object de-
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tection, segmentation, and captioning. We use the
image-caption pairs to obtain prefixes and text em-
beddings to train the mapping network (see §3).
Due to our computing resource limitation, we uti-
lize only 10% of MS-COCO total data.

The second dataset is related to books and gen-
res. For the passage collection B, we use BookCor-
pus (Zhu et al., 2015) to enable the adaptation of
generated stories to a prompted genre. BookCor-
pus is a large dataset composed of 11,038 books
adding up to nearly 985 millions words (1.3 mil-
lions unique words) used to train large models
such as BERT (Devlin et al., 2019). We obtain
the styles of the books by matching the book titles
in BookCorpus with the genres in 2021 Smash-
words (Bandy and Vincent, 2021) dataset. Smash-
words is a dataset listing the e-books available on
the Smashwords platform and recording their title,
language, price, publication date, URL, and genre.

As a result, we classify the books in 16 genres:
romance, fantasy, science fiction, new adult, young
adult, thriller, mystery, vampires, horror, teen, ad-
venture, literature, humor, historical, themes, and
other. Finally, we split the book texts based on
paragraphs, select the text chunks that consist of
30-60 words as passages, and discard the rest. The
total number of passages in our dataset nears 7.7M.

4.2 Experiment setup

We use a pre-trained CLIP with Vision Transformer
encoder to obtain text-image alignment represen-
tation as Enc. We note that different from the
settings used in (Madotto et al., 2020), where they
use open-domain generic dialogues to serve as a
prefix to trigger the responses, here we use a visual
prefix to trigger the generation in our experiments.
Due to the difference in use case, and to enable
tendency towards longer generation responses, we
use a GPT-2 model instead of the proposed utilisa-
tion of DialoGPT (Zhang et al., 2020b) in (Madotto
et al., 2020). In detail, as for the LM in §3.2, we
utilize a pre-trained GPT-2 with 124M parameters,
and employ the same model architecture and size
as well for the adaptation of (Madotto et al., 2020).

We conduct the experiment using PPST with
a non-stylistic setting (without style adapter), re-
ferred to as Non-styled, and with two stylistic set-
tings, which are Romance and Action, since they
are the styles represented by most amount of sam-
ples in the BookCorpus dataset. To filter out the
samples that is strongly categorized as Romance

and Action, we use the first three genres listed by
BookCorpus entries to recognize those entries as
Romance and Action entries.

For Non-styled, we utilize the same approach
described in §3, but instead of using an LM guided
by a style adapter, we use a regular pre-trained LM
(no style adapter) LM directly fine-tuned on the
book collection. We employ Non-styled as a com-
parison against the stylistic approaches in terms
of a controllable story generation. For Romance
and Action, fine-tuning of the GPT-2 with style
adapters on the book collection data is done for a
maximum of 10 epochs, with a learning rate of 1e-3,
a batch size of 8, and a maximum sequence length
of 512. During the training on image-sentence
pairs, we only train the mapping network with a
prefix size of 512, a prefix length of 10, and an
activation function of tanh, and freeze the LM.

Our story generation employs beam search with
a beam size of 5, a temperature of 0.8, and a top-k
of 10. To avoid repetition, we apply a repetition
penalty of 0.7 and limit any repetition of 3-gram
phrases. To encourage the model to produce a
longer story, we apply an exponentially decaying
length penalty with a factor of 1.7 after 20 tokens
and set a minimum generation length to be 750.

4.3 Baseline

We use Image2Story (Min et al., 2021) as our
baseline. It combines an RNN and encoder-decoder
structure to generate a short story out of an image.
The model is built upon skip-thought encoders and
structured in a 3-stage pipeline where: 1) a caption
based on an input image and a skip-thought vector
based on an image-caption dataset are created, 2)
a skip-thought vector based on a story dataset is
created, and 3) starting from the caption, the vector
in 1) is subtracted and the vector in 2) is added so
as to obtain a story fitted to the story dataset based
on the input image.

4.4 Evaluation setup

PPST relies on visual semantics and information,
so we need to ensure that they manage to extract
sufficient knowledge from the input image. For
this purpose, we use the original captions provided
from the MS-COCO dataset as gold references rep-
resenting the visual content conveyed by the input
images for the text-to-text similarity metrics, and
the images for the image-to-text similarity metric.
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Model ROUGE-L ChrF++ MoverScore BERTScore BLEURT BARTScore CLIPScore
Image2Story 9.06 15.04 50.20 39.65 23.80 -4.00 59.95

PPST Non-styled 9.52 16.81 50.11 39.71 26.51 -4.05 61.99
PPST Romance 10.02 15.30 51.94 46.48 36.70 -3.86 69.02
PPST Action 10.09 15.28 51.94 46.59 36.69 -3.86 69.21

Table 1: Automatic evaluation results on the visual information retention in the generated stories. For image-to-text
similarity, i.e., CLIPScore, we compare the generated stories directly with the corresponding images, while for
text-to-text similarity metrics we use the original captions provided from the MS-COCO dataset.

Automatic evaluation We compute seven au-
tomatic evaluation metrics covering two n-
gram-based text-to-text similarity metrics, i.e,
ROUGE-L (Lin, 2004) and ChrF++ (Popović,
2017); four model-based text-to-text similarity
metrics, i.e., MoverScore (Zhao et al., 2019),
BERTScore (Zhang et al., 2020a), BLEURT (Sel-
lam et al., 2020), and BARTScore (Yuan et al.,
2021); and one image-to-text similarity metric, i.e.
CLIPScore (Hessel et al., 2021). For the image-to-
text similarity, we compare the text directly with
the original image used for generating the story.

Human evaluation To further assess the qual-
ity of the generated stories from our system, we
conduct a human evaluation in addition to com-
puting the metrics previously mentioned. Each
participant is given a questionnaire composed of
10 subsections. Each subsection has 1 image, ran-
domly sampled from our dataset, followed by four
stories respectively generated by 1) Image2Story,
2) our Non-Styled model, 3) our Romance model,
and 4) our Action model. For all models, we ask if
"the story makes sense" to assess story coherence,
and if "there is a link between the image and the
story" to assess image-story relevance. In addition,
for our Romance and Action models, we ask a
third question to know if "the story has the given
style" to judge style fitness. The participants an-
swer to the questions using a 5-point Likert scale
with the choices: "A lot", "A little", "Neutral", "Not
really", and "Not at all". The human evaluation is
conducted on 13 participants.

5 Result and analysis

5.1 Image-to-story generation quality

As explained in §4.4, we utilize both automatic
and human evaluation to measure the quality of
the generated story of four models: 1) Min et al.
(2021)’s Image2Story, 2) our Non-styled, 3) our
Romance, and 4) our Action. Table 1 shows all

the automatic evaluation metrics of the generated
story. In general, all of our models outperform
the baseline Image2Story in both n-gram-based
text-to-text similarity, model-based text-to-text se-
mantic similarity, and image-to-text semantic sim-
ilarity metrics. More specifically, the Romance
and Action models perform significantly better on
semantic text-to-text and image-to-text similarity
metrics by ∼7% on the BERTScore, ∼10% on the
BLEURT, and ∼8% on the CLIPScore. The Non-
styled model performs not as good as the Romance
and Action models but still yields a slightly bet-
ter score compared to the Image2Story model in
most metrics. This automatic evaluation result sug-
gests that PPST, with and without the style adapter,
can generate a better image-grounded story despite
having no direct supervision for the image-to-story
generation task itself.

The human evaluation result is shown in Fig-
ure 4. In terms of coherence, our evaluation re-
sult suggests that stories generated by Non-styled
surpasses all other models, with an average rat-
ing of 3.12, followed by Romance, Image2Story,
and Action). This suggests that pre-trained LM is
sufficient to generate coherent stories without re-
quiring tuning on the sentence-to-story generation
task as incorporated in the prior work (Min et al.,
2021), which shows PPST performs well despite
the image-story data scarcity issue.

The relevance between the image and the story
aligns with the automatic evaluation result. Our
models, especially the stylistic Romance and Ac-
tion, outperform the baseline Image2Story by a
large margin, achieving a rating score 3.5 compared
to only 2.77, which suggests a better text-image
alignment compared to the prior work. For style
fitness, we find that our Action model achieves
an adequate style-story score of 2.78, while the
Romance model, only obtain a romance style-
story score of 1.91. We further explicate this phe-
nomenon in §5.2.
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Figure 4: Human evaluations of the generated stories from all models in terms of story coherence (left), image-story
relevance (middle), and style-story fitness (right).

5.2 Analysis on the generated stories
Aside from the automatic and human evaluations,
we manually inspect the stories to gather insights
regarding the behaviors of our models. Table 2 pro-
vides 2 examples of our image-to-story generation.
Similar to the majority of the book passages used
in the training step, our generated stories are in-
clined to lean towards describing the visual aspects
of the input image and slowly building the occur-
ring events from there, which notably accounts
for PPST’s higher image-story relevance scores,
rather than recounting a chain of events or actions
in a straightforward manner as the baseline. We
also find that while the surrounding contexts of our
stories are relevant to the respective images, this
relevance deteriorates as the stories grow longer.

Furthermore, we observe that our styled genera-
tion result can contain repetitions and tends to use
a few words more often than the others. This aligns
with the drawbacks of PPCM described by Madotto
et al. (2020), which are mainly caused by the re-
stricted use of vocabulary for generating attribute
consistent responses. It is also mentioned that this
abuse of restricted vocabulary harms fluency, be-
cause it cannot always fit within a given context.
All these limitations negatively impact the coher-
ence and fluency, therefore the overall quality of
the generated stories. Finally, in spite of the proven
capability of controlling the generation, the style-
story score, on the right plot of Figure 4, shows
that there is still potential for improvement. We
leave this exploration for future work, specifically
on realizing more generation control, in this case by
improving the generated stories to be more related
to the styles being adapted.

6 Discussions

Our works have moved image-grounded story
generation forward by improving the generated
story coherence and image-story relevance, and

by adding a layer of style control on top of it. How-
ever, as explained in §5, the current progress still
leaves room for improvement.

Story coherence Taking inspiration from recent
works, a few strategies to refine story coherence
can be implemented as the next step, for instance an
unsupervised hierarchical story infilling (Ippolito
et al., 2019), a semantic dependency skeleton gen-
eration to extract key information (Xu et al., 2018)
or storyline (Yao et al., 2019), a deeper under-
standing of causal and temporal relations of events
through commonsense knowledge (Mostafazadeh
et al., 2016), the utilization of both sentence-level
and discourse-level prefix information for decod-
ing (Guan et al., 2020), and making use of a story
dataset with rich and fine-grained annotations (Ak-
oury et al., 2020).

Image-story relevance For the relevance, rather
than simple embedding concatenation, other ways
to incorporate visual information to textual (Liu
et al., 2019) and deepen visual comprehen-
sion (Fang et al., 2015; Huang et al., 2016) can
be further investigated.

Style control We also highlight the interesting
directions in advancing the realization of control
over stylistic story generation. Our exploration
underlines the importance of improving generated
stories to relate more to the styles being adapted.
Improved and new approaches to control the gen-
erated stories with more specific, descriptive, even
depicted by a short passage, styles will open up
interesting venues on controllable text generations
to assist artistic and creative tasks, whether these
methods include a pre-trained model (Keskar et al.,
2019; Gan et al., 2017; Hu et al., 2017) or not (Hu
et al., 2022).
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Image Generated stories
Image2Story: a a cat on a laptop top . Alice lay down , trying to decipher . She was
a cat , too , so he did n’t even know what to do . She resisted , yet she found herself
wanting to keep her head on top of a computer . With every step she laid on top of a
cat that had taken on as long as you could , I snapped my laptop shut . I lay on my
computer , a reminder of a cat that had a job .
PPST Non-styled: A cute cat reading a computer and a pad on a desk in a office.
’This is the best I’ve seen in a long while.’ "I don’t know how to say this, but I’m not
going to let you do this to me. You’re the one that’s going to have to deal with me. I
don
PPST Romance: a cats pawing a tree is lying on a table. “I don’t have a computer
or computer monitor. I do have some photographs taken during the day. I am trying
to find some time to spend together. I have been working on some photographs that
show how long the cat has been sitting in the same room as the computer. Next to
PPST Action: there is a cat on a table. and next to the table, a moving hand is used
a hand. and the monitor is open. The cat is lying on the table with its legs folded up.
The monitor is tilted slightly upward toward the table itself. The table itself is folded
up slightly slightly from the table’s edge to the floor surface.

Image2Story: a a man is nothing . I was wrestling a picnic , he shouted . I had
known he was going to throw his leg around my ankle , and Nate gave it to me . It
s a kid , as a friend of mine . In the beginning , I realized I had been carrying her
to the field and carrying him on a leash , making it all feel like a baseball game . I
would practically twitch before he was responsible .
PPST Non-styled: A human being that is having fun! It was the first time I’ve seen
someone that I really like. I hope I’m doing the right thing. It wasn’t long ago I was
a stranger that someone I lost my virginity to."Well, I’m not sure, but I’m sure it’s
not the same. I
PPST Romance: A person who is in the Frisbee field with two Frisbees in hand.
In contrast to the frisbee riguring to catch a Frisbier. Behind them, however, there
appears to be nothing unusual happening. Rather, it appears that there is little fuss
that happens this year. However, nothing unusual has transpired this year
PPST Action: A person who is in the Frisbee field with two frisbees. In the air
they are holding them. Behind them stands a young man holding a frisb. They are
holding Frisbees in their legs. Hands are placed over their necks to allow them to sit
comfortably. They sit comfortably in their chairs to sit upright. They

Table 2: Samples of image-to-story generation result generated from PPST Non-styled, PPST Romance, and
PPST Action against the baseline Image2Story.

7 Limitations

We discuss here about the limitations of our work,
specifically concerning the chosen heuristic to align
style and passages from BookCorpus, the limited
amount of data in choice of style for the adapters,
and possible biases.

As explained in section 4.1, we choose to split
book texts based on paragraphs in order to retain a
certain degree of logical fluency throughout each
story samples, as a paragraph usually deals with
a single theme or idea. While this helps keeping
the passages relatively short, one limitation of this

approach is that some passages might not fully re-
flect the style of narrative that it is classified as. For
example, not every paragraph taken out of context
from a romance book will exhibit its genre. There
could be a sizable amount of passages that focus
on world-building and laying the groundwork for
the book’s main plot to progress.

We decide to focus on romance and action be-
cause these styles are the most represented in the
dataset used, as well as being more straightforward
to capture in terms of style compared to other gen-
res that rely on an underlying plot throughout the
book such as historical or adventure. Generaliz-
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ing PPST to these styles with a lower amount of
resources might require further experiments.

Lastly, previous works have shown that caption-
ing models can exhibit harmful biases, such as
gender bias (Hendricks et al., 2018) and racial
bias (Zhao et al., 2021). Since we pair those im-
age captions data with written stories from a wide
variety of books, those biases can be further am-
plified. Thus, such generative processes must be
used with caution. While tackling unwanted biases
in images or captions is a must, the bias exhibited
in stories is sometimes justified by the context and
the surrounding narrative. Not all stories should
be completely neutral, and this balance should be
considered carefully in future directions.

8 Conclusion

By leveraging text-image alignment representa-
tions to describe the visual content of a given image
in words, we can use the resulting semantic embed-
dings as prior knowledge to generate a short story
out of a given picture through a plug-and-play con-
trollable language model approach. It also allows
us to tackle the data scarcity issue in this task.

The results show that our Plug-and-Play Story
Teller (PPST) generates more consistent and on-
topic stories according to the visual information, as
well as performing better in relevance and image-
story relationship than the previous state-of-the-art.
We also found that PPST without style adapters
(Non-styled) generates more coherent stories, and
PPST utilizing style adapters (Romance and Ac-
tion) have a similar, if not a slightly better, image-
story relationship than the other approaches.
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Abstract

Petitions are a rich historical source, yet they
have been relatively little used in historical
research. In this paper, we aim to analyse
Swedish texts from around the 18th century,
and petitions in particular, using automatic
means of text classification. We also test how
text pre-processing and different feature rep-
resentations affect the result, and we examine
feature importance for our main class of inter-
est – petitions. Our experiments show that the
statistical algorithms NB, RF, SVM, and kNN
are indeed very able to classify different genres
of historical text. Further, we find that normal-
isation has a positive impact on classification,
and that content words are particularly infor-
mative for the traditional models. A fine-tuned
BERT model, fed with normalised data, outper-
forms all other classification experiments with
a macro average F1 score at 98.8. However,
using less computationally expensive methods,
including feature representation with word2vec,
fastText embeddings or even TF-IDF values,
with a SVM classifier also show good results
for both unnormalised and normalised data. In
the feature importance analysis, where we ob-
tain the features most decisive for the classifica-
tion models, we find highly relevant character-
istics of the petitions, namely words expressing
signs of someone inferior addressing someone
superior.

1 Introduction

In many pre-modern and pre-democratic societies,
ordinary people had the right to address those in
power through written petitions in order to ask for
help or confirmation of existing rights. Petitions
usually addressed a social and economic superior,
for example a court of law, a parliament, a land-
lord, or even the monarch (Houston, 2014). In
other words – petitions allowed the powerless to
speak to the powerful. Petitions are a rich his-
torical source that could answer questions about
the everyday life of ordinary people in the past.

Even so, petitions have been relatively little used
in historiography. For this reason, we are involved
in an interdisciplinary research project at Uppsala
University, funded by the Swedish Research Coun-
cil, with the goal of enhancing accessibility to and
knowledge of Swedish 18th century petitions, and
using this source to answer questions about peo-
ple’s ways of supporting themselves and claiming
rights in the past.1 This project, titled “Speaking to
One’s Superiors: Petitions as cultural heritage and
sources of knowledge”, is coordinated by the Gen-
der and Work (GaW) research project, conducted
at the Department of History, Uppsala University.
The GaW project studies how women and men sus-
tained and provided for themselves in Sweden in
the period from 1550 to 1800. As part of the project,
thousands of historical sources have been gathered,
classified and stored in a unique database that has
been made accessible for researchers, students, and
the general public (Fiebranz et al., 2011).

The computational linguistic part of the project
aims to contribute to the field of digital philology
and the development of automatised historical text
analysis. In this paper, we explore computational
approaches, more specifically text classification
and feature importance, as means to study peti-
tions and other historical documents. Firstly, we ex-
amine the possibility to distinguish petitions from
other historical texts using different automatic clas-
sification methods. If possible, we also want to
see what sort of features that characterise different
genres of historical texts, and petitions in particular.
Due to the noisy nature of historical data, as well as
generally limited resources, we are also interested
in studying how much is gained when using differ-
ent variants of pre-processing methods, and how to
best represent our data for a classification task. We
show that the different text genres in our data set
are certainly possible to classify, using both more
state-of-the art and traditional methods. We also

1https://gaw.hist.uu.se/petitions/
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find that our approach to feature importance anal-
ysis, where we obtain the features most decisive
for some of the classification models, indeed finds
highly relevant and interpretable characteristics of
the petitions. As a third step, which we plan to
proceed with in future work, we want to examine
the possibility to distinguish different parts of the
petitions. Research suggests that petitions follow
a certain structure, based on a classical rhetorical
division (Houston, 2014). It would be interesting
to investigate how informative specific parts of the
petitions are to a classification task, or where the
most relevant features are placed. We hope that our
work can facilitate the task of information extrac-
tion for historians and other scholars interested in
studying petitions further.

2 Related Work

Text Classification (TC), the task of assigning text
documents to one or more predefined categories,
has traditionally been solved by using supervised
learning algorithms such as Naive Bayes (NB) (Mc-
Callum et al., 1998), Random Forest (RF) (Xu et al.,
2012), Support Vector Machines (SVM) (Joachims,
1998) and K-Nearest Neighbor (kNN) (Yang and
Liu, 1999). TC could be implemented either topic-
based, paying attention to what the text is about,
or stylistic, being more concerned with how a text
is written. While topic-based categorisation often
uses models based on “bags of content words”,
style is somewhat more elusive and can include,
but is not limited to, the use of function words and
syntactic structures (Argamon et al., 2007). For
historical texts, a common application for TC is au-
tomatic dating of documents (Niculae et al., 2014;
Boldsen and Wahlberg, 2021).

As with most NLP applications, the raw data
used for TC typically undergoes several steps of
text pre-processing, though the best pre-processing
strategy might differ depending on the data set and
the TC algorithm at hand (HaCohen-Kerner et al.,
2020). Fewer pre-processing steps and less need
of annotation could be particularly advantageous
for historical text, since its spelling variations, pos-
sible OCR-errors and limited resources of (anno-
tated) data pose challenges for NLP tools. A com-
mon approach to tackle spelling variations is to
view it as a translation task, where character-based
statistical machine translation (SMT) (Pettersson
et al., 2014a) and corresponding neural methods
(NMT) (Tang et al., 2018) have proven to work

well. Bollmann (2019) points out that while neu-
ral approaches have become popular for a variety
of NLP tasks, there is no clear consensus about
the state-of-the-art for the task of normalisation.
To the best of our knowledge, no method yet has
substantially outperformed a character SMT-based
approach for historical Swedish.

An important question in TC is how to represent
the documents of interest as input to the machine
learning algorithms, where common techniques in-
clude bag-of-words (BOW) representation in the
form of term frequencies or TF-IDF values, or dis-
tributed representations of words in the form of
word embeddings (Kowsari et al., 2019), such as
word2vec (Mikolov et al., 2013a,b) or fastText (Bo-
janowski et al., 2017). More recent, deep neural lan-
guage models such as BERT (Devlin et al., 2019)
produce contextualised word vectors that are sensi-
tive to the context in which they appear. Such a pre-
trained model is commonly fine-tuned to perform a
specific task, such as text classification, simply by
changing the final output layer. However, due to
memory limitations, the maximum length for the
input sequence is limited, which is problematic for
long documents, although (Sun et al., 2019) have
shown that state-of-the-art results can be obtained
with 512 tokens, by concatenating text from the
head and tail of a document. Another potential
challenge when using large language models such
as BERT, especially relevant for historical data, are
observed instabilities when fine-tuning with small
data sets (Zhang et al., 2020).

Instead of applying techniques to standardise
variations in orthography, one could also develop
tools that are trained on text more similar to the tar-
get data. Hengchen and Tahmasebi (2021) have re-
leased a collection of Swedish diachronic WE mod-
els trained on historical newspaper data. Their mod-
els include word2vec and fastText models, trained
on 20-year time bins from 1740 to 1880, with
two temporal alignment strategies: independently-
trained models for post-hoc alignment, and incre-
mental training.

As described in Section 1, the petition project
seeks to use historical sources to study how or-
dinary people claimed their rights and what they
did for a living. The latter has been approached
by computational manners within the coordinating
GaW project, using historical court records and
church documents as a source, by implementing
a verb-oriented approach to find text passages de-
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scribing work activities (Pettersson et al., 2014b).
This has also resulted in a web-based tool for au-
tomatic information extraction from historical text
(Pettersson et al., 2). Though, to use petitions as a
source of information has, to the best of our knowl-
edge, not yet been approached by computational
manners.

3 Data Collection

As part of our project, we make use of a transcribed
collection of 18th century petitions submitted to
the regional administration in Örebro, Sweden. In
order to compare the petitions to other relevant
historical documents, we select data from other
genres based on the following criteria: (a) each
genre should to be fairly easy to divide into smaller
documents in an automatic or semi-automatic man-
ner, (b) the selected genres, and each document
within them, should be reasonably similar to the
petitions in terms of size (number of tokens) and
time period, and (c) the selected genres should vary
in terms of similarity in content to the petitions
(to the best of our knowledge), with the purpose
of having some variety in challenge for the classi-
fication models. Given that transcribed historical
documents are a limited resource, it is not possible
to meet all criteria for every genre, though we strive
to come as close as possible. Our selected genres,
which will be referred to as classes from now on,
can be viewed in Table 1, and is further described
in the following sections. The text pre-processing
procedures, including tokenisation, normalisation,
lemmatisation and part-of-speech (POS) tagging,
are described in Section 4.2.

3.1 Petitions

Through the project, a large volume of handwrit-
ten 18th century petitions has been scanned and
made publicly accessible, and a smaller subset of
the petitions have been manually transcribed by his-
torians for refined analysis. We use this transcribed
subset in our data set, which consists of petitions
written in 1719 and 1782. Also, another set of
petitions from another region in Sweden is used
in our test set only, with the purpose of evaluat-
ing the generalisability of our classification models.
This data set, which we from now on describe as
”out-of-domain”, is a small collection of manually
transcribed petitions from Västmanland, Sweden.

3.2 Letters
The data subset of letters was collected from the
Swedish Diachronic Corpus (Pettersson and Borin,
2022), available online.2 This class contains texts
written by several authors, digitised through OCR-
scanning with manual post-correction. Included are
the letters of military Jon Stålhammar, who wrote
to his wife Sofia Drake, Pehr Wahlström’s letters
to a friend during a trip in the countryside, the
letters of princess Anna Vasa, and a fictional letter
conversation written by Karl August Tavaststjerna.
Lastly, we have Sophie von Knorring’s letters to
her home, during a summer trip in 1846, which we
use as an out-of-domain test set.

3.3 Laws
The digitised law documents are manual tran-
scriptions provided by Fornsvenska textbanken,3

also collected from the Swedish Diachronic Cor-
pus. The first data subset, Sveriges Rikes Lag
(Law of Swedish Kingdom) consists of two leg-
islations: ‘Giftermåls balk’ (Marriged Legislation)
and ‘Missgiernings Balk’ (Misdeed Legislation),
both from 1734. The second part of the law subset
is ‘Regeringsformen’ (The Instrument of Govern-
ment) from 1809.

3.4 Parish Protocols
The Gender and Work (GaW) research project, con-
ducted at the Department of History, Uppsala Uni-
versity, studies how women and men sustained and
provided for themselves in Sweden in the period
from 1550 to 1800 (Fiebranz et al., 2011). We use a
smaller set of the GaW corpus, namely a subset of
Stora Malm, which are OCR-scanned protocols of
parish meetings between the years 1728 and 1812.
We select protocols from the years 1728-1741 and
1784-1812 in order to better match the petition data
set in terms of time period and numbers of docu-
ments. During these parish meetings, the parish’s
residents met to discuss common matters under
the pastor’s leadership. These meetings could also
include some administration of justice. 4

3.5 Court Records
We also collect a subset of manually transcribed
court records from the GaW corpus. Courts in Swe-
den in older times dealt with a number of different

2https://cl.lingfil.uu.se/svediakorp/
3https://project2.sol.lu.se/fornsvenska
4https://gaw.hist.uu.se/vad-kan-jag-hitta-i-

gaw/kallunderlag/stora-malm—sockenstamman/
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Classes and Subsets Period # Docs Train–Test # Tokensraw # Tokensnorm
Petitions all 1719–1800 119 75/25 34,286 34,302
Petitions Örebro earlier 1719–1720 51 80/20 16,285 16,286
Petitions Örebro later 1782–1800 60 80/20 15,814 15,812
Petitions Västmanland 1758 8 0/100 2,187 2204
Letters all 1591–1893 178 66/34 196,980 198,975
Written by Anna Vasa 1591–1612 23 80/20 7,714 7.690
Written by Jon Stålhammar 1700–1708 84 80/20 49,562 51,142
Written by Pehr Wahlström 1800 17 80/20 29,538 29,536
Written by Karl August Tavaststjerna 1893 23 80/20 87,550 87,983
Written by Sophie von Knorring 1846 31 0/100 22,616 22,624
Laws all 1734–1809 196 80/20 34,798 34,792
Sveriges Rikes Lag 1734 76 80/20 22,709 22,703
Regeringsformen 1809 120 80/20 12,089 12,089
Parish protocols all 1728–1812 131 80/20 158,585 160,415
Stora Malm earlier 1728–1741 46 80/20 59,688 59,910
Stora Malm later 1784–1812 85 80/20 98,897 100,505
Court records all 1691–1771 137 72/28 251,351 263,899
Underåker 1691–1700 22 80/20 119,330 124,622
Åsbo 1707–1716 15 80/20 7,750 7,754
Linköping 1709–1710 86 80/20 79,869 86,794
Skellefteå 1771 14 0/100 44,402 44,729
All 761 74/26 676,000 692,383

Table 1: Overview of the data sets with information about period, number of documents, proportions of training and
test data, and number of tokens: unnormalised (raw) vs. normalised.

types of cases. The court records therefore contain
various types of text files, including court docu-
ments from criminal cases, accounts of and the set-
tlement of civil disputes, as well as the handling of
various administrative cases.5 These court records
are from different locations in Sweden; Underåker,
Åsbo, Linköping and Skellefteå, where we use the
documents from Skellefteå as our out-of-domain
test set.

4 Method

4.1 Text Classification Models

We first make use of the traditional statistical
algorithms NB, RF, SVM, and kNN through
Scikit Learn’s implementations (Pedregosa et al.,
2011): MultinomialNB, RandomForestClassifier,
LinearSVC, and KNeighborsClassifier. A grid-
search is performed to find the optimal hyperpa-
rameter setting for each algorithm, where we run a
5-fold cross validation on a unnormalise version of
our training data vectorized with TF-IDF (using a

5https://gaw.hist.uu.se/what-can-i-find-in-gaw/sources-in-
gaw/dombocker-i-gaw/

rather narrow combination of parameters to limit
the search). We refer to this unnormalised data set
as a raw version of our corpus. The selected hyper-
parameter settings can be found in Appendix A. To
further examine different manners to represent our
data, we also fine-tune a pre-trained BERT model
for a later experiment, described in Section 4.4.

We perform a multiclass classification with each
algorithm. Even though a binary classification
would be sufficient enough to explore whether the
models can distinguish petitions from other histor-
ical texts, we find it interesting to also study how
well other historical genres of texts are separable
by automatic means.

4.2 Data Pre-Processing

Our TC experiments are run on several versions
of our data set, using different amounts of pre-
processing. As a baseline, we use a raw version
of our data set. We experiment by adding the pre-
processing steps of spelling normalisation, lemma-
tisation and selection of certain POS tags. The
latter is done with the aim of capturing terms that
are more informative. Our data set is normalised
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using the SMT-based approach of Pettersson et al.
(2014a), which is available as an online tool6 (the
normalised version of our data set, compared to the
raw version, differs a bit in number of tokens since
some non-alphanumeric characters are treated and
separated differently). The annotation is done with
Språkbanken’s Sparv pipeline version 4.1.1 (Borin
et al., 2016), including tokenisation, POS tagging
using the Stanza tagger (Qi et al., 2020), trained
on SUC37 with Talbanken_SBX_dev8 as develop-
ment set, and lemmatisation using the Saldo lexi-
con (Borin et al., 2013).

4.3 Topic-based vs Stylistic Classification

In order to see what types of features are the most
informative to our models and how stable our pre-
dictions are, we perform both a variant of a topic-
based approach and a more stylistic-like classifica-
tion. A topic-based classification is covered by our
approach to select only certain, more content-like
POS tags, including nouns, proper nouns, adjec-
tives, verbs, and adverbs. To perform a stylistic
classification, we instead target the complement
of those tags (though removing foreign words, de-
limiters, and cardinal and ordinal numbers) to use
function words as stylometric features.

4.4 Data Representations

We also try different approaches to represent our
historical texts. As a baseline, we vectorise the
texts using term frequencies. First, we compare
the use of term frequencies with TF-IDF scores.
Second, we use a raw, unnormalised version of
our data to try language models implemented for
historical Swedish texts. Here, we make use of
the Swedish pre-trained WEs by Hengchen and
Tahmasebi (2021). We try both their Word2vec
and fastText models,9 using the incremental trained
embeddings from 1740 up to the year of 1800 in
order to best match our data. For these experi-
ments, we follow the cleaning procedure described
in Hengchen and Tahmasebi (2021) by lowercasing
the text, removing all characters not belonging to
the Swedish alphabet (including digits and punctu-
ation marks), and removing tokens with the length
of two characters or smaller. For simplicity, all
out-of-vocabulary (OOV) words get a plain zero
embedding. To obtain one vector for each text in

6https://cl.lingfil.uu.se/histcorp/tools.html
7https://spraakbanken.gu.se/en/resources/suc3
8https://spraakbanken.gu.se/resurser/talbanken
9https://zenodo.org/record/4301658 (June, 2022)

our data set, we use the pre-trained word2vec and
fastText to look up individual words, and average
all word embeddings for each text.

As a third approach, we use language models
implemented for modern Swedish texts in combi-
nation with a normalised version of our data. We
work with a word2vec model10 by Kutuzov et al.
(2017), trained on the Swedish CoNLL17 corpus.
We also make use of a Swedish fastText model11 by
Grave et al. (2018), trained on Wikipedia data. As
before, all OOV words get a plain zero embedding,
and we average the word vectors for each text to
get one vector per document.

As a final text classification approach, we use
a pre-trained Swedish BERT model created by
KBLab (Malmsten et al., 2020), and fine-tune the
model on the classification task with our (relatively
small) data. We carry out the experiment in Google
Colaboratory with one NVIDIA Tesla T4 GPU, and
load the BERT model using HuggingFace’s Trans-
formers library (Wolf et al., 2019). Like Holmer
and Jönsson (2020), we use the default PyTorch
cross-entropy loss function utilised by Hugging-
Face’s Transformers together with the hyperparam-
eters learning rate=2e-5, and epochs=4, with an
exception of the batch size, in which we use 16.
The input sequence is limited to 512 tokens, so
we include the 510 first tokens of each document,
together with the required [CLS] and [SEP] tokens.

4.5 Feature Importance
In our second task, we aim to study the character-
istics of our main class of interest - the petitions.
Here, we will move in the other direction and use
the method of text classification in order to extract
the most important features for our class. We make
use of the MultinomialNB classifier and the Lin-
earSVC with the same settings and models that we
use in Section 4.2. Through their implementation
in SciKit Learn, the importance of each feature for
each class is calculated and easily accessible. The
feature importance scores that we use are calculated
in different manners for the different classifiers.
The MultinomialNB classifier uses the empirical
log probability of features given a class, P (xi|y),
to score the importance of each feature. The Lin-
earSVC has the attribute coef_attribute, which as-
signs weights to the features for each class versus
all other classes (coefficients in the primal prob-

10http://vectors.nlpl.eu/repository/ (July, 2022)
11https://github.com/facebookresearch/fastText/blob/master/

docs/crawl-vectors.md (July, 2022)
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lem). We are interested to see which features get
high rankings consistently. Therefore, as a final
step, we do exactly this by merging both of our
ranked results. We select the top important features
by examining which ones that often appear in the
top ranked results throughout all approaches. We
merge the rank of each feature in three steps: (1)
extract the top 100 features for each approach to a
sorted list, (2) calculate the average rank for each
feature that appears in at least one of the sorted lists
(features without a rank in a specific list will get a
ranking score of 101 for that list), and (3) rank the
features by their average score.

4.6 Evaluation Procedure

To evaluate the classification model performance
for each class, we use precision, recall and F1 met-
rics. When looking at the overall performance for
each classifier, including all classes, and each data
representation, we use the metrics macro average
F1-scores and accuracy. Macro average F1 met-
ric computes a simple average of F1-score over
classes, with equal weight to each class (Manning
et al., 2008). We also perform an error analysis,
where we look more closely at what types of er-
rors the models produce. Furthermore, we evaluate
how well our models are able to generalise by com-
puting recall scores for the data sets not included
in the training set (which we refer to as "out-of-
domain", see Section 3). It is noteworthy that due
to the limited amount of data points in these new
data sets, it is difficult to draw any certain general
conclusions for this type of experiment. Even so,
we still include this experiment to get an indication
of our models’ generalisation capacity.

The result from the feature importance analysis
is not quantitatively evaluated. Instead, the result
is qualitatively interpreted and discussed.

5 Results and Discussion

5.1 Text Classification

The results of the text classification task for the dif-
ferent classes of our data set can be viewed in Table
2. As a baseline, we have here used a raw (unnor-
malised) version of our data set, vectorised with
TF-IDF values. Though the result differs somewhat
between the classes and the different TC models,
we can see that all models are able to distinguish
between these different classes quite well. Gener-
ally, the classes of letters, laws and petitions are
easier for the models to differentiate, while parish

Class NB RF SVC kNN
Petitions 94.7 93.8 98.4 76.4
Letters 100.0 94.8 99.2 96.7
Laws 100.0 92.0 100.0 97.5
Parish 75.4 88.1 82.5 76.9
Court 78.1 78.1 83.6 76.5
Macro avg F1 89.6 89.4 92.7 84.8
Accuracy all 91.3 90.3 93.8 87.2

Table 2: F1 scores, macro avg F1 scores and overall
accuracy for raw (unnormalised) data, vectorised with
TF-IDF values.

protocols and law documents get lower scores. The
differences between classes is further discussed
in Section 5.1.2. Out of all the models, kNN has
the overall lowest performance for this raw ver-
sion of our data set, while the SVC model gets the
strongest result.

5.1.1 The Impact of Pre-Processing
To study the impact of different amounts of pre-
processing, we compare the performance when
feeding our classification models with different ver-
sions of our data: raw tokens, normalised tokens,
normalised lemmas, and finally normalised content
words (nouns, proper nouns, adjectives, verbs, and
adverbs). The result in Table 3 shows that normal-
isation has a positive effect for the SVC and the
kNN models, a modest positive impact for the NB
model, while the RF model instead decreases in
performance. By contrast, using normalised lem-
mas seems to harm the performance of all models.
It may well be that errors in lemmatisation lead to
these results (we did not evaluate the lemmatisation
quality). The results indicate that content words are
important features for all classifiers that essentially
increase the models’ performance, something we
investigate further in Section 5.1.3. Even so, we
can also conclude that the baseline results, in which
we use all tokens, are quite high, and therefore im-
ply that the classes have characteristics that sets
them apart from each other. Finally, when compar-
ing the classifiers, we see that even if kNN has the
highest performance when using normalised con-
tent words, the SVC has the most consistently high
results no matter the amount of pre-processing.

5.1.2 Error Analysis and Class Comparison
To study the differences between classes, we look
at the recall, precision and F1-score for all classes
when using one of the best performing models (the
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Pre-processing NB RF SVC kNN
Raw tokens 89.6 89.4 92.7 84.8
Norm tokens 90.8 88.1 95.0 89.3
Norm lemmas 88.4 83.7 92.8 84.9
Norm content words 91.4 93.7 96.5 97.0

Table 3: Macro average F1-scores for the TC models
when using different amounts of pre-processing. Nor-
malisation is performed using an SMT-based approach
described in Section 4.2.

Class Prec Rec F1
Petitions 100.0 100.0 100.0
Letters 100.0 98.3 99.2
Laws 97.6 100.0 98.8
Parish 83.9 100.0 91.2
Court 100.0 87.2 93.2

Table 4: Precision, recall and F1-scores for all classes
when using one of the best performing models (SVC
and TF-IDF values of normalised content words)

consistently high performing SVC together with
TF-IDF values of normalised content words). As
can be seen in Table 4, the model makes few or
no mistakes regarding petitions, letters and law
documents. Parish protocols and court records are
harder for the model to separate. As we can see in
the precision and recall scores for these classes, the
most common error for the model is to label parish
protocols as court records. This is not surprising,
since the parish meetings of this time period also
could contain testimonies and administration of
justice cases, which we write about in Section 3.4.

When it comes to the models’ abilities to gener-
alise to new data sets of petitions, law documents
and court records, we use recall scores for the in-
domain and out-of-domain data sets, presented in
Table 5. As described in Section 3, the out-of-
domain data are petitions and court records from
other geographical areas, and letters written by
other authors, than those seen in the training data.

We can see that the models generally are do-
ing well for the class letters, while the results for
petitions and especially court records vary consid-
erably between the models. It is difficult to draw
any safe conclusions due to very few data points in
our new data sets, but the results suggest that letters
of various authors have more features in common
than petitions and court documents from different
regions, at least for our chosen time periods.

TC Petitions Letters Court
model ID OOD ID OOD ID OOD
NB 100.0 62.5 100.0 100.0 100.0 21.4
RF 100.0 87.5 99.3 96.8 95.9 78.6
SVC 100.0 100.0 100.0 96.8 100.0 64.3
kNN 100.0 62.5 100.0 96.8 100.0 92.9

Table 5: Generalisability of the TC models: recall for
petitions, letters and court records when using out-of-
domain (OOD) and in-domain (ID) data.

Features NB RF SVC kNN
All words 88.4 83.7 92.8 84.9
Content words 91.4 93.7 96.5 97.0
Function words 68.4 76.6 83.3 69.5

Table 6: Macro average F1-scores for the TC models
when using lemmas for the whole corpus, only content
words, and only function words (all data normalised and
lemmatised).

5.1.3 Topic-Based vs. Stylistic Classification
For this experiment, we use a normalised and lem-
matised version of our data set, represented with
TF-IDF values. We compare the results when using
all lemmas in our data set, using only the lemmas
of content words, and using only the lemmas of
function words (see more in Section 4.3). As can
be seen in Table 6, the best results are reached when
using only content words as features. In contrast,
the classification does not benefit from a stylistic
approach, as using only function words harm the
models.

5.1.4 The Effect of Different Data
Representations

As a final experiment for our TC task, we test the
performance of our models when using different
types of data representation. Here, we use term
frequencies as baseline, and compare it with the
use of TF-IDF values, and Swedish pre-trained
word2vec and fastText word embeddings. We run
experiments on both a raw version and a normalised
version of our data. For the raw version of our data,
we use the word embedding models trained on his-
torical Swedish texts, and for the normalised data,
we use the corresponding pre-trained word embed-
dings trained on contemporary Swedish text (cf.
Section 4.4). To reduce the comparisons, we here
show the results for different data representation
when using SVC, since this classifier provides the
most consistently high results result. For the nor-
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Using raw (unnormalised) data
Acc Prec Rec F1

Term freq + SVC 89.2 89.4 89.9 87.9
TF-IDF + SVC 93.8 93.4 94.0 92.7
hist w2v + SVC 90.3 89.8 89.6 88.5
hist ft + SVC 94.9 93.6 94.5 93.9

Using normalised data
Term freq + SVC 86.7 86.6 87.7 84.9
TF-IDF + SVC 95.9 95.3 95.9 95.0
modern w2v + SVC 95.9 95.1 95.1 95.1
modern ft + SVC 88.2 88.5 87.6 85.6
BERT classifier 99.0 99.0 98.6 98.8

Table 7: Comparing different data representations ran
with SVC, and a fine-tuned BERT classifier. We use
term frequencies, TF-IDF scores, word2vec vectors and
fastText vectors for either historic or modern Swedish
text, respectively. The results are presented as accuracy,
and macro averaged precision, recall and F1 scores.

malised data set, we also include the results when
using a pre-trained BERT model, fine-tuned for our
classification task.

Even though we have a very limited amount of
data, the BERT model is able to learn well from
the fine-tuning, and outperforms all other data rep-
resentations classified with SVC. Also, for the nor-
malised data, both TF-IDF and word2vec repre-
sentations get reasonably high scores. The use of
fastText word embeddings gets one of the lowest
results for the normalised data set, which is presum-
ably explained by the fact this model is trained on
a domain (Wikipedia data) relatively far from our
historical data set. It is worth mentioning, though,
that the BERT model may have had an advantage
compared to the other models by only seeing the
beginning of each text. It is possible that the first
part of the documents provides the most beneficial
information for a classification task, and this is a
question we mean to follow up in future work.

For the raw data set, the use of historical fastText
word embeddings performs the best with a F1 score
at 93.9, though the use of TF-IDF values is not far
behind with a F1 score at 92.7. The use of histori-
cal word2vec embeddings gets a rather low result,
which is most likely explained by the number of
OOV words for our data set matched with those
embeddings (162,999 OOV words of the 676,000
tokens in our data set).

Top 30 features petitions
vy, vi, fõr, eder, nå, ödmjuk, nådig, hõga,
baron, nådes, riddare, ûti, herr, hemman, ock,
landshövding, tjänare, nåd, högvälborne, allra,
jag, hög, herre, ed, kongl, ûnder, hõgvãlborne,
ãr, nû, anhålla
[we, we, for, your, grace/reach, humble, gra-
cious, high, baron, grace, knight, in/within,
mister, home, and, governor, servant, grace,

“highness”, the most, I, high, mister, oath,
royal, under, “highness”, is, now, request]

Table 8: Top features for the petition class in Swedish
(top) and with English translations (bottom).

5.2 Feature Importance

For this analysis, we will focus on the results for the
class of petitions (the results for the other classes
are displayed in Appendix B). We use a normalised
and lemmatised version of our data set in order
to get less inflected word forms and a more inter-
pretable result. Even though the TC task benefits
from only including content words (see Table 3),
we here include all tokens in our data set so as not
to exclude any part of speech.

As described in Section 1, writing petitions was
a means for ordinary people to ask a social and eco-
nomic superior for help or make complaints. This
is also quite salient when inspecting the results
from our feature importance experiment. Table 8
shows many tokens that express signs of someone
inferior addressing someone superior (e.g. “grace”,
“humble”, “servant”, “highness”). Some of the
features are redundant, since these are spelling vari-
ations of the same word (e.g. vy/vi ‘we’, högväl-
borne/hõgvãlborne ‘highness’) that failed to be nor-
malised. Overall, we find that our chosen method
for feature importance reveals highly relevant and
interpretable characteristics of the petitions.

6 Conclusions

In this paper, we present a study of text classifica-
tion and feature importance applied to historical
Swedish text, with a special focus on petitions. We
test the performance of both traditional and newer
classification algorithms, and we examine how text
pre-processing and different types of feature repre-
sentation affect the result. We also analyze feature
importance for our main class of interest: petitions.

The text classification results show that the sta-
tistical classification algorithms NB, RF, SVM, and
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kNN are indeed very able to distinguish between
our different classes of historical text. We also find
that pre-processing in the form of normalisation
has a positive impact on the classification models,
and that content words are particularly informative.
Using a normalised and lemmatised version of our
data set classified with an SVM classifier achieves
a macro-averaged F1-score at 96.5, and only target-
ing content words with a kNN model pushes the
score up to 97.0.

We also test how to best represent our data for
a classification task. Using a more state-of-the-art
method, a pre-trained BERT model, fine-tuned for
our classification task and fed with a normalised
version of our data set outperforms all other classi-
fication experiments with a macro average F1 score
at 98.8. However, using much less computation-
ally expensive methods with an SVM classifier also
show quite good results for both a raw and a nor-
malised version of our data set. For the raw data,
using fastText embeddings, trained on historical
Swedish texts, gave the best F1 score at 93.9. For
the normalised data, fastText embeddings trained
on contemporary Swedish resulted in a F1 score at
95.1. Even using such a simple approach as TF-IDF
values in combination with an SVM classifier gave
quite good results, both for the raw and normalised
data set, with F1 scores at 92.7 and 95.0, respec-
tively. We believe that this could be explained by
the small amount of data used, and also that the
classes in our data set have characteristics that the
classifiers are able to differentiate quite effectively.

In the feature importance analysis, we make use
of our text classification task and obtain the features
most decisive for some of the classification models.
We find that this method reveals features that are
highly relevant and interpretable characteristics of
the petitions, namely tokens that express signs of
someone inferior addressing someone superior.

For future work, we are interested in further ex-
ploring text classification and feature importance
as methods to analyse petitions. As mentioned in
Section 1, research indicate that petitions follow a
certain disposition. With this in mind, and given
our results in this paper, we plan to investigate if
petitions could be segmented by automatic means.
If possible, we also want to examine where the
most relevant features typically are placed. The
main goal with these steps would be to facilitate
and improve the task of information extraction for
historians and other scholars interested in study-

ing petitions further. Another area of improvement
would be to test if other methods of classification
would work better for a small, historical data set
such as ours, in particular additional deep learning
techniques. It would be interesting to make use
of new generations of language models adapted to
historical texts, if available.
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A Hyperparameter Settings for Text
Classification Task

When a random state is used, we set the seed to
11 to enable reproducible output. For all other
hyperparameters, not specified here, we use the
default settings.

MultinomialNB: alpha = 0.5
fit_prior = False

RandomForestClassifier: bootstrap = False
max_features = 0.3

LinearSVC: C = 5.0

KNeighborsClassifier: n_neighbors = 1

Table 9: Hyperparameter settings for statistical text
classification models.

B Top 30 Features for Classes Other than
Petitions

Top 30 features letters

jag, du, vara, vi, gud, ha, hälsa, en, den, hjärta, väl,

skriva, vÿ, kär, god, om, brev, vän, liv, skola, totus,

stållhammar, vilja, fru, och, intet, att, hon, inte, han

[I, you, to be, we, God, to have, greet, one/a, it/that,

hart, well, write, we(?), dear/in love, good, about, letter,

friend, life, school, Totus, Stålhammar, will, wife, and,

nothing/not, to/that, she, not, he]

Top 30 features laws

eller, stånd, konung, riks, statsråd, rike, ej, man, domstol,

böte, då, justitie, riksdag, äga, daler, kap, domare, sån,

utskott, varda, lag, stats, miste, bo, särskild, ämbete, sätt,

gälla, straffa, och

[or, estate, king, national, minister, kingdom, not, one/

man, court, fine, then, justice, parliament, own, daler,

chapter, judge, such, committee, be/become, law, govern-

mental, lost, live, specific/distinct, office, way/manner,

apply/concern, penalise, and]

Top 30 features parish protocols

församling, att, församl, kyrka, på, socken, sexman, herr,

st, sockenman, sockenstämma, pastor, uppläsa, icke, ock,

person, barn, malm, år, uti, eric, per, maneck, av, gam-

mal, ingen, sig, dr, fidem, man

[parish/assembly, to/that, parish/assembly, church, on,

parish, elected representative in a parish, mister, Saint/

pieces of, man of the parish/assembly, parish meeting,

reverend, read, not, also, person, child, Malm, year, in/

within, Eric, Per, Manech, of/off/by, old, no one, oneselfe,

dr, (latin) faith, man]

Top 30 features court records

och, ner, en, han, de, rådstuga, magistrat, där, niels, intet,

borgmästare, rådman, rätt, ha, johan, 1709, sak, sal, stad,

linköping, ordinarie, klingenberg, hon, 1710, samuel,

pyttner, jöns, behm, här, haraldsson

[and, down, one/a, he, they/those, town hall, magistrate,

there, Niels, nothing/not, mayor, district court judge,

right/just/court, to have, Johan, 1709, think/matter/

cause, ward, city, Linköping, ordinary, Klingenberg, she,

1710, Samuel, Pyttner, Jöns, Behm, here, Haraldsson]

Table 10: Top features for genres other than petitions in
Swedish (top) and with English translations (bottom).
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Abstract

Voter mobilization via social media has shown
to be an effective tool (Savage et al., 2016).
While previous research has primarily looked
at how calls-to-action (CTAs) were used in
Twitter messages from non-profit organizations
(Guidry et al., 2014) and protest mobilization
(Rogers et al., 2019), we are interested in identi-
fying the linguistic cues used in CTAs found on
Facebook and Twitter for an automatic iden-
tification of CTAs. The work is part of an
on-going collaboration with researchers from
political science, who are investigating CTAs
in the period leading up to recent elections in
three different Latin American countries. We
developed a new NLP pipeline for Spanish to
facilitate their work. Our pipeline annotates
social media posts with a range of linguistic in-
formation and then conducts targeted searches
for linguistic cues that allow for an automatic
annotation and identification of relevant CTAs.
By using carefully crafted and linguistically in-
formed heuristics, our system so far achieves
an F1-score of 0.85.

1 Introduction

We here report on a NLP pipeline designed to au-
tomatically identify and annotate “calls-to-action”
(CTAs). We focus specifically on the mobilization
of potential voters via social media as part of an
on-going collaboration with partners from political
science. CTAs are of interest for political science
because recent years have seen social movements
and political parties working with CTAs via social
media as an effective tool for social mobilization
(Savage et al., 2016; Guidry et al., 2014).

Guided by the interests of our project partners
from political science (Haiges and Zuber, 2021),
who are investigating the expression of grievances
in the context of ethnic political parties, we focus
on Facebook and Twitter posts leading up to the re-
cent (2020) elections across Latin America and aim
to support their research by automatically detecting

and annotating CTAs. We faced several challenges
in doing this. For one, we cannot build on very
much previous NLP work. Although initial work
has been done to identify CTAs for Russian (Rogers
et al., 2019), no research had as yet been done on
the linguistic expression of CTAs in Spanish. We
were also faced with severe issues of data scarcity
— in 31,229 social media postings contained in the
corpus, only 2,542 were found to contain CTAs.
In addition, the corpus collected by our partners is
inherently unbalanced, as it differs across countries
and elections.

As such we decided to implement a primarily
rule-based NLP pipeline for the automatized detec-
tion and annotation of CTAs. Our pipeline is based
on previous efforts focusing on English and Ger-
man and is designed particularly to identify deep
morphosyntactic, semantic and pragmatic linguis-
tic features that are relevant for analysis at the dis-
coursal level (Biber et al., 1998; Biber and Conrad,
2009) and for the linguistic framing of utterances
(cf. Druckman’s frames of communication (Druck-
man, 2011; Chong and Druckman, 2007)). While
other studies have focused on analyzing the effects
of such CTAs on voters (Heiss and Matthes, 2016;
Kligler-Vilenchik et al., 2021), in this use case we
are concerned with how these mobilizations are
linguistically expressed. We therefore aim at auto-
matically identifying CTAs via linguistic cues.

2 Related Work

As already noted, there is limited previous work
we can build on. Guidry et al. (2014) showed
that Twitter messages from non-profit organiza-
tions framed as a CTA were retweeted more of-
ten and generated more interaction between users
than other messages, while they were simultane-
ously the least used strategy for messages. Rogers
et al. (2019) worked on historical data of Bolotnaya
protests (2012) in Russia to demonstrate the pos-
sibility of automatically detecting CTAs in social
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media posts. Their classification task yielded an F1-
score of 0.77, thus showing that CTAs in Russian
can be successfully detected automatically to some
degree. While their focus lies on the detection of
CTAs in a protest setting, where movements use
social media to mobilize people and convince them
to join the protests, we are focusing on CTAs that
are targeting voter mobilization.

3 Characterization of Calls to Action

Our specific use case is the analysis of social media
posts published in the period leading up to an elec-
tion and aimed at mobilizing voters. We therefore
restricted an identification of CTAs to sentences in
social media posts that directly or indirectly call
upon the addressees for political participation in an
election setting. Typical examples are (1) and (2).

(1) Cumplamos nuestra responsabilidad de
votar.
‘Let us fulfill our responsibility to vote.’

(2) ¡Sal a votar! ‘Get out to vote!’

(3) Es momento de poner fin a décadas de los
mismos de siempre. Llegó el momento del
pueblo.
‘It is time to put an end to decades of the
same old ones. The time has come for the
people.’

Whereas the CTAs in the first two examples are di-
rectly encoded and expressed via an imperative, the
more indirect example (3) also falls under our def-
inition of a CTA. Here, the message to politically
participate is covertly encoded and does not involve
a direct use of an imperative. In order to automat-
ically identify such indirect CTAs, it is necessary
to implement linguistically informed rules (see §6).
We exclude CTAs that aim at getting readers to
click on a specific link, support an organization
with donations or attend events or demonstrations,
even though they are linguistically similarly framed
as direct CTAs. This exclusion is motivated by the
research interests of our partners, who are not in-
terested in these other types of CTAs, but in voter
mobilization.

4 NLP pipeline LiAnS

For the automatic detection and annotation of CTAs
we used LiAnS, a rule-based NLP pipeline. LiAnS
(Linguistic Annotation Service) has been built on
the basis of VisArgue (Gold et al., 2015), a NLP

pipeline initially designed for analyzing linguistic
features in spoken dialogs and debates in English
and German. We built a Spanish version of the
pipeline in the context of the CTA project.1 The
automated linguistic feature identification in VisAr-
gue is realized in a rule-based fashion: For each
feature, a list of relevant cues (lexical items and
constructions) is defined by language experts, and
rules are created for the disambiguation according
to the context they are found in. This has a clear
advantage over a naive and decontextualized appli-
cation of static word lists. The linguistic features
covered by VisArgue were selected by experts of
theoretical and computational linguistics and are
strongly grounded in theoretical linguistic insights.
We used the existing features and categories as a
blueprint for the Spanish LiAnS. Carefully crafted
feature sets and disambiguation rules were added
to ensure the reliable annotation of CTAs.

The main workflow of LiAnS consists of two
steps: 1) preprocessing; 2) annotation with prior
disambiguation. We first convert the raw posts into
standardized XML files, which are then further
preprocessed using the Stanza NLP kit (Qi et al.,
2020). Stanza conducts sentence splitting, tokeniza-
tion and lemmatization on the input files, and adds
POS-tags, morphological features and dependency
relations of each token (lexeme) as XML attributes.
LiAnS further adds discourse unit splitting. Ap-
proximating the definition of a basic discourse unit
(Polanyi et al., 2004), each clause is defined as one
discourse unit (DU), e.g., if a sentence is comprised
of one matrix clause and one embedded clause, the
sentence is defined as containing two DUs.

After preprocessing, rule-based annotation is ap-
plied on the basis of pre-defined disambiguation
rules for linguistic features as in Table 1. By con-
sidering the position of the linguistic cue and the
POS of the surrounding lexemes, we implement
any ambiguity resolution that might be necessary.
Annotations are initially applied to the lexemes.
Based on the particular type of use cases, aggre-
gated, context-aware feature calculation on higher
levels, e.g., DU-, sentence- or document-level can
be defined. LiAnS allows for a modular usage of
the features, which means that users can select their
own customized subset of features that are of in-
terest to the specific use case. LiAnS will then

1Our Spanish pipeline is based on a refined and extended
German and English LiAnS version of VisArgue, designed
and built by Qi Yu and Marina Janka at the University of
Konstanz.
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exclusively annotate these features.2

5 Data

The overall corpus is still in the process of being
compiled by our political science partners (Haiges
and Zuber, 2021), and currently consists of around
30,000 posts on Twitter and Facebook published
by political parties, indigenous associations and
presidential candidates before and during the three
most recent elections in Latin America, which took
place in Bolivia (18 October 2020), Ecuador (7
February 2021) and Peru (11 April 2021). Table
2 shows the exact number of posts in our current
corpus per country. As can be seen the data set
is not only unbalanced, but also fairly small for
Bolivia, motivating our rule-based approach, which
is not data hungry, but instead relies on linguistic
knowledge.

6 Methodology

All posts in the dataset were annotated with LiAnS
using the features available for the Spanish version.
To only extract DUs and sentences that thematically
deal with elections from the dataset, we manually
compiled a list of voting-related keywords such
as democracia ‘democracy’ and elecciones ‘elec-
tions’, including their synonyms and semantically
related nouns, verbs and adjectives. Corresponding
DUs and sentences were then extracted.

Direct CTAs can be detected very straightfor-
wardly based simply on the identification of imper-
ative forms, so one easy way of proceeding is to
search for instances of imperatives of verbs like
votar ‘vote’ as well as the participle of votar ‘vot-
ing’. In a further step, we searched for sentences
which contain imperatives and election-related key-
words from our hand-defined list. In this way, we
are able to detect CTAs as in example (2). Addi-
tionally, sentences containing the election date (e.g.
este 7 de febrero), or count downs to the election
day (faltan 5 días para) were also considered as
CTAs since they aim at reminding voters about
when to exercise their right to vote.

Moving on to more indirect and emotive CTAs,
we established rules that search for the noun voto
‘vote’ preceded by the pronoun tú ‘your’ or nuestro
‘our’ to identify posts that directly aimed at moti-
vating voters through the use of more appellative
expressions by directly addressing them. CTAs as

2Access to the Spanish version of LiAnS and the CTA
annotation can be requested via e-mail.

in (4) are often followed by a phrase describing
the expected (positive) change that may occur after
voting for a specific candidate or voting in general.

(4) Pido tu voto para...
‘I ask for your vote to...’

Furthermore, we looked for modal phrases and
expressions that imply obligations and were used
in combination with election-related vocabulary to
identify voter-mobilization.

While the identification of direct CTAs is rela-
tively straight-forward and can be pinned down to
the use of imperatives and the different forms of
the verb votar mainly, implicit calls to action re-
quire deeper linguistic knowledge, as their surface
coding is indirect. For the annotation of implicit
CTAs, we perused the dataset manually and tracked
down cues that were used to frame the call with-
out using similar formulations to those mentioned
above. We found that implicit calls to action were
often encoded in sentences implying that it is time
for change (as in example (3)), to change the fu-
ture of the country, to rescue the country, to stand
up for the country or to take the country forward,
and thus intend to bring people to the polls to ac-
tively engage in the act of change. In addition,
implicit CTAs often appeal to voters’ sense of ‘us’
vs. ‘them’. For example, some CTAs read "juntos +
Verb" (‘together + verb’) and aim to create a sense
of belonging to the community by giving the im-
pression to voters that the common goals can only
be achieved if they become part of this community
by casting their vote for the candidate. To automat-
ically detect those implicit CTAs we implemented
rules that search for those key phrases together with
election-related vocabulary and tag the posting as
such.

7 Results and Discussion

A randomly selected subset of 800 Facebook and
200 Twitter posts from Ecuador was manually an-
notated by two Spanish speaking annotators, both
co-authors of the paper, in order to evaluate the
results from our NLP pipeline. We decided to eval-
uate on data from Ecuador, as the majority of our
corpus comes from there. Out of 800 Facebook
posts 156 (16 implicit and 140 explicit) and 29 (10
implicit and 19 explicit) of 200 Tweets were iden-
tified as CTAs. With the help of a more detailed
analysis of the linguistic features found in CTAs
we found that 49 % of them include at least one
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Dimension Feature Examples

Discourse
Relation

adversative pero (but); al contrario (on the contrary)
causal porque (because); ya que (since) ; puesto que (since)
conditional cuando (if); en caso que (in the event that)
consecutive pues (for); consecuentemente (consequently)

Modality modal deber (must); querer (want); poder (can)
Sentence
Modifier

intensifier muy (very); de hecho (in fact)
negation no (no); nunca (never) ; jamás (never)

Information
Exchange

accommodation AGREEMENT: prometer (promise); consentir (agree); reconocer (acknowledge)
DISAGREEMENT: rechazar (reject); disputar (dispute); degradar (degrade)

speech act INFORMATION GIVING: decir (say); aclarar (clarify)
INFORMATION SEEKING: preguntar (ask); consultar (consult)

Politeness polite items por favor (please); gracias (thank you)

Table 1: Available features Spanish LiAnS version. The column Examples provides a few examples in Spanish as
they are implemented in LiAnS. Small caps indicate different subcategories within the feature.

Source Bolivia Peru Ecuador

Twitter 526 1,667 4,959
Facebook 991 1,252 21,834

Table 2: Overview of data set by country and source.

imperative to mobilize voters, while 57 % contain
at least one of the different forms of the verb votar,
40 % contain the election date, and around 10%
include more indirect means of CTAs which can
not be pinned down to specific linguistic features
but depend more on the pragmatic context of the
posting.

Based on the above mentioned subset of 1000
social media posts, our system shows an overall
precision of 0.95, a recall of 0.77 and a F1-score of
0.85 for the automatic identification of CTA types.
For the Twitter data, precision is 0.92, recall 0.78
and F1 0.84, while the scores for Facebook data
show a precision score of 0.81, a recall 0.83 and a
F1 score of 0.81. These values allow us to draw the
conclusion that our system performs almost equally
good across different social media platforms albeit
the differing posting format used on both platforms.
We attribute the differences between the manual
and automatic CTA annotation to the fact that the
used rules for CTA identification in our pipeline
need to be further refined in order to identify certain
linguistic features that are being used to mobilize
voters.

An overview of our results for the automatic
detection of explicit and implicit CTAs across the
whole corpus is presented in Table 3. While the ma-
jority of CTAs are formulated as imperatives and
were thus identified based on their morphology, a
portion of the voter mobilizations were identified

by the LiAnS feature modal, specifically the sub-
category of obligation. In addition to modal, the
feature polite items of LiAnS helped to identify
more covert CTAs as in (4), where the appellative
character of the sentence comes through the use of
a polite phrase.

Source Bolivia Peru Ecuador

Type Imp Exp Imp Exp Imp Exp
Twitter 0 39 19 43 53 217
Facebook 4 70 8 94 121 2,303

Table 3: # of identified CTAs per country, source and
type (Explicit vs Implicit).

Overall our results show that LiAnS can help to
annotate small corpora that are unsuitable for ma-
chine learning approaches due to their small size
and unbalanced nature, therefore reducing the man-
ual annotation effort for our collaboration partners.

8 Limitations

The results of our evaluation show that there is still
some room for improvement. First, the currently
unbalanced nature of the corpus is not just a prob-
lem for machine learning approaches, it also poses
challenges for the development of the NLP pipeline,
as regional language varieties of all countries must
be considered equally when creating the annotation
rules. Second, our annotations rely on the mor-
phological features provided by the Stanza NLP
kit. This means that our pipeline struggles when
the morphological analysis delivered by Stanza is
erroneous. For example, this was the case for voto
‘vote’, which can be a verb or a noun. All instances
of voto were analyzed as nouns by Stanza, which
makes it difficult to identify DUs such as voto por
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un futuro mejor ‘vote for a better future’. We ad-
justed the pipeline to correct for errors of this type.

9 Conclusion and Future work

In conclusion, we have implemented an automated
approach to identify explicit and implicit election-
related CTAs in Spanish social media. While a few
previous studies have looked at the identification
of CTAs in tweets related to protests, to the best
of our knowledge our work is the first to look at
the linguistic patterns that can be found in such
attempts at voter mobilization.

Our next steps are, first, to annotate more CTA
posts from Peru and Bolivia in order to create a
more balanced gold standard corpus; and, second,
to create our own balanced corpus. Third, we aim
to expand our set of rules to allow especially more
implicit CTAs to be annotated automatically.

We plan on adding a more sophisticated scor-
ing system that assigns an aggregated score to the
identified CTA cues. Thus, the classification as a
CTA of a post will depend on how many linguis-
tic cues that indicate a CTA are present and how
heavily they are weighted. The word vota ‘vote’,
for instance, should receive a greater weight than a
modal like tenemos que ’we have to’, since the for-
mer is a clear cue for a CTA, while the latter could
also be used in other political contexts. We are con-
fident that we can improve our overall results even
further with these extensions of the pipeline and
the introduction of a sophisticated scoring system.
Finally, we also intend to experiment with machine
learning approaches once the data set has grown
large enough via boot-strapping through CTA clas-
sifcations and annotations via our pipeline.
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Abstract
Deontic modals are auxiliary verbs which ex-
press some kind of necessity, obligation, or
moral recommendation. This paper investi-
gates the collocation and distribution within
Jane Austen’s six mature novels of the follow-
ing deontic modals: must, should, ought, and
need. We also examine the co-occurrences of
these modals with name mentions of the hero-
ines in the six novels, categorizing each occur-
rence with a category of obligation if applica-
ble. The paper offers a brief explanation of the
categories of obligation chosen for this inves-
tigation. In order to examine the types of obli-
gations associated with each heroine, we then
investigate the distribution of these categories
in relation to mentions of each heroine. The
patterns observed show a general concurrence
with the thematic characterizations of Austen’s
heroines which are found in literary analysis.

1 Introduction

Jane Austen is a celebrated British author whose
classic works have endured over the centuries.
From 1811 to 1818, her six mature novels:
Northanger Abbey (NA), Sense and Sensibility
(S&S), Pride and Prejudice (P&P), Mansfield Park
(MP), Emma (E), and Persuasion (P) were pub-
lished, Northanger Abbey and Persuasion being
published posthumously.

In recent years, efforts in the area of digital hu-
manities have grown, and the interest for having ac-
cessible tools and methodologies for approaching a
quantitative analysis of Jane Austen’s writings has
increased (Runge, 2019). Analytical techniques
such as keyword analysis, phraseological research,
and distribution analysis have been performed on
the works of Jane Austen in order to gain liter-
ary, structural, and linguistic insights into the texts
(Fischer-Starcke, 2010). This includes investiga-
tion into modal verbs: Wijitsopon (2013) has noted
modal auxiliary verbs to be a linguistic feature par-
ticularly characteristic of Jane Austen’s novels, and

argued that an analysis of clusters containing the
modal auxiliary must provided evidence of liter-
ary critics’ claims that Austen’s novels are framed
more by the internal thoughts and perspectives of
the characters rather than by the physical events
of the stories. Previously, Burrows (1986) also ex-
plored the differing frequency patterns of modal
auxiliary verbs, finding differences of statistical
significance between different modes of narrative
as well as between different characters within Jane
Austen’s works. There have also been less quanti-
tative discussions of Jane Austen’s use of modals,
such as Boyd (1984), which offers a close analysis
of the character intricacies and social commentary
expressed by Austen’s masterful use of modals.

We aim to continue such investigation into modal
auxiliary verbs in Austen’s work, specifically look-
ing at a selection of deontic modals. Deontic modal-
ity is a linguistic mode that expresses how the world
ought to be relative to some normative standard,
such as moral norms, and frequently carries a sense
of necessity or obligation. Deontic modals can
narrowly be defined as the set of modal auxiliary
verbs, such as can and should, which have the po-
tential to express deontic modality (Carr, 2017).
In this paper, we examine the distribution in Jane
Austen’s mature novels of the following deontic
modals: must, should, ought, and need.

All six of Jane Austen’s mature novels embody
themes of obligation, propriety and duty, but the
presentation of these themes is not uniform across
the novels. While Pride and Prejudice has a hero-
ine who balances propriety and wit in Elizabeth
Bennet, Mansfield Park’s heroine Fanny Price is so
obliging to her position in society that the book is
often considered to be “moral at the cost of com-
edy and vigour” (Todd, 2006). Deontic modals can
be used by an author to stylistically incorporate
themes such as societal obligation and duty into
the prose. By investigating the deontic modals that
Austen employs in relation to her heroines, we aim
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Figure 1: Relative frequencies of deontic modals in Jane
Austen’s novels. (From top to bottom) Orange: must,
Pink: should, Purple: ought, Blue: need

to characterize how different aspects of the theme
of obligation are associated with each of Austen’s
heroines.

For the purposes of this investigation, we lever-
age Voyant Tools, an open access web-based suite
of text analysis tools that allow for easy visualiza-
tion of corpus data, including relative frequency of
terms, collocations, and occurrence contexts (Sin-
clair and Rockwell, 2021). Voyant Tools contains
a Jane Austen corpus compiled from digital texts
freely available from Project Gutenberg.

Voyant Tools was selected to be used in this in-
vestigation for its ability to provide easy access to
a full corpus of Jane Austen’s works, as well as
for the particular analysis functions included in its
interface, such as the collocates tool and the rela-
tive frequency tool, which provide adequate func-
tionality to engage in meaningful analysis through
relatively simple corpus linguistic methods. In ad-
dition to providing specific literary analysis, in this
paper, we demonstrate how accessible digital tools,
such as Voyant Tools, allow for researchers without
significant technical expertise to leverage relatively
simple corpus-based methods of analysis in order
to gain literary insights.

2 Relative Frequency of Deontic Modals

The relative frequency of a term in a corpus refers
to the ratio between the number of times the term
occurs in the corpus and the total number of tokens
in the corpus. A high relative frequency is typically
taken to be an indicator that the linguistic feature
(or term) under investigation is of significance in
the corpus (Fischer-Starcke, 2010).

Using Voyant Tools, the relative frequencies of
the modal verbs must, should, ought, and, need
were calculated for each of Austen’s six novels.

Obligation Modal Top Collocates (Verbs)
must think, know, said, make, feel
should think, like, said, know, come
ought know, think, feel, say, make
need fear/be afraid, say, tell, ask, think

Table 1: Top verbal collocates of deontic modals.

The visualization of this data is presented in Fig-
ure 1. We note that must and should have higher
relative frequencies across the board (the highest
being most in Emma with a relative frequency of
0.0035218), reflecting that they are more common
words than ought and need.

The figure proceeds in order of publication of the
novels, but it should be noted that the manuscript
for Northanger Abbey was actually completed
around 1803, making it the earliest of Austen’s
novels. With this in mind, we see that there is a
general increase in the relative frequency of all four
deontic modals investigated as time moves forward.
This could indicate that the use of deontic modals
to express obligation became more of a characteris-
tic feature in Austen’s later works: Mansfield Park,
Emma, and Persuasion.

3 Collocates of Deontic Modals

Collocates of a given term are other terms that ap-
pear with greater than random probability in prox-
imity to that term in a corpus. This greater than ran-
dom probability indicates that the co-occurrence of
two collocates depends on a relationship between
the lexical terms, and examining such collocational
patterns can reveal meaningfully ways in which
terms are related in texts such as Austen’s novels
(Wijitsopon, 2013).

Leveraging the Voyant Tools collocates function
using a window size of 5 tokens, we examined
the collocates for the four deontic modals previ-
ously mentioned. As we are investigating auxiliary
verbs, some of the top verbal collocates for each
modal are highlighted in Table 1. As we can see,
the top collocates for all of the modals are rela-
tively similar verbs. They revolve around thoughts,
communication, feelings, and perception, which
supports the notion that Austen’s stories are more
strongly framed around feelings and perceptions
than actions.

When further examining the collocates of the
modals within each of Austen’s novels, we found
that the top collocates between novels were also
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fairly similar, with the exception that the name of
each heroine was also a top collocate within her
own novel. This presents an opportunity to inves-
tigate how the distribution and usage of deontic
modals differ between the heroines of Austen’s
novels.

4 Relative Modal Obligation per Heroine

As the heroines of all of Austen’s novels were
shown to have a high level of co-occurrence with
the deontic modals being investigated, we set out
to examine the occurrences of these modal verbs
and if/how they were used in context to convey a
sense of obligation in the narrative.

First, we looked to establish what proportion of
deontic modals co-occurring with the mentions of
the heroines’ names were actually relevant to the
given heroine in the discourse. This required a man-
ual evaluation of all of the instances of a deontic
modal that occur within 5 tokens to the left or 5 to-
kens to the right of a mention of one of the heroines’
names in all six novels to determine whether or not
they had some relevance to the heroine in question.
This manual evaluation was completed by the au-
thor of this paper. This filtering brought the total
number of occurrences of deontic modals to be
further investigated from 244 occurrences down to
154 occurrences. (It should be noted that only co-
occurrences with heroines’ names/nicknames were
investigated. There are many more co-occurrences
with pronoun mentions of the heroines which could
be examined in future work.)

After establishing for each heroine which occur-
rences of deontic modals were directly relevant,
we then reviewed those occurrences to determine
whether or not their usage introduced some intent
of obligation into the discourse. This was a subjec-
tive annotation based on review of the surrounding
context in the novel for each occurrence. The cases
that remained (116 in total) were then compared
to the total number of relevant modal occurrences
for each heroine in order to determine the ratio of
how many of the relevant co-occurrences of de-
ontic modals actually introduced some element of
obligation in the discourse for each heroine. The
proportions for each heroine are listed in Table 2.

Looking at Table 2, we see that most of the hero-
ines are around the same level, with Elinor and
Marianne (S&S) on the lower end, and Fanny (MP)
very much on the high end with a proportion of 0.97
of co-occurring deontic modals conveying some in-

Heroine Relative Modal Obligation
Catherine (NA) 0.85
Elinor (S&S) 0.59
Marianne (S&S) 0.63
Elizabeth (P&P) 0.8
Fanny (MA) 0.97
Emma (E) 0.75
Anne (P) 0.75

Table 2: A ratio of the occurrences of deontic modals
which are (1) co-occurring with the heroine name (2)
relevant to the heroine in the discourse and (3) express
some intention of obligation in the discourse relative
to the occurrences of deontic models that just fulfill (1)
and (2)

tent of obligation into the discourse that is relevant
to Fanny. This tracks with literary critics’ under-
standing of Fanny as a character that is largely pro-
pelled by other (generally male) characters (Todd,
2006). However, based on the relative frequencies
of deontic modals across the novels that were pre-
sented earlier in the paper, one might expect the
proportions in Table 2 to be uniformly higher of
Austen’s later heroines. In order to understand why
this is not the case, we must also investigate the
different types of obligation being introduced into
the discourse by the these modals.

5 Categories of Obligation

For the purpose of this investigation, a small set of
5 categories for differentiating senses of obligation
was developed in order to sort the 116 occurrences
of deontic modals that were judged to invoke some
sense of obligation in the discourse. The categoriza-
tions were developed from examining those 116
cases and considering what groupings might be rel-
evant to character analysis. A brief description of
each category and an accompanying example are
listed below:

Obligation of Action (OA): Some obligation is
placed on the action or the potential action of the
heroine (either by another party or by the heroine
herself).

e.g.: You have had a long run of amuse-
ment, and now you must try to be useful.”
Catherine took up her work directly. . .
(NA)

Obligation of Feeling (OF): Some obligation
is placed on the feelings or the potential feelings

72



Category Catherine Elinor Marianne Elizabeth Fanny Emma Anne
(NA) (S&S) (S&S) (P&P) (MP) (E) (P)

OA 0.73 0.4 0.7 0.5 0.38 0.5 0.33
OF 0 0.3 0.1 0.06 0.24 0.21 0.17
OO 0.18 0.2 0.1 0.13 0.21 0.07 0.08
OE 0.09 0.1 0.2 0.31 0.15 0.11 0.42
O 0 0 0 0 0.02 0.11 0

Table 3: This table shows the proportional distribution of obligation categories associated with each heroine. The
highest proportion among the heroines for each obligation category is highlighted in bold.

of the heroine (either by another party or by the
heroine herself).

e.g.: He was evidently oppressed, and
Fanny must grieve for him. . . (MP)

Object of Obligation (OO): The heroine is the
object of some sense of obligation that is placed
(not by the heroine) on another party.

e.g.: . . . that Elinor’s merit should not
be acknowledged by every one who knew
her, was to her comprehension impossi-
ble. (S&S)

Expression of Obligation (EO): The heroine
expresses some obligation or moral judgment on
another party or a state of affairs. (If the expression
is directed towards the heroine herself, first choose
OA or OF if applicable.)

e.g.: ...Mr and Mrs Musgrove," ex-
claimed Anne, "should be happy in their
children’s marriages. (P)

Other (O): There is a sense of obligation ex-
pressed that does not fit into one of the above cate-
gories.

6 Distribution of Obligation Categories
amongst Heroines

The categories described above were used to man-
ually annotate the deontic modals occurring with
each heroine. These manual annotations were com-
pleted by the author of this paper. Once these an-
notations had been made, the number of modal oc-
currences annotated with each obligation category
were totaled for each heroine. Each of these cate-
gory totals was then divided by the total number of
modal occurrences associated with the heroine in
order to get the proportional distribution of obliga-
tion categories associated with each heroine. The
results of these calculations are presented in Table

3. Each column of the table shows the proportional
breakdown for how the obligation categories are
distributed for a single heroine.

Looking at Table 3, we see that Catherine (NA)
has the highest Obligation of Action (OA) propor-
tion. This is fitting, as Catherine is one of Austen’s
younger heroines, whose character at the outset of
the novel is considered to be naive. As such, she is
frequently instructed in her behavior. Throughout
the course of the story, she learns what behavior is
proper and what is not. Elinor (S&S) has the high-
est Obligation of Feeling (OF) proportion, which
is also fitting because Elinor’s central story line in
Sense and Sensibility revolves around how she is
obligated to suppress her feelings because the man
she loves is already engaged to another woman.
The highest Object of Obligation (OO) proportion
comes from Fanny (MP), whose character is com-
monly criticized for being overly moralistic and
lacking in agency (Todd, 2006). In Mansfield Park,
Fanny’s feelings are rarely consulted on any matter
and she is often treated as an object. Finally, Anne
(P) has the highest proportion for Expression of
Obligation (EO). Anne is Austen’s final heroine,
and arguably her most mature. Anne is the oldest
heroine, and she is also the most self-reflective and
self-controlled. As such, it is fitting that Anne is the
heroine who has the highest proportion in the cate-
gory for expressing her own understanding of how
things should be. Overall, we see that the break-
down of obligation categories amongst the modal
occurrences for each heroine have a resemblance
to the characterizations of Jane Austen’s heroines
that are understood through literary analysis.

7 Conclusion

In this paper we examined how deontic modals are
distributed in Jane Austen’s novels, and how they
contribute to elements of Austen’s style and themes.
We found that the relative frequencies of deontic
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modals are higher in Austen’s later novels, and
that the verbal collocates of these modals generally
revolve around perceptions and communication,
which support the literary notion that the framing
of Austen’s novels favors perception over physical
action.

Upon examination of the co-occurrences of these
modals with name mentions of the heroines of
Austen’s novels, we found that the proportion of
deontic modals that worked to convey a sense of
obligation in the discourse varied from heroine to
heroine, and we found that the type of obligation
most commonly conveyed by these modals also var-
ied from heroine to heroine. As discussed above,
these distributions reflect some general characteri-
zations of Austen’s heroines.

As these findings corroborate existing literary
perspectives, we see that there is merit in engaging
in quantitative corpus analysis to gather supporting
evidence for literary claims, as well as to poten-
tially seek out new patterns of interest for literary
analysis. In addition these specific insights, this
paper provides a methodology for gaining literary
insights through the use of simple corpus linguistic
methods. This paper also serves to demonstrate
how accessible digital tools, such as Voyant Tools,
allow for researchers without advanced program-
ming skills to leverage quantitative methods of anal-
ysis to engage with literary texts.
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Abstract

Most of the work on Character Networks to
date is limited to monolingual texts. Con-
versely, in this paper we apply and analyze
Character Networks on both source texts (En-
glish novels) and their Finnish translations
(both human- and machine-translated). We
assume that this analysis could provide some
insights on changes in translations that could
modify the character networks, as well as the
narrative. The results show that the character
networks of translations differ from originals
in case of long novels, and the differences may
also vary depending on the novel and transla-
tor’s strategy.

1 Introduction

Character Networks (CNs) building can be consid-
ered as a part of Social Networks Analysis (SNA)
research. The main difference between SNA and
CNs extraction has to do with the type of datasets
to which these methods are applied: CNs extraction
is typically used for different works of art (mainly
literary texts of different genres as well as films),
while SNA is usually performed on more struc-
tured datasets, e.g. online social networks, such as
YouTube or LiveJournal (Mislove et al., 2007).

Most of the work on CNs to date applies them to
monolingual texts. The main novelty of our work
stems from the fact that we apply these techniques
not only to original texts but also to their transla-
tions (both by human translators and by Machine
Translation (MT) systems). In doing so, we aim to
unveil whether the connections between characters
(represented by CNs), modified by human or ma-
chine translator, differ, which can point to narrative
differences between original texts and translations.

There are different tasks that could benefit from
the extraction of CNs in this bilingual setting,
namely MT. MT could be enhanced with the con-
textual information, namely the global context of
the whole text that could be in a form of a graph

(Xu et al., 2020). We consider the task of CNs
extraction in the scope of enhancing MT of literary
texts. In this framework, we consider the extraction
of CNs as a valuable first step, so that we can find
out how the CNs of Human Translation (HT) and
MT compare to the CN of the original.

In this paper we take a look at the CNs of En-
glish originals and Finnish translations thereof. The
structure of the paper is as follows: first we pro-
vide an overview of the related work (Section 2),
subsequently we describe our data (Section 3), af-
ter which we discuss the creation of the list of the
characters’ names that we will use for our methods
(Section 4). We continue the paper with describ-
ing the method (Section 5) that we used. Finally,
we present our results of both qualitative analy-
ses and quantitative assessment and analyze them
(Section 6). We conclude our paper in Section 7.

2 Related work

Character Networks extraction is a broad problem,
so there have been many attempts to tackle it from
different angles. It can be the main focus of the
research (John et al., 2019; Kubis, 2021), or only a
step towards a broader goal, e.g. learning represen-
tations of stories based on character networks (Lee
and Jung, 2019, 2020). It can be automated (Chen
et al., 2019) or not (Moretti, 2011). The data for
character networks extraction can also vary from
movies (Agarwal et al., 2014) to novels (Agarwal
et al., 2012) and fairytales (Schmidt et al., 2021).
The most thorough overview of character network
extraction so far has been done by Labatut and
Bost (Labatut and Bost, 2019). Also Schmidt et al.
(2021), aside from their original topic of research,
raised an issue regarding the evaluation of charac-
ter networks: according to them, currently there is
no standardized approach for such evaluation and
most research on this topic evaluates the extracted
networks by proxy or using SNA metrics (Schmidt
et al., 2021).
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The novelty of our research with respect to previ-
ous work lies mainly in three points: firstly, we are
taking a look at CNs of translations; secondly, we
are looking at CNs of machine-translated texts; and
thirdly, we are looking at an uncommon language
pair (English-Finnish), since, as far as we know,
there is no related work for character networks
based on Finnish texts to date.

3 Data

The main dataset is made up of corpora of English
and Finnish literary texts. The English part of
the dataset was gathered from Project Gutenberg
(https://www.gutenberg.org/), while
the Finnish human-translated subcorpus is avail-
able at the Language Bank of Finland as The
Downloadable Version of Classics of English and
American Literature in Finnish (https://www.
kielipankki.fi/corpora/ceal-2/).

The English subcorpus contains two novels
(Pride and Prejudice by Jane Austen, Bleak
House by Charles Dickens) and a short story
(The Washington Square by Henry James).
The Finnish human-translated corpus contains
the corresponding Finnish translations of these
works carried out by Kersti Juva, while the
Finnish machine-translated subcorpus was created
by DeepL Translator (https://www.deepl.
com/translator) from the English originals
on May 26, 2022. Table 1 contains some statistics
about the corpora.

English and Finnish human-translated subcor-
pora and English and Finnish machine-translated
subcorpora were sentence-aligned for consistency
and for the purpose of doing close reading. The
alignment was done using InterText (Vondricka,
2014). In case of Human Translations, the align-
ment was done semi-automatically (we had to go
through the whole texts and align problematic sen-
tences manually), but for MT it was done automati-
cally, because the sentence splitting of the output
translations of DeepL corresponded to the one of
the original texts.

4 Creation of character names’ list

Before applying our methods (see Section 5), we
had to create a character names’ list, so that we
could use this list for implementation of our meth-
ods. To perform this task, we got the information
from different internet sources that contain informa-
tion about characters from the novels in our dataset

(see Appendix A).

While creating a list of characters’ names as a
basis for our CNs, we also faced many questions
about characters, such as: what is a literary char-
acter? Who do we consider a character from the
point of the narrative? Do we take into considera-
tion off-screen characters (characters that are only
mentioned in the text and do not participate in the
plot)? To answer these questions, we needed to
define what / who the character is.

The literary character can be seen as a construct
which definition and features depend on the study
area (Margolin, 1990). Jannidis (2013) considered
a character “a text- or media-based figure in a story-
world, usually human or human-like” or “an entity
in a storyworld”. Overall, characters are intercon-
nected with both narrative and storyworld and con-
tribute to their development from many aspects.

Based on this notion, we considered a literary
character every figure that was relevant for the nar-
rative development (thus, e.g. names of famous
persons that are mentioned but do not appear in
the novel directly were not included). So we de-
cided to include both onscreen (entities that are
actively participating in the storyworld) and off-
screen (entities that are passively contributing to
the construction of the storyworld) characters (e.g.
in case of Washington Square, it was the mother of
the main character that was mentioned only twice,
but never participated in the story herself).

We also included all possible names that can be
used for naming a certain character by splitting the
full name (e.g. Elizabeth Bennet would also get
versions Elizabeth and Bennet) and by analyzing
possible versions (Lizzy for Elizabeth Bennet) that
were mentioned in the internet sources (see Ap-
pendix A). We also included full names (if applica-
ble) even if they were not used for naming a char-
acter in the text just for reference (e.g. in case of
Catherine Sloper). So Elizabeth Bennet would get
the following names: Bennet, Eliza, Eliza Bennet,
Elizabeth, Elizabeth Bennet, Lizzy, and Catherine
Sloper would get the names Catherine, Catherine
Sloper and Sloper. The creation of the characters’
names list was carried out only by one annotator.

As a result, we would have a list of all possible
characters’ names. For this research we decided
not to link different names of the same characters,
because there were relatives and namesakes which
were impossible to distinguish from the context.
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Corpus Characters (without newline
characters)

Sentences Words

English subcorpus 2,956,068 28,360 549,383
Finnish subcorpus (Human
Translations)

2,861,687 23,153 387,734

Finnish subcorpus (Machine
Translations)

3,069,732 23,518 410,767

Table 1: Statistics for the corpora used in our study

5 Methods

We extracted the character networks from English,
Finnish human-translated and Finnish machine-
translated texts using the same workflow. The work-
flow was implemented using Python with the help
of the NetworkX library (https://networkx.
org/) for CN-related quantitative metrics and vi-
sualization.

The workflow proceeds sequentially as follows:

1. Splitting texts by chapters (we searched in
the text for the expressions that contained the
chapters’ names and split the text by them)
and transforming each novel into a list of chap-
ters;

2. Searching for the names from characters’
names list in every chapter and producing a
list of character relationships for each chapter;
Iterating through a list of chapters and produc-
ing the final results for character relationships
in the novel.

We decided to use chapters as the units to build
the CNs for several reasons. Firstly, using smaller
units (e.g. paragraphs) may have led to unexpected
results, since the texts also contained dialogues and
letters which may have zero characters in one para-
graph despite having a clear link between the char-
acters outside the dialogue or the letter. Secondly,
we consider a novel chapter as an autonomous part
of narrative which may provide a more finalized
view into characters’ relationships.

We consider our approach to be semi-automated,
since we had to build lists of characters’ names
manually. We also decided to introduce some limi-
tations to our research.

For this paper, we decided not to link different
versions of the names and their references, such
as pronouns, due to the complexity of such a task,
especially regarding Finnish translations. For ex-
ample, in Pride and Prejudice we would have 5

characters that could be linked to "Miss Bennet",
namely all five Bennet sisters: Jane, Elizabeth,
Mary, Catherine and Lydia. Moreover, it is used
in plural - there are "younger Miss Bennets" and
"older Miss Bennets". As per our knowledge, there
is also no coreference model for Finnish language,
and training such a model would require from us
creation of the annotated corpus, which could be a
topic for a paper on its own. For a similar reason
we also decided not to use Named Entity Recogni-
tion (NER) state-of-the-art tools, because our pre-
vious research has shown the need to further refine
the results of NER pipeline: namely the results of
lemmatization step for foreign names in Finnish
texts needed to be polished further (Konovalova
et al., 2022).

6 Evaluation and results

After implementing our workflow, we used it on
our corpus, producing CNs for English original
texts, Finnish Human Translations and Finnish MT
outputs. For our assessment, we performed both
qualitative and ative analyses. Quantitative analysis
was done by analysing the CNs’ metrics and quali-
tative analysis was done to provide some insights
and possible reasons for such results of quantitative
analysis.

6.1 Qualitative Analysis (close reading)

We performed close reading for English originals
and Finnish Human Translations while doing sen-
tence alignment. We also performed close reading
for Finnish MT outputs.

We grouped the changes in translations in two
groups: changing the pronoun into the proper noun
and changing names completely.

6.1.1 Changing the pronoun into the proper
noun

Human Translations
Close reading showed that in some cases in
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Finnish Human Translations names of the char-
acters were used instead of the pronouns in English
originals: for example, in different interactions be-
tween Elizabeth Bennet and Mr. Darcy in Pride
and Prejudice translation (see Table 2).

We assume that there could be two possible rea-
sons for this: firstly, the translator’s own style,
and secondly, the nature of the target language (in
Finnish there is one third-person pronoun, hän, that
corresponds both to he and she, so the use of the
character’s name could be the attempt to avoid am-
biguity. The other way to avoid ambiguity is to
use notions like mies (man) and nainen (woman)).
Since the last reason is tied to the target language,
it could also be linked to the normalization strategy
used by the translator (namely, adapting the transla-
tions to target language norms (Baker and Somers,
1996)).

We assume that such translator’s decisions af-
fected the quantitative results for the Character Net-
works that we present in the next subsection (6.2)
on Quantitative Assessment.

Machine Translations
Similarly to Human Translations, there were

cases when the pronoun would be replaced with
the name. The possible reason for it could also be
connected to the normalization principle that was
learnt and used by the MT model during MT.

In Table 2 we present several examples where,
surprisingly, both Human Translation and MT use
the same normalization technique.

There was also an interesting example where
it seems that coreference went wrong in the MT
output, as “she” in original text is another charac-
ter, Mrs. Phillips (referenced by “täti” (aunt in
Finnish) in Human Translation):

Original: She received him with her very best
politeness, which he returned with as much more,
apologising for his intrusion, without any previous
acquaintance with her, which he could not help
flattering himself, however, might be justified by
his relationship to the young ladies who introduced
him to her notice.

MT: Jane otti miehen vastaan parhaalla mah-
dollisella kohteliaisuudellaan, ja mies vastasi ko-
hteliaasti ja pyysi anteeksi tunkeutumistaan, koska
hän ei tuntenut Janea aikaisemmin, mutta hän ei
voinut olla imartelematta itseään, että hänen suh-
teensa niihin nuoriin neitoihin, jotka esittelivät
miehen Janeen, saattaisi kuitenkin oikeuttaa tämän
tunkeutumisen.

Human Translation: Täti otti herran vas-
taan kaikin tavoin kohteliaasti, mihin mies vastasi
samalla mitalla ja pannen paremmaksi, pyysi an-
teeksi, että tunkeutui näin kylään ilman aikaisem-
paa tuttavuutta, mutta tahtoi kuitenkin uskoa suku-
laisuussuhteen hänet esitelleisiin nuoriin naisiin
antavan sille oikeutuksen.

6.1.2 Changing names completely
Human Translations

There was one case when the name that has a
distinctive meaning in the original text has to be
changed in the Human Translation to save and con-
vey this meaning to the reader. On the contrary, it
was not changed in MT. Compare:

Original: <. . . >, Mr. Snagsby mentions to the
’prentices, "I think my little woman is a-giving
it to Guster!" This proper name, so used by Mr.
Snagsby, has before now sharpened the wit of the
Cook’s Courtiers to remark that it ought to be the
name of Mrs. Snagsby, seeing that she might with
great force and expression be termed a Guster, in
compliment to her stormy character.

HT: <. . . >, herra Snagsby sanoo oppipojilleen:
"Siellä taitaa pikkurouva kurittaa Mollya!" Herra
Snagsbyn mainitsema etunimi on aikaa sitten
saanut naapurit letkauttamaan, että se olisi sopiva
nimi rouva Snagsbylle, sillä nimi Möly istuisi
hänelle kuin nyrkki silmään hänen äänekkään lu-
onteensa ansiosta.

MT: <. . . >, herra Snagsby sanoo apulaisille:
"Luulen, että pikku naiseni antaa sen Gusterille!".
Tämä herra Snagsbyn käyttämä nimi on ennenkin
saanut Cookin hovimiehet huomauttamaan, että
sen pitäisi olla rouva Snagsbyn nimi, koska häntä
voisi nimittää hyvin voimakkaasti ja ilmeikkäästi
Gusteriksi, kohteliaisuutena hänen myrskyisälle
luonteelleen.

Guster has a stormy personality, and her name
sounds like gust - sudden rush of the wind. In
Finnish Human Translation the translator faced two
problems: first - how to convey the name’s meaning
to the Finnish reader and second - how to still have
the English name in the translation. It was solved
by linking the existing name - Molly - to Finnish
word möly (noise) and saying that Molly/Möly has
a noisy character.

Machine Translations
We noticed that in machine-translated texts there

were also changes in the names: some of them were
sometimes domesticated, for example, Catherine
would be changed to Katariina (Finnish version
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Original Machine Translation Human Translation
Elizabeth listened with delight to
the happy, though modest hopes
which Jane entertained of Mr. Bin-
gley’s regard, and said all in her
power to heighten her confidence
in it.

Elizabeth kuunteli ihastuneena Ja-
nen iloisia, vaikkakin vaatimatto-
mia toiveita herra Bingleyn kun-
nioituksesta ja sanoi kaiken voita-
vansa vahvistaakseen Janen luotta-
musta siihen.

Elizabethille oli ilo kuulla onnel-
lisista joskin kainoista haaveista,
joita Janella oli herra Bingleyn tun-
teisiin nähden, ja hän sanoi kaiken,
mitä pystyi sanomaan, vahvistaak-
seen Janen luottamusta niihin.

She could not help frequently
glancing her eye at Mr. Darcy,
though every glance convinced her
of what she dreaded; for though
he was not always looking at her
mother, she was convinced that his
attention was invariably fixed by
her.

Hän ei voinut olla vilkaisematta
usein herra Darcyyn, vaikka
jokainen vilkaisu sai hänet vaku-
uttuneeksi siitä, mitä hän pelkäsi;
sillä vaikka Darcy ei aina kat-
sonutkaan äitiä, hän oli vakuut-
tunut siitä, että Darcy kiinnitti hä-
nen huomionsa aina äitiinsä.

Hän ei voinut olla vähän väliä
vilkaisematta syrjäsilmällä herra
Darcyyn siitä huolimatta, että
jokainen vilkaisu vahvisti hänen
pelkonsa; sillä vaikka Darcy ei
katsonut äitiin koko ajan, hän oli
varma, että äiti oli Darcyn hellit-
tämättömän huomion kohteena.

So I thought it a good opportunity
to hint to Richard that if he were
sometimes a little careless of him-
self, I was very sure he never meant
to be careless of Ada, and that it
was a part of his affectionate con-
sideration for her not to slight the
importance of a step that might in-
fluence both their lives.

Ajattelin, että nyt oli hyvä tilaisuus
vihjata Richardille, että vaikka hän
oli joskus hieman huolimaton it-
seään kohtaan, olin aivan varma, et-
tei hän koskaan aikonut olla huoli-
maton Adaa kohtaan ja että oli
osa hänen hellästä huomaavaisu-
udestaan Adaa kohtaan, ettei hän
vähättelisi sellaisen askeleen merk-
itystä, joka saattoi vaikuttaa heidän
molempien elämään.

Niin minä katsoin tilaisuuden sopi-
vaksi vihjata Richardille, että jos
hän joskus olikin hiukan huole-
ton oman itsensä suhteen, hän ei
toki koskaan voisi olla huoleton
Adan suhteen, ja että hänen kiin-
tymykseensä Adaan kuului osana
se, ettei hän vähätellyt minkään
askelen merkitystä, millä saattaisi
olla vaikutusta heidän yhteiseen
elämäänsä.

Table 2: Examples of changing pronouns into proper nouns in Human and Machine Translations.

of the name) or Elizabeth would be changed to
Elisabet (also Finnish version of the name). So
in the MT output there could be two versions for
the same name: Catherine would correspond to
both Catherine and Katariina, and Elizabeth - to
Elizabeth and Elisabet.

Original: It pleased Catherine to think that she
should be brave for his sake, and in her satisfaction
she even gave a little smile.

MT: Katariinaa ilahdutti ajatus siitä, että hänen
piti olla rohkea hänen vuokseen, ja tyytyväisyy-
dessään hän jopa hymyili hieman.

Compare to:
Original: "It will be easy to be prepared for

that," Catherine said.
MT: "Siihen on helppo valmistautua", Cather-

ine sanoi.
Overall the results of close reading show that

both Human and Machine Translation tend to use
normalization techniques. In the case of MT, the
domestication of the names was used sporadically,
which created several versions of one name in trans-

lation.

6.2 Quantitative Assessment (metrics)
We used the following metrics for assessing and
comparing our results:

1. Different centrality metrics which are the
main ones for the analysis of character net-
works (Newman, 2010):

(a) Betweenness centrality (how much each
character connects other characters be-
tween themselves); we took a look at the
first 5 results with the highest values for
this metric;

(b) Degree centrality (how many connec-
tions one node (character) has to others);
we also took a look at the first 5 results
with the highest values for this metric;

2. Density (what is the level of connections of
the whole graph)

3. Diameter (how big the network is).
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Text type Betweenness centrality (max, n=5) Degree centrality (max, n=5) Density Diameter
Original / Human
Translation / Ma-
chine Translation

Almond: 0.037, Catherine: 0.037,
Penniman: 0.037, Sloper: 0.037,
Morris Townsend: 0.22

Almond: 1.0, Catherine: 1.0,
Penniman: 1.0, Sloper: 1.0,
Morris Townsend: 0.94

0.77 2

Table 3: Results of different metrics for Washington Square.

We present our results in the tables below (one
table per novel) and we also provide visualization
for the characters that have the highest values for
the metrics. The nodes of the graphs represent
characters, and the edges represent relationships
between characters.

Washington Square (Table 3)

Probably because of the size of the Washington
Square (35 chapters, length of the original text:
354,440 characters) and because we split the
texts by chapters, the CNs were the same for all
three versions (original, HT and MT). The five
characters with maximum betweenness centrality
and degree centrality correspond to the main
characters: Mrs. Almond, Catherine Sloper, Mrs.
Penniman, Dr. Austin Sloper and Morris Townsend.

Figure 1: Example for the CN for Washington Square
for 5 characters with maximum scores.

Pride and Prejudice (Table 4)

The main characters, according to the metrics,
are Bennet (could be anyone from the family,
but most probably it is either Mr. Bennet or Mrs.

Bennet), Bingley (most probably Mr. Bingley than
his sister, Miss Bingley), Elizabeth Bennet and
Mr. Darcy. The fifth character varies: in original
and machine-translated text it is Mr. Wickham,
in human-translated text it is Jane Bennet. The
difference in the mentions could also be attributed
to the aforementioned translation strategy to use
a character’s name instead of the pronoun for
better clarity. It is also interesting that in Human
Translation Jane Bennet becomes a more important
character than Mr. Wickham which could be
attributed to the translator’s strategy of using more
proper nouns in the Jane Bennet-Mr.Bingley or
Jane Bennet-Elizabeth Bennet interactions.

Figure 2: Example for the CN for Pride and Prejudice
for 5 characters with maximum scores.

Bleak House (Table 5)

There are two narratives in Bleak House: one is
done from third-person perspective, and the other
is narrated by Esther Summerson, which may af-
fect her appearance in the text. According to the
metrics, the main characters are Dedlock (probably
Lady Dedlock), Esther Summerson, John Jarndyce,
Richard Carstone and Mr. Tulkinghorn. It is also
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Text type Betweenness centrality (max, n=5) Degree centrality (max, n=5) Density Diameter
Original Bennet: 0.013, Bingley: 0.013, Eliza-

beth: 0.013, Darcy: 0.013, Wickham:
0.012

Bennet: 1.0 Bingley: 1.0, Elizabeth:
1.0, Darcy: 1.0, Jane: 0.98

0.79 2

Human
Transla-
tion

Bennet: 0.015, Bingley: 0.015, Eliz-
abeth: 0.015, Darcy: 0.015, Jane:
0.013

Bennet: 1.0 Bingley: 1.0, Elizabeth:
1.0, Darcy: 1.0, Jane: 0.98

0.76 2

Machine
Transla-
tion

Bennet: 0.013, Bingley: 0.013, Eliza-
beth: 0.013, Darcy: 0.013, Wickham:
0.012

Bennet: 1.0 Bingley: 1.0, Elizabeth:
1.0, Darcy: 1.0, Jane: 0.98

0.79 2

Table 4: Results of different metrics for Pride and Prejudice. Scores in translations that differ from the original text
shown in bold.

Text type Betweenness centrality (max, n=5) Degree centrality (max, n=5) Density Diameter
Original Dedlock: 0.02, Summerson: 0.03,

Jarndyce: 0.05, Tulkinghorn: 0.02,
Richard: 0.02

Dedlock: 0.79, Summerson: 0.86,
Jarndyce: 0.94, Richard: 0.76, Tulk-
inghorn: 0.77

0.4 3

Human
Transla-
tion

Dedlock: 0.02, Summerson: 0.03,
Jarndyce: 0.05, Richard: 0.02, Tulk-
inghorn: 0.02

Dedlock: 0.79, Summerson: 0.86,
Jarndyce: 0.94, Richard: 0.78, Tulk-
inghorn: 0.76

0.39 2

Machine
Transla-
tion

Dedlock: 0.02, Summerson: 0.03,
Jarndyce: 0.04, Lady Dedlock: 0.02,
Tulkinghorn: 0.02

Dedlock: 0.79, Jarndyce: 0.93,
Richard: 0.76, Summerson: 0.85,
Tulkinghorn: 0.76, Lady Dedlock:
0.76

0.4 2

Table 5: Results of different metrics for Bleak House. Scores in translations that differ from the original text shown
in bold.

Figure 3: Example for the CN for Bleak House for 5
characters with maximum scores.

interesting that the diameter of the original network
changes in both translations (original diameter was

3, while in translations it was reduced to 2). Bleak
House also has the lowest density compared to
other texts, which could be due to the size of the
text (359,426 words, with the whole subcorpus be-
ing 548,383 words).

7 Conclusion

We have created Character Networks for original
texts, for Human Translations and Machine Transla-
tions for three novels. Results show that for longer
novels there are changes in Character Networks
both in Human and Machine which may be at-
tributed to the translator style or the target language
features in human translations and to the models
used in machine translations. One of the most in-
teresting results is that the main 5 characters of
Pride and Prejudice change in human translations
with Jane Bennet replacing Mr. Wickham. We as-
sume that our research could be enhanced further
e.g. by using coreference which would require the
creation of an annotated corpus, by grouping dif-
ferent versions of character names together (either
manually or automatically) and by studying differ-
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ent language pairs as source-target languages for
originals and translations.
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Abstract
In this paper, we explore the use of large lan-
guage models to assess human interpretations
of real world events. To do so, we use a lan-
guage model trained prior to 2020 to artificially
generate news articles concerning COVID-19
given the headlines of actual articles written
during the pandemic. We then compare stylis-
tic qualities of our artificially generated cor-
pus with a news corpus, in this case 5,082 arti-
cles produced by CBC News between January
23 and May 5, 2020. We find our artificially
generated articles exhibits a considerably more
negative attitude towards COVID and a signifi-
cantly lower reliance on geopolitical framing.
Our methods and results hold importance for
researchers seeking to simulate large scale cul-
tural processes via recent breakthroughs in text
generation.

1 Introduction

The rush to cover new COVID-19 developments
as the virus spread across the world over the first
half of 2020 induced a variety of editorial man-
dates from public broadcasters. Chief among these
was a desire to mitigate shock from a public un-
accustomed to large-scale public health emergen-
cies of the calibre COVID-19 presented. This de-
sire translated into systematic underreporting to-
gether with a reluctance to portray COVID-19 as
the danger it was (Quandt et al., 2021; Boberg et al.,
2020). Broadcasters in the United States (Zhao
et al., 2020), the United Kingdom (Garland and
Lilleker, 2021), and Italy (Solomon et al., 2021) all
exhibited this phenomenon.

Although many studies have verified the above
effects, few if any studies to date have considered
alternative approaches the media could have taken
in their portrayal of COVID-19. Evaluating these
alternatives is critical given the close relationship
between media framing, public opinion, and gov-
ernment policy (Ogbodo et al., 2020; Lopes et al.,
2020).

In this paper we present a novel method of sim-
ulating media coverage of real world events using
Large Language Models (LLMs) as a means of in-
terpreting news industry biases. LLMs have been
used in a variety of settings to generate text for
real-world applications (Meng et al., 2022; Drori
et al., 2021). To our knowledge, they have not yet
been used as a tool for critically understanding the
interpretation of events through media coverage or
other forms of cultural framing.

To do so, we use Generative Pre-trained Trans-
former 2 (GPT-2), which was trained on text pro-
duced prior to the onset of COVID-19, to explore
how the Canadian Broadcasting Corporation (CBC)
covered COVID and how else they might have re-
ported on these breaking events. By generating
thousands of simulated articles, we show how such
“counterfactual journalism” can be used as a tool
for evaluating real-world texts.

2 Background

The COVID-19 pandemic has given researchers a
variety of opportunities to study human behavior
in response to a major public health crisis. One
core dimension of this experience is reflected in
the changing role that the media has played in com-
municating information to the public in a quickly
changing health environment (Van Aelst, 2021;
Lilleker et al., 2021). Times of crises enshrine the
media as a valuable mediator between the public
and government.

This changing role registers itself in the edito-
rial policies at news corporations across the world.
Research published over the past two years has con-
firmed that public news broadcasters in Australia,
Sweden, and the United Kingdom all significantly
altered their editorial style in response to both so-
cietal and governmental pressures (Holland and
Lewis, 2021; Shehata et al., 2021; Birks, 2021)
during COVID-19.

What this research has so far lacked is the ability
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to infer what could have been communicated, i.e.
what losses were entailed in these editorial shifts.
While a great deal of recent work has studied the
biases intrinsic to large language models1, no work
to date has used LLMs to study the biases of human
generated text. Reporting on real-world events in-
evitably requires complex choices of selection and
evaluation, i.e. which events and which actors to fo-
cus on along with modes of valuation surrounding
those choices. Simulating textual production given
similar prompts such as headlines can provide a
means of better understanding the editorial choices
made by news agencies.

In using a language model as a simulative mech-
anism, we draw on a long research tradition of us-
ing simulation to understand real-world processes.
Simulation has proven a boon for those working in
the sciences, including climate science and physics
(Winsberg, 2010), and for those working in the so-
cial sciences, where agent-based social modelling
has led to advances in understanding complex so-
cial phenomena (Squazzoni et al., 2014). We seek
to bring these techniques to the study of cultural
behavior, where simulation has historically seen
less of an uptake (Manovich, 2016).

3 Method

Our project consists of the following principal
steps:

1. Create a news corpus drawn from our target
time-frame (15 January to 5 May 2020) whose
content is COVID-19 related.

2. Fine-tune a language model whose generative
output is statistically similar to a random sam-
pling of our news source published before our
target time-frame, i.e. prior to COVID.

3. Using this model, generate full-length text ar-
ticles using various prompts, including head-
lines and associated metadata.

4. Compare generated text articles with the orig-
inal news corpus across key stylistic metrics.2

3.1 Corpus
We first obtain a comprehensive collection of CBC
News’ online articles concerning COVID-19 pub-
lished between January and May 2020 from Kaggle

1See Garrido-Muñoz et al. (2021) for a recent survey of
works investigating latent biases present within large language
models.

2We make our code available here.

(Han, 2021). Our corpus contains 5,114 articles all
in the form of a headline, subheadline, byline, date
published, URL, and article text. Deduplicating
and cleaning the corpus with a series of regex
filters leaves 5,082 articles spread across the first
four months of COVID-19.

3.2 Language Model

We use a Transformer-based large language model
(LLM) as our CBC simulacrum. We formalize our
model as follows: we define an article as a chain of
k tokens. Let X(d, θ) be a probability distribution
representing the pulling of a token out from the
language model, where d is the article metadata
and θ are the prior weights. The probability of
drawing k tokens is then

Pr(x̄k) =
k∏

i=1

Pr(X(d, θ) = xi|x̄i) (1)

where x̄i is the ith element of the vector x̄, and x̄i
is the vector consisting of the first i elements of the
vector x̄.

Selecting a pretrained language model suitable
for use as a base with which to further train with
specific writing samples is a non-trivial task given
the plurality of large language models released in
the past four years (HuggingFace, 2022). We sur-
veyed models for candidates possessing the follow-
ing qualities:

• the model must be neither egregious nor lack-
ing in parameter count;

• domain-relevant samples must have been
present in the pretraining corpus;

• and most importantly, the model must not be
aware of COVID.

Keeping with the above requirements, we se-
lect the medium-sized Generative Pre-trained
Transformer-2 (GPT-2) as distributed by OpenAI as
our candidate model. We found the medium-sized
GPT-2 model desirable because it is light enough
to be fine-tuned with a single consumer-level GPU;
CBC News was the 21st most frequent data source
OpenAI used in producing its training set (Clark,
2022) and the model was trained in 2018, two years
before the beginning of COVID-19.
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3.2.1 Fine-tuning
Provided with sufficient context in the prompt, a
freshly obtained GPT-2 model produces qualita-
tively convincing news article text. It will, how-
ever, periodically confuse itself with exactly which
publication it is imitating, e.g. it can switch from
sounding like CNN to CBC to BBC in a single
text. For the purposes of comparison with a single
news source, it is thus necessary to fine-tune the
model with example texts encapsulating the desired
editorial and writing style.

Fine-tuning is a two-step process. We first gather
a sequence of texts best representing our target writ-
ing mode before fine-tuning a stock GPT-2 model
with the training dataset.

Training Dataset We use a web scraper to ex-
tract a random selection of news articles published
between 2007 and 2020 from CBC News’ website.
We configure our scraper to pull the same metadata
as our COVID-19 dataset: headline, subheadline,
date, URL, and article text. We again deduplicate
to reduce the possibility of overfitting our model.
With this method we collect 1,368 articles with an
average length of 660 words per article.

We next construct a dictionary structure to for-
malize both our generation targets and to provide
GPT-2 a consistent interface with which to aid it in
logically linking together pieces of metadata. Pre-
vious research has indicated fine-tuning LLMs with
structured data aids the model in both understand-
ing and reacting to meaningful keywords (Ueda
et al., 2021). We therefore structure our fine-tuning
data in a dictionary. We provide a template of our
structure below.

{
’title’: ’Lorem ipsum...’,
’description’: ’Lorem ipsum...’,
’text’: ’Lorem ipsum...’

}

We produce one dictionary per article in our train-
ing set. We convert each dictionary to a string
before appending it to a final dataset text file with
which we train GPT-2.

Training With our training dataset in hand, we
proceed to configure our training environment. We
use an Adam optimizer with a learning rate of 2e−4

and run the process (Kingma and Ba, 2014). Train-
ing the model for 20,000 steps over six hours results
in a final model achieving an average training loss
of 0.10.

3.2.2 Model Hyperparameters
In addition to fine-tuning our model, we experi-
ment with different hyperparameters and prompt
strategies. Numerous prior studies have described
the effects hyperparameter tuning has on the to-
ken generation process (van Stegeren and Myśli-
wiec, 2021; Xu et al., 2022). For our purposes,
we use three prompting strategies when generating
our synthetic news articles along with one further
parameter (temperature):

Standard Context Only title and description
metadata are used as context d for the model.

Static Context In addition to the standard con-
text, we supply the model with an additional
framework key containing a brief description of
the COVID-19 pandemic found on the website of
the Centre for Disease Control (CDC) in May 2020.
All generation iterations use the same description.

Rolling Context We again supply the model with
an additional framework key, but keep the de-
scription of COVID-19 contemporaneous with the
date of the real article in question. We again use
the CDC as a source but instead use the Internet
Archive’s Way Back Machine API to scrape dated
descriptions.3

Temperature We manipulate the temperature
hyperparameter during generation with half-
percentage steps shifting the temperature between
0.1. . .1. The temperature value is a divisor ap-
plied on the softmax operation on the returned
probability distribution, the affect of which effec-
tively controls the overall likelihood of the most
probable words. A high temperature results in a
more dynamic and random word choice, while a
lower temperature encourages those words which
are most likely according to the model’s priors.

Models Manipulating the above hyperparemeters
gives us the following model framework:

• Model 1: headline-only, temperature between
0.1 and 1

• Model 2: static context, temperature between
0.1 and 1

• Model 3: rolling context, temperature be-
tween 0.1 and 1

3https://archive.org/help/wayback_api.php
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We find that manipulating the softmax tem-
perature hyperparameter has no measurable effect
on our measures described below. We thus proceed
using only three primary models for article genera-
tion using a temperature of 0.50, which we refer to
in the remainder of the paper as Models 1, 2, and 3.
When we rely on a single model to exhibit results
Model 3 will be the model we choose to illustrate.

3.3 News Article Generation

Having now obtained both our models and our real-
world corpus, we proceed with the text-generation
step by prompting our model with metadata taken
from CBC’s COVID-19 articles. The generation
process takes the following form:

1. For each article dictionary, extract the title
and description keys.

2. For each pair of keys, create a new dictionary
and add an empty text key.

3. Convert all new dictionaries to strings and tok-
enize using GPT-2’s Byte Pair Encoder (BPE).

4. Have GPT-2 predict the contents of the text
key using the title and description as context,
generating 750 tokens in the process.

5. Collect generated tokens and insert into the
text key.

Doing so generates 5,082 counterfactual news ar-
ticles that temporally correspond to our CBC News
corpus for each of our three primary models. Each
article pair in each model thus shares metadata but
differs in content, with one being original and the
other generated.

We provide here examples drawn from our
simulated-actual article pairs to illustrate the per-
formance of our models. Further examples may be
found in Appendix A.

Headline 1: "China confirms human-to-human
transmission of new coronavirus."

CBC: "Human-to-human transmission has
been confirmed in an outbreak of a new coron-
avirus, the head of a Chinese government expert
team said Monday, as the total number of cases
more than tripled and the virus spread to other
cities in China."

GPT: "An outbreak of a new coronavirus
has been confirmed in southern China’s Hebei
Province, the lead author of a scientific paper said
Thursday. The total number of cases more than
triples the number of cases in the area, which cor-
responds to the Beijing and Shanghai hot spots..."

Headline 2: "Quebec travel agencies feel the heat
as local travellers cancel flights to China."

CBC: "[Name omitted for privacy] has
dreamed of heading to Thailand with her partner
for years. But with a five-month-old baby in tow
and 14 cases of the coronavirus reported in the area
so far..."

GPT: "Quebec travel agencies are feeling the
heat as local travellers cancel flights to China.
China remains the most dangerous place on Earth
for travellers..."

3.4 Measures

To assess the stylistic differences between our sim-
ulated and real-world corpora we use the following
measures:

Measure 1: Sentiment We measure the senti-
ment of each article with the open-source Python
library VADER (Hutto and Gilbert, 2014). Prior
studies have validated the use of VADER on jour-
nalistic texts, finding the model to be superior to
various alternatives in detecting sentiment (Castel-
lanos et al., 2021). We additionally validate a small
sample of measured sentences to ensure the accu-
racy of the tool.

We measure sentiment by first splitting a given
article into s sentences, obtain the compound po-
larity score (−1. . .1) for each s, then average all
s into a final score for the article. The resulting
real number represents the overall sentiment of the
article.

We apply a number of heuristics to ensure the
sentiment score accurately reflects the reality of
COVID-19. Words that would previously represent
a positive sentiment (such as a “‘positive’ test”)
become negative in actuality during a pandemic. It
is the same for certain negative terms like “testing
‘negative.’” Our heuristics appropriately shift such
terms as they appear, allowing for a more accurate
measurement. As we later show, our heuristics
demonstrate a strong correlation between our simu-
lated and actual corpora.
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Sentence Sentiment
“Thousands of cyclists pedalled
along empty Toronto highways to-
day, enjoying the good weather and
raising money for charity.”

0.8074

“’They’re good at running them and
we have to create the right environ-
ment for them,’ she said.”

0.6124

“She said it’s not good enough to
say there’s a strategy — that the
province needs a strategy in action.”

-0.3412

“Transportation Minister Clare
Trevena said the incident is ’obvi-
ously’ worrisome.”

-0.4019

Table 1: A subset of sentences and their VADER senti-
ment score from the control dataset.

Measure 2: Named Entity Recognition We
detect and track named entities in each article
with the use of the Python library spaCy and their
en_core_web_sm model (Montani et al., 2022)
given prior studies found the model is effective in
recognizing named entities (Schmitt et al., 2019).
We specifically tally all entities tagged as being a
person, geopolitical entity, or organization on an
intra-article basis.

Measure 3: Focus We take the ratio of total
unique named entities e over article length l and
call it focus, a novel measure for how focused a
given article x is around a given set of entities:

focus(x) =
e

l
(2)

We see focus as a measure of concentration around
prominent agents in the news.

Measure 4: Key Words We conduct a key word
test on each respective corpus to identify repeat-
edly used terms bearing sentimental weight as per
VADER. Following best practices, we only rank
significant words in reference to each other rather
than assigning significance to any term in isolation.
We use the two formulae presented below for de-
termining key words in a given corpus, as provided
by Rayson (2012).

We first calculate the averaged frequency Ei for
each word in our corpus with

Ei =

Ni

∑

i

Oi

∑

i

Ni

(3)
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Figure 1: Correlation of sentiment in pre-COVID CBC
and GPT articles over a ten year period.

where N is the total word count and O is the fre-
quency for the word.

Having now obtained a list of frequencies, we
proceed with modifying our frequencies with a log-
likelihood (LL) test:

LL = 2
∑

i

Oi ln(
Oi

Ei
) (4)

We then rank our key words according to their
respective LL values before comparing our two
respective key word lists.

4 Results

4.1 Fine-Tuning Validation
Validating artificial text generation is a challenging
task as there is no “right” answer when it comes
to creating artificially generated text. Our primary
goal in this case is to disambiguate whether our
results are an effect of GPT-2 behavior (i.e. a re-
sult of model bias) or an effect of our fine-tuning
and prompt engineering (i.e. a result of COVID-
specific information). To do so, we first create a
control dataset consisting of 5,077 randomly sam-
pled CBC articles published prior to COVID be-
tween 14 January 2010 and 31 December 2019
(“pre-COVID CBC”). We then generate artificial
articles with a standard context and a temperature
of 0.5. As shown below, our pre-COVID model
produces articles whose distributions are highly
statistically similar to the pre-COVID CBC data
across our three primary measures, suggesting that
any deviation from these levels of correlation in

87



January February March April May
0.15

0.10

0.05

0.00

0.05

0.10

Se
nt

im
en

t
CBC
Model 1
Model 2
Model 3

Figure 2: Averaged weekly article sentiment over the
first four months of the pandemic.

subsequent models is an effect of the COVID fine-
tuning and not a default behavior of the model.

Sentiment We find fine-tuning GPT-2 with pre-
COVID CBC data produces a model whose tex-
tual output is sentimentally similar to pre-COVID
CBC articles as may be observed in Figure 1. The
sentiment distributions measured in our generated
and real-world control datasets share an overlap
of 97.7% (Cohen’s d ≈ 0.06) and a moderately
positive correlation coefficient of r ≈ 0.57. We
furthermore note GPT-2 is typically more positive
in tone than CBC when examining the two distribu-
tions as a whole. A selection of validated sentences
together with their respective sentiment values are
presented in Table 1.

Focus When measuring focus values for the con-
trol dataset, we again note a large overlap between
GPT-2 and CBC at 93.6% (d ≈ 0.16) together with
a weakly positive correlation or r ≈ 0.17. These
values suggest GPT-2 has learned focus trends la-
tent in the pre-COVID CBC training set.

Key words Our final validation metric is a key
words test using the process described in sec-
tion 3.4. The mean log-likelihood of key words
deployed by GPT-2 is 9.61 (95th percentile ≈ 42),
indicating such terms are only marginally more
likely to be used by GPT than by pre-COVID CBC.

4.2 Measure 1: Sentiment

We begin by noting that CBC News’ treatment of
COVID-19 during our period of inquiry develops in
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Figure 3: Average values of given entity types in CBC &
GPT articles over the first four months of the pandemic
for Model 3.

two stages (Figure 2): articles prior to early March
register overall as negative in their sentiment va-
lence (stage 1), while articles written after the first
two months become increasingly positive (stage 2).
Note that in the pre-COVID data sentiment values
were uniformly positive for both CBC and GPT.

When comparing our simulated texts to CBC, we
find that our simulated corpora all demonstrate sim-
ilar trends over time, but with significantly lower
levels of positivity than the actual corpus, which is
a direct reversal of the pre-COVID baseline. The
headline-only model (Model 1) exhibits the high-
est level of correlation with the CBC corpus at
r ≈ 0.28, while the rolling context model (Model
3) exhibits the starkest overall difference in terms of
generating more negative sentiment with an overall
effect size of d ≈ −0.28 (more than double what
we see for Model 1 at d ≈ −0.12). In general, we
note that Model 1 adheres most strongly to CBC
practices, while adding the CDC context, whether
rolling or static, tends to make the models diverge
more strongly from CBC practices.

4.3 Measure 2: Named Entity Recognition

Tracking entities classified as persons, geopolitical
entities (e.g., countries), and organizations (e.g.,
the World Health Organization), we find a similar
two-stage process as we did when observing sen-
timent. As is observable in Figure 3, we see a sig-
nificant decline of geopolitical entities after March
in the CBC corpus replaced by a slight increase in
notable persons. While the rolling context model
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exhibits decent correlation with the CBC corpus at
r ≈ 0.27, we find a very strong discrepancy in the
relative reliance on geopolitical entities in the GPT
corpus compared to CBC with an overall effect size
of d ≈ −0.63.

4.4 Measure 3: Focus

Measuring the personal focus of articles reveals a
number of trends. Predominant among these is a
clear upwards trend over time in the CBC articles.
Continuing the split stage analysis of the past mea-
surements, we find focus increases linearly as the
months of the pandemic pass. Higher focus values
indicate that fewer entities are being discussed at
greater length (i.e. are centralized more strongly).
We also note a low correlation between article sen-
timent and article focus (r ≈ 0.18), suggesting
that focalization around fewer persons is associ-
ated with more positive messaging. We explore
this effect further in subsection 5.3.

In terms of our simulated corpus, we see that
GPT-2 remains relatively consistent in both focus
and sentiment over the course of our time win-
dow. While there remains an extremely weak posi-
tive correlation between sentiment and focus in the
Model 3 corpora (r ≈ 0.02), this is likely an arti-
fact carrying over from the headlines themselves
becoming more positive over time.

4.5 Measure 4: Key Words

When we observe the likelihood of a given word’s
appearance in one corpus or the other, here too
we observe some notable trends.4 We present a
subsection of our results in Table 2 using Model 3.

Conducting a qualitative analysis on the top key
words underscores two points. First, we find Model
3 (and other models) routinely interpret COVID-
19 as a flu, reflected in the model deploying terms
like “flu” and “strain” more regularly than CBC
News. This interpretation likely accounts for a ma-
jority of the discrepancies between the two corpora.
Second, we find CBC is more likely to describe so-
cietal responses to COVID-19 (“emergency,” “cri-
sis”), whereas GPT-2 draws on imagery to convey
the medical threat of the disease (“sickened,” “in-
fected”).

4We condition only on VADER vocabulary and not the full
set of words.

CBC News LL GPT-2 LL
“crisis” 475 “flu” 2465
“care” 431 “strain” 871
“cancelled” 371 “infected” 855
“isolation” 363 “great” 558
“emergency” 264 “sickened” 400
“anxiety” 170 “threat” 317
“support” 158 “cancer” 302
“sick” 149 “natural” 249
“critical” 138 “killed” 189
“vulnerable” 134 “dangerous” 167

Table 2: A selection of the ten most prevalent
sentimentally-charged terms in either corpus.

5 Discussion

In this section we identify three noteworthy discrep-
ancies between the behavior of our models and the
real-world CBC corpus and discuss their potential
implications.

5.1 Effect 1: Positivity Bias
(“Rally-Around-The-Flag”)

We note that all of our simulated models trained
on the COVID data generated news that was far
more negative than actual coverage, which grew
increasingly positive over time. This result is espe-
cially notable given that pre-COVID models were
uniformly more positive than actual CBC articles.

A relevant theory that can help make sense of
this is the “rally-around-the-flag” effect, which
posits that national discourse trends in favour
of reigning governments during times of crisis
(Van Aelst, 2021). Theorists in communication
studies note news media do not remain neutral dur-
ing crises, but instead work to assuage public fears
by promoting trust in local leaders (Quandt et al.,
2021).

The “rally-around-the-flag” effect could help ex-
plain why CBC News articles became more pos-
itive as lockdowns began and why our language
models, which were not subject to such pressures,
nevertheless remained more negative. Regardless
of the cause of this discrepancy between our mod-
els and CBC, it is worth noting our language mod-
els consistently interpreted COVID in more nega-
tive terms than this particular public broadcaster.
An important aspect to underscore is that we do
not see the same effect when we run the same pro-
cess on a random assortment of pre-COVID arti-
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Figure 4: Relationship between focus and sentiment in
CBC articles. Focus values are normalized.

cles, meaning our GPT models are not intrinsically
more negative but rather interpret these particular
events more negatively than CBC.

5.2 Effect 2: Early Geopolitical Bias

As we saw in Figure 3, CBC News relied on consid-
erably more geopolitical entities in the early weeks
of the pandemic than in the latter weeks, an effect
our models only mildly reproduced. The strong
decline of geopolitical entities in the CBC data past
February suggests an editorial re-orientation away
from understanding the pandemic in global geopo-
litical terms and towards a local health emergency
that is more in line with what our models were
producing from the beginning.

5.3 Effect 3: Person versus Disease
Centredness

While the rate of geopolitical entities in the CBC
data eventually converges with our GPT models,
we see that the reliance on individual persons
is consistently stronger in the CBC , something
we did not see in the pre-COVID models. In
conjunction with our key-word findings, this sug-
gests that GPT’s interpretation of the pandemic is
far more medical and health-oriented (“infected,”
“sickened”) than CBC, whose treatment remained
more focused on people. As we show in Fig-
ure 4, this person-centredness is also associated
with higher levels of positivity. Future work will
want to explore whether this personal focalization
was unique to the CBC, COVID, or the experience

of social upheaval more generally.

6 Conclusion

The aim of our paper has been to develop a frame-
work for using the text-generation affordances of
large language models to better understand the in-
terpretive perspectives of the news media when
covering major social events. We rely on a simula-
tive process whereby the generation of thousands
of alternative views of a real world event can pro-
vide a framework for understanding the interpretive
perspectives employed by news organizations.

Given that language models can approximate
human discourse (Radford et al., 2018), they can be
used to generate a distribution of possible responses
to an event to better understand the actual selection
mechanisms used by real-world actors. Key to
this process is validating the extent to which the
qualities of artificially generated text are a function
of model parameters or the process of fine-tuning,
i.e. an effect of the real-world event we aim to
simulate. Our aim in doing so is to illustrate how
language models can be used as diagnostic tools
for human behavior. Given no prior knowledge of
a major event, what would a language model say?
And what might this tell us about our own human
reactions?

Based on the results we have obtained here, we
see the following possible avenues for further re-
search using LLMs for textual simulation:

Further Domain Exploration. What other sce-
narios might LLMs be analytically useful for? In
this paper, we have explored LLMs as a tool to as-
sess media coverage, but future work will want to
observe how they behave in other domains. News
is a particularly well-structured form of textual
communication and thus we expect LLMs to per-
form more adequately in this domain given prior
research (Ueda et al., 2021). We await future work
exploring other textual domains.

Modeling Audience Expectations. We have
used GPT as a tool to assess the interpretive frame-
works of the news media, specifically the CBC.
However, we might also consider the ways in which
LLMs can provide us with population-level expec-
tations about an event. For example, the strong
reliance on the “flu” in our models could be seen as
a faithful mirror of how laypeople generally have
thought about COVID (in distinction from public
health experts). While one might argue that this is
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“erroneous” from a public health perspective, such
semantic frameworks may be useful resources in
fashioning public communication during times of
crisis or upheaval. LLMs may be able to help us
better understand what biases audiences are bring-
ing to novel events thus helping experts craft more
appropriate messaging that aligns with audience
expectations.

Predicting Future Outcomes. While we have
used GPT as a tool to assess past behavior, fu-
ture work could explore the predictive power of
LLMs, while exercising a great deal of caution
when it comes to their application. For example:
Can LLMs identify future valuable research ques-
tions? Financial or economic events given chang-
ing real-world information? Or potential political
crises given the communicative behavior of prin-
cipal actors (e.g. politicians)? An equally potent
line of research will want to explore the dangers
of such approaches as in past experiences of pre-
dictive policing. New technologies always bring
an admixture of analytical affordance and risk that
needs to be better understand with respect to LLMs.
More experimentation with respect to the efficacy
of textual simulation is definitely warranted.
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A Article Samples

We present further samples of both CBC and GPT-
written articles concerning COVID-19:

Headline 3: "Air Canada suspends all flights to
Beijing and Shanghai amid coronavirus outbreak."

CBC: "Airlines around the world have started
to cancel more flights to China as coronavirus fears
have dragged down demand for air travel in the
area. Air Canada normally runs 33 flights a week
to China out of Toronto, Vancouver and Montreal
but on Wednesday the airline announced it would
halt all flights to Beijing and Shanghai until the
end of February at least. "Air Canada’s last flights
departing Canada will operate today and the re-
turn flights will operate from Beijing and Shang-
hai tomorrow, January 30, 2020," the airline said.
"Affected customers will be notified and offered
options, including travel on other carriers where
available, or a full refund. Air Canada regrets this
situation and apologizes for the serious disruption
to our customers’ travel plans," the airline said in
a statement. It isn’t the only airline scaling back.
British Airways on Wednesday suspended all direct
flights to and from mainland China through to the
end of February, although it will maintain limited
service to Hong Kong..."

GPT: "Toronto’s processing plant for large ap-
pliances grounded all Air Canada flights heading to
and from Shanghai after Shanghai Municipal Air-
port in China confirmed that there has been a record
number of cases of coronavirus there this year. The
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grounding applies to all international flights includ-
ing incoming and outgoing Air Canada and Air
Canada Plus flights to and from Shanghai. China
is seeing a soaring number of avian coronavirus
infections at one point making it the top of the list
of infectious diseases to watch out for. There is a
recent trend of high-pathients experiencing shed-
ding of viral loads, Peter Clark, assistant regional
director of the Shanghai Centers for Disease Con-
trol and Prevention, told CBC News. This could
be a result of sharing among regions of the same
influenza virus circulation area...’"

Headline 4: "Officials in northern Sask. link
COVID-19 cases with travel to Alberta."

CBC: "Provincial and Indigenous health offi-
cials in northern Saskatchewan are investigating
COVID-19 cases they say are linked to travel to Al-
berta. A statement from the Saskatchewan Health
Authority says it and the Northern Inter-Tribal
Health Authority have begun a contact tracing in-
vestigation into new cases of the novel coronavirus
in the province’s north that are linked to cross-
boundary travel. The statement notes there have
been reports of a number of COVID-19 cases at
an oil sands facility north of Fort McMurray, Alta.,
although it doesn’t specify whether any of the new
cases in Saskatchewan are believed to be connected
to that outbreak...."

GPT: "Northern Saskatchewan officials are
linking travel to Alberta to clusters of a cluster
infection. Health officials in Edmonton and Cal-
gary are also investigating cases that are linked to
travel to the Alberta province. Officials in north-
ern Sask. are linking travel to Alberta to clusters
of COVID-19, a coronavirus that’s ravaged South
Asia in the last 30 years. Health officials in Ed-
monton and Calgary are also investigating cases
that are linked to travel to the Alberta province.
(CBC) Minister of Health Emily Lackord says all
of Canada is susceptible, but the outbreak is most
aggressive yet. Saskatchewan’s northern boundary
is the only place with the disease, she says...’"

93



Proceedings of the 6th LaTeCH-CLfL Workshop, pages 94–104
October 16, 2022. ©2022 International Conference on Computational Linguistics

War and Pieces: Comparing Perspectives About World War I and II
Across Wikipedia Language Communities

Ana Smith
Dept. of Computer Science

Cornell University
alsmith@cs.cornell.edu

Lillian Lee
Dept. of Computer Science

Cornell University
llee@cs.cornell.edu

Abstract

Wikipedia is widely used to train models for
various tasks including semantic association,
text generation, and translation. These tasks
typically involve aligning and using text from
multiple language editions, with the assump-
tion that all versions of the article present the
same content. But this assumption may not
hold. We introduce a methodology for ap-
proximating the extent to which narratives of
conflict may diverge in this scenario, focus-
ing on articles about World War I and II bat-
tles written by Wikipedia’s communities of ed-
itors across four language editions. For sim-
plicity, our unit of analysis representing each
language communities’ perspectives is based
on national entities and their subject-object-
relation context, identified using named en-
tity recognition and open-domain information
extraction. Using a vector representation of
these tuples, we evaluate how similarly differ-
ent language editions portray how and how of-
ten these entities are mentioned in articles. Our
results indicate that (1) language editions tend
to reference associated countries more and (2)
how much one language edition’s depiction
overlaps with all others varies.

1 Introduction

Wikipedia’s expansive content and multiple lan-
guage editions have made it an invaluable resource,
particularly for the training of large language mod-
els and translation models in natural language pro-
cessing (NLP). Less work has gone into quantify-
ing the differences among language editions though.
In particular, military conflicts, with their political
implications and charged nature due to casualties,
may be described in distinct ways by different lan-
guage editions. While community guidelines en-
sure some quality control and consistency across
articles, Table 1 shows that in descriptions from
German (DE), English (EN), French (FR), and Ital-
ian (IT) Wikipedia articles about the World War I

battle at Verdun, there is still disagreement about
whether the German objective was to “bleed” the
French army. Instead of glossing over this differ-
ence, we aim to quantitatively measure it.

There are challenges to measuring these differ-
ences, though. Language editions may differ be-
cause of (1) linguistic differences in expression;
(2) lack of information access, especially due to
language barriers; and (3) an author’s subjective
preferences for sources. There is work on identify-
ing subjectivity in Wikipedia (Recasens et al., 2013;
Pavalanathan et al., 2018). But these supervised
approaches, while successful, are limited by their
need for explicit annotations. This work instead
uses unsupervised methods to measure reporting
tendencies of Wikipedia articles about battles in
World Wars I and II from four language versions
— German (DE), English (EN), French (FR), and
Italian (IT).

We narrow our scope of analysis to national
entities and their contexts, posing the following
computationally-amenable question about the rep-
resentation of such entities:

RQ1: How do combatant entity distribu-
tions vary among articles from different
language editions about the same event?

Although an author’s preferred writing language
is not equivalent to an author’s nationality, lan-
guage editions are known to reflect geopolitics in
images (He et al., 2018), cultural topics (Tian et al.,
2021), and community participation (Shi et al.,
2019). Therefore, we hypothesize the following:

H1: Languages associated with particu-
lar combatants will emphasize that com-
batant more than others.

While entity distributions alone facilitate com-
parisons, the context in which those entities appear
may also contribute to subtle differences in per-
spective. We incorporate context by using (subject,
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DE Summary: Germany did not intend to “bleed” France
In contrast to subsequent representations by the Chief of Staff of the German Army, Erich von
Falkenhayn , [3] the original intention of the attack was not to "bleed" the French army without spatial
targets. With this assertion made in 1920, Falkenhayn tried to give the unsuccessful attack and the
negative German myth of the "blood mill" an alleged meaning.

EN Summary: Germany did intend to inflict mass casualties on France
Falkenhayn wrote in his memoir that he sent an appreciation of the strategic situation to the Kaiser
in December 1915, "...French General Staff would be compelled to throw in every man they have. If
they do so the forces of France will bleed to death." The German strategy in 1916 was to inflict mass
casualties on the French, a goal achieved against the Russians from 1914 to 1915, to weaken the French
Army to the point of collapse.

FR Summary: Germany did not intend to “bleed” France
According to the version that Falkenhayn gives of his plan in his Memoirs after the war 15 , the goal is
to engage in a battle at the loss ratio favorable to the German army, and therefore to discourage France
to obtain the stop of the fights... Recent historical works, notably those of the German historian Holger
Afflerbach, cast doubt on the version of Falkenhayn who claimed to want to "bleed dry" the French
army.

IT Summary: Germany did intend to “bleed” France
... [I]n Verdun the purpose of the Falkenhayn offensive was to "bleed the French army to death drop
by drop." In the plans of the German Chief of General Staff , the moral and propaganda importance
of an attack on Verdun would have meant that all the French effort was poured into the defense of a
stronghold considered to be of primary importance for France.

Table 1: Segments of different-language articles that provide contrasting accounts of a supposed German strategy
to “bleed” France in the Battle of Verdun. (Google Translate was used for German (DE), French (FR), and Italian
(IT); English (EN) is the original.)

relation, object) tuples filtered for the geopolitical
entities used above, asking the second question:

RQ2: How are tuples from different
language editions grouped or separated
when clustered?

Differences between language editions are ex-
pected, but the gap between languages associated
with Germany and Italy and the languages asso-
ciated with the United States, Britain and France
might be expected to have more overlap in their
accounts of battles, given wartime alliances:

H2: The German (DE) and Italian (IT)
language editions of Wikipedia will over-
lap more in facts than the English (EN)
and French (FR) language editions.

Contributions. In a quantitative analysis of entity
distributions related to language-country associa-
tion, we find a language edition associated with
a particular country does tend to emphasize that
country more than other language editions do (H1
validated). An additional contribution is an ap-
proach to reveal conflicting or corroborating tuples
by using a downstream diagnostic battle outcome
inference task. The results of this task indicate
that several factors discussed in more detail below
affect representation quality.

We demonstrate that though there are more in-
stances of standalone tuples, clustering facts based
on similarity across language editions and aver-
aging their representation yields a representation
that is more linearly correlated with battle outcome.
The results of our outcome prediction task suggest
that different language editions provide comple-
mentary information and models benefit from using
all language versions rather than just one.

In this work, we describe multilingual Wikipedia
articles. But there are parallels to news articles
from different broadcasters and countries that pro-
duce documents covering the same events. A possi-
ble extension is to identify domain-specific indica-
tors of differences in opinion in scenarios where a
pre-built lexicon is not immediately available, but
multiple perspectives are. Another possible appli-
cation of this methodology is as a diagnostic tool
to identify potential sources of bias in Wikipedia
datasets.

2 Related work

There is prior work extracting relations between
and events involving geopolitical entities from text
(O’Connor et al., 2013; Chambers et al., 2015;
Makarov, 2018; Han et al., 2019; Stoehr et al.,
2021); see Hürriyetoğlu et al. (2021) for a recent
collection of papers. We focus on managing and
comparing descriptions of such relations across
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different language communities (McCarthy et al.,
2021; Scharf et al., 2021). (Of course, multilingual
parallel and comparable corpora have been a main-
stay of machine translation since its beginnings.)

2.1 Multilingual Wikipedia
Our research is primarily a study of the relation-
ship between a Wikipedia article’s content and its
relationship to the corresponding article in another
language edition. Other work compares Wikipedia
language editions from the perspective of the ge-
ography associated with an article (Lieberman and
Lin, 2009), the imagery of articles (He et al., 2018;
Porter et al., 2020), and perspectives of colingual
groups on common topics (Tian et al., 2021). Our
project is closely aligned in spirit with other anal-
yses of how wars are described across different
language communities in Wikipedia (Gieck et al.,
2016; Zhou et al., 2015; Bridgewater, 2017; Kubś,
2021)

2.2 Wikipedia and information extraction
Wikipedia has served various purposes outside of
its obvious role as an open-edited, free encyclope-
dia. After years of studies on Wikipedia’s informa-
tion quality (Stvilia et al., 2007; Arazy et al., 2011;
Kumar et al., 2016), more recent work focuses
more on leveraging it to answer questions (Chen
et al., 2017), populate knowledge bases (Hoffmann
et al., 2011; Wu and Weld, 2008), and generate
summary tables (Liu et al., 2019). The former
line of work more directly questions the quality of
Wikipedia content. We do not assess the quality
of information directly, but rather assess the preva-
lence of certain pieces of information. Our work is
similar to the latter line of work in that we attempt
to simplify Wikipedia content to a few phrases for
analysis. Our work differs from prior work in that
it does not extract snippets from a larger body of
text to fill in answers. Rather, it compares snippets
from multiple language editions.

3 Data Collection

Our corpus of battle descriptions is collected from
multiple language editions of Wikipedia. To iden-
tify potential candidate articles for download, we
take the names of articles listed under the En-
glish language categories “Battles of World War I”
and “Battles of World War II”1 and correspond-
ing categories in other language editions (e.g.,

1https://en.wikipedia.org/wiki/
Category:Battles_of_World_War_I,

WWI WWII
Rank Lang No. 6≈ En Lang No. 6≈ En

1 EN 606 — EN 2958 —
2 FR 373 23% FR 1358 10%
3 IT 327 7% IT 888 10%
4 DE 225 16% DE 788 5%

Table 2: Number of retrieved distinct identifiers for
Wikipedia articles listed under the WWI or WWII bat-
tle categories. (Recall that we restricted attention to
Latin-script languages for countries with the most casu-
alties.) “ 6≈ En” columns: % of articles in that language
without an English-language equivalent.

Battaglie_della_prima_guerra_mondiale) identi-
fied by interlanguage Wikilinks for German,
French, and Italian. These languages were selected
because they are the primary languages employing
Latin script used by combatant countries with the
largest recorded casualties.2

Different language editions do encompass dif-
ferent sets of articles, with some articles available
in only a subset of data. So even if the communi-
ties are comprised of the same individuals with the
same aims in every language edition, the output
is non-equivalent for all languages. In total, our
dataset has 765 distinct WWI battles and 3430 dis-
tinct WWII battles. See Table 2 for the distribution
across language editions.

After the names of battle articles in different lan-
guages are collected, they are disambiguated by
linking them to a Wikidata item identifier known
as a QID, obtained by querying the WikiData API.
QIDs link articles across different language edi-
tions, and we use the reduced set of QIDs to iden-
tify all language editions of each article. Though
there is still a bias for articles grouped under the
“Battles of World War I” and “Battles of World War
II” categories, this additional step reduces the like-
lihood that we are collecting data only visible from
English Wikipedia. For example, the DE version of
Wikipedia tends to have fewer articles, possibly be-
cause they conceptualize warfare differently (e.g.,
campaigns instead of actions).

Full-text content is then downloaded from
Wikipedia using the PetScan interface3. The next
section discusses how this data is further cleaned

https://en.wikipedia.org/wiki/Category:
Battles_of_World_War_II

2We repeat that the restriction to Latin script is an attempt
to minimize processing differences between languages. Mov-
ing to a larger set of more diverse languages is a direction for
future work.

3
https://en.wikipedia.org/wiki/Wikipedia:PetScan
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WWI
DE EN FR IT

german german german german
british british british british
french french french french
russian germans germans germans
army russian france russian
germans ottoman russian italian
division... france ottoman germany
...( german empire
italian russians germany france
german empire belgian italian russians
austria germany armenian russia
france allied austro austrian
hungary armenian austria austro
reserve division italian hungary ottoman
army corps russia turkish turkish
russians austria somme army
category belgium allied belgian
austrian uk russians allied
reserve corps hungary ottomans italy
weblinks romanian italy meuse
germany turkish serbian belgium

WWII
DE EN FR IT

german german german german
japanese japanese japanese japanese
british british british british
soviet italian french italian
american soviet germans soviet
us french soviet germans
allied germans american french
germans allied us american
italian us germany us
french american france allied
army germany allied germany
americans france italian italy
france japan japan france
infantry... axis americans americans
...division
category united states united states japan
polish dutch soviets soviets
dutch chinese polish polish
germany the united states dutch axis
japan italy italy army
the red army italians category chinese

Table 3: Top 20 most frequent non-pronoun, non-individual-human terms per language (after→Spanish→English
translation) automatically tagged as geopolitical named entities in our World War I (left) and World War II (right)
corpora.

and partitioned.

4 Associated Languages and Entities

Initially, all battle articles listed under the battle cat-
egories in each of the four languages are collected.
But because this work compares language editions,
only the intersection of the four language editions
is used. This results in 131 articles for World War
I and 414 articles for World War II. This subset is
then processed as described below.

4.1 Processing articles

Our approach requires the use of open domain in-
formation extraction, which has until recently been
largely restricted to English, so all articles must
be translated to English for our method. To com-
pensate for translation noise in our non-English
articles, all articles (including English articles) are
translated to “new”, fifth language, Spanish, and
then to English using Google Translate.4 Impor-
tantly, we subject English to potential translation
errors to avoid privileging it as the only language
under consideration that would not have undergone
translation otherwise.

4We employed only European languages to stay within
a family of relatively related languages; future work can be
more ambitious about language choices.

Translation. Using different language revisions
enables us to probe differences across groups of
editors employing the same language. On the other
hand, although the original language of the articles
is expected to give the most accurate distinctions,
we choose to work with translated versions of the
articles so that we can apply a standardized set of
NLP tools developed for English. To avoid privileg-
ing the originally-English articles, all language ver-
sions are first translated to a new language (Span-
ish, given that there are many high-quality machine
translation models between Spanish and other lan-
guages) before being then retranslated into English
via Google Translate.

Text cleaning The collected articles are in xml
format, complete with internal links, templates, and
other artifacts. The article text is sentence- and
word-tokenized; then, internal links are simplified
to the alt-text only, and we remove templates in-
cluding infoboxes, inline references, and text start-
ing from the section headers “References” and “See
also”.

Named entity tagging. Though there are two
major sides in these wars, there are numerous com-
batants. We use the named entity tagger to identify
geopolitical entities and persons. Manual inspec-
tion of the entities in the context of the article is
used to identify ties to a single political entity. Al-
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Figure 1: Comparison of per-article proportions of self-references vs. other-references, as discussed in §4.3.

liances of entities (e.g., Allied Powers) are consid-
ered separately.

Associating entities with nations/alliances. Re-
call our first research question is related to the com-
batant distributions across language editions. One
difficulty is associating a particular entity with a
combatant nation, due to issues with granularity
and type of reference: American entities may be re-
ferred to as the United States (nation name), Eisen-
hower (leadership), 333rd Field Artillery Battalion
(military unit), or they (pronoun). To address this is-
sue, a list of nations, leaders grouped by nation, and
military units by nation are collected for each arti-
cle from English Wikipedia categories and pages.
(We exclude pronouns and entities not clearly iden-
tified by nationality as existing coreference tools
did not prove reliable enough on our data.) Though
this does not encompass all entities mentioned in
our corpus, it does capture prominent entities.

4.2 Entity-count statistics
In total, there are 88,317 entities in our WWI cor-
pus and 274,713 entities in our WWII corpus. Ta-
ble 3 lists the most common non-pronoun non-
person grammatical subjects in our World War I
and World War II data. The most prominent na-
tional entity across all language editions by far
is Germany. This is to be expected given that in
both wars Germany was engaged with combatants
on both the Eastern Front and the Western Front,
whereas most other combatants only appear on one
Front. In the World War I corpus, the British are
the second most common national entity subject.
In the World War II corpus, the Japanese are the
second most prominent national entity. Not shown
here is a list of PERSON entities. The most fre-
quent persons listed in those tables are, surprisingly,

battle in WWI and, unsurprisingly, Hitler in WWII.
Our tags do contain noise. The word battle should
not be tagged as a person, but it was tagged so
across all language editions. The spaCy (Honni-
bal and Montani, 2017) en_core_web_sm model
was used to obtain named entity and part-of-speech
information.

4.3 Associated-language test (RQ1)

In the introduction, we hypothesized that languages
associated with a combatant country would refer-
ence that combatant as a subject more than any
other combatant. To evaluate our hypothesis, we
compare the relative proportion of counts per ar-
ticle of self-references (i.e., references to a nation
by its associated language) to other-references (i.e.,
references to a nation by other languages). Each
other-reference is normalized by the number of
other languages (i.e., 3) for a more balanced com-
parison to other self-references. Though doing so
reduces statistical power, instances are grouped by
war for better analysis.

Figure 1 is a stacked barplot of the self-reference
and other-reference proportions in our dataset. To
test significance between populations, we use the
Mann-Whitney U test implementation in scipy (Vir-
tanen et al., 2020), as our population sizes differ
between the “self” country reference group and
the “other” countries reference group and are non-
normally distributed. When using a Bonferroni
correction of 2 on a p-value threshold of 0.01 since
a test was run for each war, our p-values for both
WWI (5.46e-6) and WWII (8.61e-4) are signifi-
cant at <0.005. Though the data are not normally
distributed, the self-reference distribution suggests
that our hypothesis H1 is supported (i.e., languages
associated with particular nations are more likely

98



to mention those nations than ones that are not).
A breakdown of references by language edi-

tion and country reveals more nuance, with self-
references highlighted by the dashed borders. The
significance of the above test may be attributed in
part to DE’s many self-references and other lan-
guage editions’ many other-references to DE. This
is likely because Germany’s engagement on both
Eastern and Western fronts made it a more common
reference overall. That said, for every language
version, the proportion of self-references is greater
than references to that country in other language
editions. This indicates there is indeed a tendency
to emphasize the countries commonly associated
with these languages. We consider H1 validated.

5 Tuple Clusters

While the entities alone indicate a preference for
language editions to reference their associated
countries more, the context in which they occur
may aid our understanding of why these differences
in distribution occur. We hypothesized that overlap
among languages may be more likely between En-
glish and French accounts and German and Italian
accounts than any combination of the two. But
overlap alone says little about why accounts may
differ.

We simplify article text to (subject, object, re-
lation) tuples. Solely as a means to validate the
quality of representation, a domain-specific out-
come inference task is used. The intuition is that
a better representation should enable a linear clas-
sifier to learn a correlation between outcome and
text, among other properties.

5.1 Extracting tuples and clustering

Tuple extraction. Once all articles are translated,
(subject, relation, object) tuples are extracted with
the Stanford NLP Toolkit’s OpenIE implementa-
tion (Angeli et al., 2015). This system was chosen
instead of a neural approach to limit the possibil-
ity that information is hallucinated or generated
that was not in the original text (such problems are
known to occur in neural models such as Imojie
(Kolluru et al., 2020)).

One problem is that essentially redundant tuples
may be considered distinct. Consider the following
tuples:

1. EN: (’sides’, ’suffered casualties with’, ’num-
bers of soldiers succumbing to freezing’)

2. EN: (’sides’, ’suffered casualties with’, ’large
numbers of soldiers succumbing to freezing’)

The only difference between (1) and (2) is the adjec-
tive “large” in the object. To address this problem,
we group tuples by subject and relation per arti-
cle section (e.g., == Aftermath ==) and take only
the tuple within each group with the longest object
(in tokens). No subject should be a substring of
another subject, and no relation should be a sub-
string of another relation. Hence, tuple (2) would
be retained and (1) discarded.

Tuple representation. Following Kristof et al.
(2021), averaged word embeddings are used to rep-
resent text content. As a baseline, we compare this
against a 1- to 3-gram bag-of-words.

We begin with a basic representation of tuple
t that doesn’t distinguish between subject, object,
and verb (relation) status:

vsro =
1

|t|
∑

w∈t
emb(w) (1)

where emb() is a mapping of w to a pretrained vec-
tor. This reflects our naive hypothesis that treating
an entity (e.g., France) as an object is not distinct
from treating it as the subject. We also compare a
pretrained embedding (GLoVe (Pennington et al.,
2014)) and an embedding trained on our corpus (us-
ing fasttext) only to assess the extent to which the
context of World War conflict influences a model.
Though GLoVe is trained on more data, the nature
of conflict may contravene typical associative as-
sumptions and domain-specific words (especially
entities) may be dropped. Both vectors are of di-
mension 100. This dimension was chosen because
previous studies suggest that dimensions on the or-
der of 100 are relatively similar in performance but
better than those with dimensions on the order of
10 (Rodriguez and Spirling, 2021). In the case of
GLoVe, a random vector was assigned to out-of-
vocabulary words. The fasttext embeddings were
trained using a character n-gram of maximum size
3 and a learning rate of 0.05. These embeddings
are trained over the combined corpus (both WWI
and WWII). Words appearing in fewer than 0.1%
of tuples are excluded to manage the number of
features and prevent overfitting.

The first representation neglects the structure de-
noted by the tuple. But this may be harmful in cases
where distinguishing the subject and the object tu-
ple matters (e.g., (France, defeated, Germany) is
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1st lang Tuples contributed to cluster
DE (’German armed forces’, ’lost will’, ’resist’)
DE (’German positions’, ’against Army is’,

’United Kingdom’)
DE (’British troops’, ’Only announced’,

’their victory at Battle of Havrincourt’)
DE (’German forces’, ’lost will’, ’resist’)
EN (’Germans’, ’could consolidate’, ’their posi-

tions’)
EN (’American forces’, ’face’, ’difficult task’)
EN (’Germans’, ’encouraged’, ’Allies’)
EN (’Germans’, ’were’, ’weakening’)
FR (’German divisions’, ’6 at’, ’least’)
FR (’German army’, ’withdraw until’, ’Novem-

ber 11 1918’)
IT (’advance’, ’would’, ’would also backed by

300 machine guns’)

Table 4: An example multilingual (s, r, o) cluster ob-
tained from articles on the 1918 Battle of Havrincourt.
The component tuples, while from four distinct lan-
guages, generally correspond to the “tuple” that the
Germans were unable to hold their position against
British troops.

distinct from (Germany, defeated, France)). To
address this, a 300 dimensional representation is
concatenated to vsro. The mean vector for each
word in the subject (s), relation (r), and object (o)
is calculated as above and concatenated as follows:

v(t) = [vs; vr; vo] (2)

Though the structure of v(t) ensures that the word
France as an object is distinct from France as a
subject, similar tuples may be written in the passive
voice in one language and not another. To combat
the issue of word order, v(t) is concatenated to vsro
to form the second feature vector used:

v
(t)
final = [vs; vr; vo; vsro] (3)

Clustering tuples into tuples. The ultimate goal
is to group similar tuples from different language
versions in such a way that we minimize the size of
the clusters — so that the included tuples should be
more similar — while maximizing heterogeneity of
within-cluster source languages, that is, the number
of source languages represented in the cluster. To
address both limits, we implement a hierarchical
K-means clustering algorithm with thresholds for
cluster sizes. Euclidean distance is used to mea-
sure (dis)similarity among instances. Clusters are
recursively split until they contain fewer than 16
instances. Table 4 shows an example cluster.

Because word embeddings may associate words
by type (e.g., tuples with Germany and France as

subjects appear in the same cluster), an additional
one-hot vector is prepended to v

(t)
final to split tuple

clusters along country lines when clustering.

v
(t)
cluster = [ade; aen; afr; ait; v

(t)
final] (4)

Here, a<language> is 1 if the associated language
occurs in the subject of the tuple, otherwise 0. A
single cluster can be represented by the mean of
all v(t)cluster tuple representations in the cluster. It
is this mean vector that is used in the following
experiments.

5.2 Validating representation quality

To assess the quality of the proposed representa-
tions, we use the outcome of the battle as a target to
evaluate the extent these representations implicitly
attribute advantages to (or minimize disadvantages
of) combatants. For this task, the input is a tuple
representation and the output is the outcome (e.g.,
0 if Germans won, otherwise 1). Not every tuple
is expected to directly correspond to the outcome,
but any tuple that does should benefit from a better
representation as indicated by an increase in model
precision. In our experiments, we employ 3-fold
cross-validation; for each fold, we fit a logistic
regression model using the scikit-learn implemen-
tation (Pedregosa et al., 2011). The regularization
parameter C is tuned over the range [0.01, 0.1, 0.5,
1.0, 3.0]. The results of evaluating the model on a
held-out test set are shown in Table 5.

Results. The bag-of-words (bow) representation
presents a competitive baseline, particularly for
WWI, as do the smaller vsro representations. The
WWII corpus benefits from the word embedding
representation across the board, though. (Bear in
mind that it is approximately 4 times larger than
the WWI corpus.) Additionally, averaging the tuple
representations per cluster yields even better out-
come inference results — for example, on WWII
using fasttext, F1 goes from .567 for unclustered
to .662 for clustered — likely because of the larger
context on which it draws in comparison to a single
tuple.

Though there are fewer instances, using clusters
is more advantageous in outcome inference than
using individual tuples suggesting that the context
derived from grouping similar tuples is useful for
corroborating outcomes. Part of this effect may
be due to complementary information from dif-
ferent language editions. Using v

(t)
cluster, we turn
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WWI tuples WWI clusters
feature F1 recall prec F1 recall prec

majority 0.372 0.500 0.297 0.286 0.500 0.201
#words 0.372 0.500 0.297 0.375 0.500 0.299
#tuples 0.372 0.500 0.297 0.375 0.500 0.299
bowsro 0.467 0.523 0.560 0.609 0.610 0.635
bowfinal 0.475 0.520 0.545 0.604 0.605 0.622
vsro (G) 0.392 0.506 0.616 0.536 0.555 0.585
vfinal (G) 0.431 0.516 0.581 0.531 0.539 0.548
vsro (F) 0.435 0.521 0.616 0.562 0.573 0.604
vfinal (F) 0.468 0.533 0.613 0.602 0.602 0.616

WWII tuples WWII clusters
F1 recall prec F1 recall prec

0.378 0.500 0.304 0.317 0.500 0.232
0.378 0.500 0.304 0.349 0.500 0.268
0.378 0.500 0.304 0.349 0.500 0.268
0.502 0.545 0.617 0.573 0.586 0.608
0.508 0.547 0.611 0.583 0.591 0.607
0.468 0.533 0.636 0.602 0.616 0.650
0.512 0.553 0.638 0.606 0.621 0.660
0.537 0.569 0.658 0.633 0.642 0.675
0.567 0.586 0.663 0.662 0.669 0.706

Table 5: Battle outcome inference results using several representations. (F) denotes the use of fasttext vectors,
while (G) denotes GLoVe. On the left side of each table are the results obtained when using individual tuples as
instances. On the right side are the results obtained when using the mean of a cluster’s tuple representations as
instances.
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Figure 2: Bar chart showing the standard deviation in the proportion of language tuples in a subset of clusters
defined by the presence of at least one tuple of a particular language. The cluster subsets defined by the presence
of FR tuples in both WWI and WWII tend to have a balanced mix of tuples from DE, EN, and IT.

to our second research question regarding overlap
between language editions with clusters.

5.3 Measuring cluster composition (RQ2)

To measure language heterogeneity in the tuples,
each language (l1) is paired with every other unique
language (l2) counted in the cluster. The count
of occurrences of l2 is then divided by the total
number of tuples for that language. Correcting
in this way, rather than using simple overlap, is
intended to reduce the effects of population size
(e.g., there being more EN tuples than FR tuples
means the former are more likely to end up in any
cluster by chance). This in turn helps us to better
assess semantic (dis)agreement among language
editions.

Figure 2 shows that the tuples with FR language
tend to co-exist in a balanced manner with tuples
from other languages in both the WWI and WWII
data; this is true even though FR has the fewest
tuples of all the language editions. One possible ex-

planation may be that though the French language
version contains fewer tuples, each tuple tends to
be corroborated by other language versions. See
Table 6 for the total number of tuples. In contrast,
EN tends to be the most variable in its proportions.
Though FR clusters include EN tuples in a similar
proportion () to all other tuples, EN includes a much
smaller proportion of FR tuples (). These results
partially contradict our hypothesis that the overlap
would be greatest between FR and EN and between
DE and IT. We consider H2 as not validated.

6 Conclusion

In this work, we introduced a methodology for iden-
tifying information upon which language editions
agree and disagree by applying open-domain in-
formation extraction and unsupervised learning to
English translations of articles. Our results indicate
that (1) language editions tend to mention their as-
sociated country more than other language editions
mention the same country and (2) the FR language
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WWI WWII
Lang Tuples Clusters Tuples Clusters

DE 181,456 78.5% 526,290 77.5%
EN 184,795 81.0% 504,085 69.8%
FR 107,879 69.6% 376,489 69.8%
IT 133,041 69.5% 532,223 76.3%

Table 6: Counts and cluster coverage of tuples ex-
tracted from the World War I and World War II cor-
pora using the Stanford OpenIE system. The “Clusters”
columns indicate the proportion of clusters in which the
languages appear.

edition align with other language editions’ accounts
more than the reverse. Result (1) confirms other
work on geopolitical tendencies of multilingual
Wikipedia. Result (2) implies that FR Wikipedia
may have a more limited though balanced account
than other language editions. More qualitative anal-
ysis is needed though.

Limitations There are limitations to using ma-
chine translation for historical analysis. To avoid
issues regarding nuance, articles are reduced to a
set of simple (subject, relation, object) tuples. The
vector representations used were also evaluated on
downstream tasks before use in our second experi-
ment.

Future work There are several possible direc-
tions for future work. Regarding tasks, it may be
of interest to NLP practitioners to understand the
impact the information imbalances have on down-
stream tasks such as translation. For the language
communities themselves, it may be useful to be
aware of the gaps in the accounts they are writing.
To make this more useful for them, an important
step would be to expand to other languages; our
analysis is limited to four languages. Future work
should include articles from languages correlated
with combatants on the Western and Pacific front.

Ultimately, more conclusive results will require
a better model of the community dynamics and ci-
tation practices of editors, especially over time as
well as more qualitative analysis of the differences
between language editions. We aim to continue this
work with the hope it encourages interest and ad-
vances in the overlap of computational, historical,
and cultural analysis.
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Jakub Kubś. 2021. Historical narratives in different lan-
guage versions of wikipedia. Academic Journal of
Modern Philology, (12):83–94.

Srijan Kumar, Robert West, and Jure Leskovec. 2016.
Disinformation on the web: Impact, characteristics,
and detection of wikipedia hoaxes. In Proceedings
of the 25th international conference on World Wide
Web, pages 591–602. International World Wide Web
Conferences Steering Committee.

Michael Lieberman and Jimmy Lin. 2009. You are
where you edit: Locating Wikipedia contributors
through edit histories. In Proceedings of the Interna-
tional AAAI Conference on Web and Social Media.

Tianyu Liu, Fuli Luo, Pengcheng Yang, Wei Wu,
Baobao Chang, and Zhifang Sui. 2019. Towards
comprehensive description generation from factual
attribute-value tables. In Proceedings of the 57th An-
nual Meeting of the Association for Computational
Linguistics, pages 5985–5996.

Peter Makarov. 2018. Automated acquisition of pat-
terns for coding political event data: Two case stud-
ies. In Proceedings of the Second Joint SIGHUM

Workshop on Computational Linguistics for Cultural
Heritage, Social Sciences, Humanities and Litera-
ture, pages 103–112, Santa Fe, New Mexico. Asso-
ciation for Computational Linguistics.

Arya D. McCarthy, James Scharf, and Giovanna
Maria Dora Dore. 2021. A mixed-methods analysis
of western and Hong Kong–based reporting on the
2019–2020 protests. In Proceedings of the 5th Joint
SIGHUM Workshop on Computational Linguistics
for Cultural Heritage, Social Sciences, Humanities
and Literature, pages 178–188, Punta Cana, Do-
minican Republic (online). Association for Compu-
tational Linguistics.

Brendan O’Connor, Brandon M. Stewart, and Noah A.
Smith. 2013. Learning to extract international rela-
tions from political context. In Proceedings of the
51st Annual Meeting of the Association for Compu-
tational Linguistics (Volume 1: Long Papers), pages
1094–1104, Sofia, Bulgaria. Association for Compu-
tational Linguistics.

Umashanthi Pavalanathan, Xiaochuang Han, and Jacob
Eisenstein. 2018. Mind your POV: Convergence
of articles and editors towards Wikipedia’s neutral-
ity norm. Proceedings of the ACM on Human-
Computer Interaction, 2(CSCW):1–23.

F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel,
B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer,
R. Weiss, V. Dubourg, J. Vanderplas, A. Passos,
D. Cournapeau, M. Brucher, M. Perrot, and E. Duch-
esnay. 2011. Scikit-learn: Machine learning in
Python. Journal of Machine Learning Research,
12:2825–2830.

Jeffrey Pennington, Richard Socher, and Christopher D.
Manning. 2014. Glove: Global vectors for word rep-
resentation. In Empirical Methods in Natural Lan-
guage Processing (EMNLP), pages 1532–1543.

Emily Porter, P. M. Krafft, and Brian Keegan. 2020.
Visual narratives and collective memory across peer-
produced accounts of contested sociopolitical events.
Trans. Soc. Comput., 3(1).

Marta Recasens, Cristian Danescu-Niculescu-Mizil,
and Dan Jurafsky. 2013. Linguistic models for an-
alyzing and detecting biased language. In Proceed-
ings of the 51st Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Pa-
pers), pages 1650–1659.

Pedro Rodriguez and Arthur Spirling. 2021. Word em-
beddings: What works, what doesn’t, and how to tell
the difference for applied research. Journal of Poli-
tics.

James Scharf, Arya D. McCarthy, and Giovanna
Maria Dora Dore. 2021. Characterizing news por-
trayal of civil unrest in Hong Kong, 1998–2020.
In Proceedings of the 4th Workshop on Challenges
and Applications of Automated Extraction of Socio-
political Events from Text (CASE 2021), pages 43–
52, Online. Association for Computational Linguis-
tics.

103



Feng Shi, Misha Teplitskiy, Eamon Duede, and
James A Evans. 2019. The wisdom of polarized
crowds. Nature human behaviour, 3(4):329–336.

Niklas Stoehr, Lucas Torroba Hennigen, Samin Ahbab,
Robert West, and Ryan Cotterell. 2021. Classifying
dyads for militarized conflict analysis. In Proceed-
ings of the 2021 Conference on Empirical Methods
in Natural Language Processing, pages 7775–7784,
Online and Punta Cana, Dominican Republic. Asso-
ciation for Computational Linguistics.

Besiki Stvilia, Les Gasser, Michael B Twidale, and
Linda C Smith. 2007. A framework for infor-
mation quality assessment. Journal of the Ameri-
can society for information science and technology,
58(12):1720–1733.

Yufei Tian, Tuhin Chakrabarty, Fred Morstatter, and
Nanyun Peng. 2021. Identifying distributional per-
spectives from colingual groups. In Proceedings of
the Ninth International Workshop on Natural Lan-
guage Processing for Social Media, pages 178–190.

Pauli Virtanen, Ralf Gommers, Travis E Oliphant, Matt
Haberland, Tyler Reddy, David Cournapeau, Ev-
geni Burovski, Pearu Peterson, Warren Weckesser,
Jonathan Bright, et al. 2020. Scipy 1.0: fundamental
algorithms for scientific computing in python. Na-
ture methods, 17(3):261–272.

Fei Wu and Daniel S Weld. 2008. Automatically refin-
ing the wikipedia infobox ontology. In Proceedings
of the 17th international conference on World Wide
Web, pages 635–644. ACM.

Yiwei Zhou, Alexandra Cristea, and Zachary Roberts.
2015. Is Wikipedia really neutral? A sentiment
perspective study of war-related Wikipedia articles
since 1945. In Proceedings of the 29th Pacific Asia
Conference on Language, Information and Compu-
tation, pages 160–168, Shanghai, China.

104



Proceedings of the 6th LaTeCH-CLfL Workshop, pages 105–114
October 16, 2022. ©2022 International Conference on Computational Linguistics

Computational Detection of Narrativity: A Comparison Using Textual
Features and Reader Response

Max Steg and Karlo Slot∗ and Federico Pianzola
University of Groningen / Oude Kijk in Het Jatstraat 26, 9712 EK Groningen, Netherlands

m.steg@student.rug.nl, k.h.r.slot@student.rug.nl, f.pianzola@rug.nl

Abstract

The task of computational textual narrative de-
tection focuses on detecting the presence of
narrative parts, or the degree of narrativity in
texts. In this work, we focus on detecting the
local degree of narrativity in texts, using short
text passages. We performed a human annota-
tion experiment on 325 English texts ranging
across 20 genres to capture readers’ perception
by means of three cognitive aspects: suspense,
curiosity, and surprise. We then employed a
linear regression model to predict narrativity
scores for 17,372 texts. When comparing our
average annotation scores to similar annotation
experiments with different cognitive aspects,
we found that Pearson’s r ranges from .63 to .75.
When looking at the calculated narrative proba-
bilities, Pearson’s r is .91. We found that it is
possible to use suspense, curiosity and surprise
to detect narrativity. However, there are still
differences between methods. This does not
imply that there are inherently correct methods,
but rather suggests that the underlying defini-
tion of narrativity is a determining factor for the
results of the computational models employed.

1 Introduction

Storytelling is and has been a big part of the daily
lives of many. People learn from stories, get in-
spired by stories, relate to stories and feel stories.
We as humans can be seen as story-interpreting
machines. However, how we perceive and interpret
storytelling elements has been a point of discussion
in the field of narratology for a number of years.
Previous research has attempted to define narrativ-
ity by means of cognitive processes (Genette and
Levonas, 1976; Herman, 2009; Willis, 2021). A
notable way to define narrativity is discussed exten-
sively by Herman (2009), who uses four perceptive
elements to define what makes a text narrative: sit-
uatedness, event sequencing, world-making and, as
he describes it, "feltness".

∗The first two authors contributed equally.

Another important change in narratology con-
cerns the shift from an idea of narrativity as a binary
class, i.e. a text is a narrative or not, to narrativity as
"a local, multidimensional scalar property" (Piper
et al., 2021; Sternberg, 2001). Accordingly, Piper
et al. (2021) have attempted to use the definition of
narrativity as a scalar property to computationally
detect narrativity, emulating human judgement us-
ing statements regarding the elements defined by
Herman (2009).

However, there are still a lot of aspects of narra-
tivity detection left unexplored. Alternative defini-
tions heavily focus on readers’ perception of texts
(Sternberg, 2003, 2011; Passalacqua and Pianzola,
2016). For instance, Sternberg (2011) illustrates
that narrativity can be defined by inherent human
interpretation, which he refers to as the three "nar-
rative universals": suspense, curiosity, and surprise.
This research will attempt to explore the possibil-
ity of using this form of readers’ perception as a
way to detect narrativity, and will thus answer the
questions:

To what extent can suspense, surprise and curios-
ity as a form of readers’ perception be employed to
detect narrativity?

Is there a relation between textual features asso-
ciated to narrativity and reader response identified
by narrative universals?

To answer these questions, we improve a text-
based approach to detect the local narrativity of
documents (Piper et al., 2021), provide new reader-
response-based annotations for an existing corpus
(Piper and Bagga, 2022), and discuss the results
and implications of detecting narrativity using two
different theoretical frameworks.

2 Related works

The goal to define the concept of narrativity in or-
der to detect said concept within literary texts has
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been a main drive within the study of narratology.
One of the fundamental definitions of narrative has
been proposed by Genette and Levonas (1976), stat-
ing that the minimum requirements of a narrative
should be that they represent a sequence of events
by means of one or more characters.

Over time, researchers have elaborated on the
aforementioned definition utilising two paradigms
related to narrativity, as described by Herman
(2009): "etic" and "emic". Etic approaches to
narrativity regard the concept as definable and de-
tectable by means of textual and structural ele-
ments. Whereas emic approaches utilise cognitive
processes to classify texts by means of their de-
gree of narrativity. A similar dichotomy has been
described by Passalacqua and Pianzola (2016) by
comparing objectivist and constructivist paradigms
in the context of narrative theory. Passalacqua and
Pianzola (2016) describe the objectivist paradigm
as viewing textual aspects, such as semantics and
syntactics, as defining features of a narrative. Con-
structivist theory, however, regards the relation be-
tween the audience and the text as a way to detect
narrativity, which Passalacqua and Pianzola (2016)
described as being "the result of a process of con-
struction and combination of certain processes and
properties whose specificity is also dependent on
extra-objectual factors". One approach grounded
within constructivist narrative theory, that can thus
be considered an emic approach, is the concept of
"readers’ perception".

Readers’ perception, or often called "reader re-
sponse" and "reception" in literary studies, depicts
the way a reader interprets textual elements on an
emotional or cognitive level (Willis, 2021). Several
researchers have attempted to define narrativity by
means of readers’ perception. These definitions
have been employed by other research to detect
narrativity in a handful of manners, including com-
putational methods.

Herman (2009) suggests that the degree of nar-
rativity in stories can be defined by the means of
four perceptive elements:

1. Situatedness. In what context the narrative is
presented.

2. Event sequencing. How events within a narra-
tive are ordered, i.e. in a temporal fashion.

3. World-making. How the narrative presents a
fictional or realistic world.

4. "Feltness". How the reader is affected by the
experiences presented in texts.

Metilli et al. (2019) have used the perceptive el-
ements by Herman (2009)—mainly event sequenc-
ing—to propose a framework with technological
challenges and requirements regarding the extrac-
tion of narratives from text. This framework con-
sists of a combination of techniques to detect events
using textual elements, such as temporal and named
entity recognition, human annotation, and deep
learning. Metilli et al. (2019) defined events as
being "set in space and time, endowed with factual
components" and having "semantic relations" with
each other. Based on this definition, human anno-
tators were assigned to identify sentences as being
events or not. Simultaneously, a similar framework
was proposed by Rodrigues et al. (2019), who pro-
vided guidelines to be used when aiming to visu-
alise narratives by means of spatio-temporal rela-
tions. This vision described the concept of time
and space in storytelling as something intuitive and
inherently human. Both approaches by Metilli et al.
(2019) and Rodrigues et al. (2019) indicate that
human interpretation, or readers’ perception, as de-
scribed by Herman (2009) can be utilised to detect
and visualise narrativity within texts by means of
annotation and construction of classification mod-
els.

This idea has been successfully implemented
by Piper et al. (2021) as well. While utilising
etic, objectivist approaches to detect narrativity
across long time scales, such as extracting narra-
tivity by means of lexical and syntactic features,
Piper et al. (2021) also utilized emic, constructivist
approach similar to Metilli et al. (2019) and Ro-
drigues et al. (2019) using the perceptive elements
by Herman (2009). Piper et al. (2021) assembled
a team of three trained annotators to annotate 5-
sentence-long passages spanning across four "dis-
cursive domains": (1) non-fiction, (2) fiction, (3)
poetry and (4) science. The annotators were as-
signed to rate the passages on a 5-point Likert scale
based on three elements: (1) "feltness", reworded
as "agency", (2) event sequencing and (3) world-
making. These elements have been explained in a
codebook including annotation guidelines. While
their approach to quantify readers’ perception by
means of Herman’s elements and human annotation
as a way to detect narrativity within texts is valid,
their data lacks linguistic and stylistic differences.
Piper and Bagga (2022) uses an expanded dataset
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spanning across 19 genres, ranging from legal doc-
uments to Aesop’s fables, and from 19th century
literature to Reddit stories. This extensive dataset
is extremely helpful for narrativity detection, due to
its divergent nature, and can also be used to detect
narrativity by means of different forms of readers’
perception.

One other theory, also mentioned by Piper et al.
(2021), which acknowledges the human interpreta-
tive aspects of narratives, has evolved over several
years (Sternberg, 2011). Sternberg (2011) views
narrativity as having the possibility to be defined
by the effect that it can have on the reader, a view
grounded within readers’ perception. Sternberg
states that the degree of narrativity of literary texts
can be defined through three "master effects", or
"universals": (1) suspense, (2) curiosity, and (3)
surprise:

• Suspense. An event can be experienced as
having suspense when the reader is presented
with information that can eventually guide
the reader to a sense of closure, or fulfilment
(Sternberg, 2003). An example of this can be
that the reader of a story is given the informa-
tion that character A has a knife behind their
back, but character B, with whom character
A is having a conversation, is not aware of it;
the reader lacks information about what will
happen in the future.

• Curiosity. Curiosity can occur when the
reader is presented with information about the
present, also eliciting a desire for information
about the past (Sternberg, 2003). For exam-
ple, the reader is told that character B is found
with several stab wounds, but is not told how
they have gotten said wounds.

• Surprise. An event can be surprising if the
readers’ idea of the event being described is
challenged through new information (Stern-
berg, 2003). For example, the reader knows
that character A and character B are having
a "normal" conversation, but suddenly, the
reader is presented with the information that
character A has stabbed character B. This
could result in an "error" in the mental organi-
zation of the information previously acquired
by the reader via the story, sparking a feeling
of surprise.

Former research has used Sternberg’s construc-
tive approach to narrativity to construct computa-

tional models using some of the three universals.
Doust and Piwek (2017) developed a computational
model to detect suspense and found that, when
compared with human judgements, their model
predicted suspense rather well. However, their ap-
proach only used human judgements as a way to
compare results, rather than attempting to use hu-
man judgements to train the model. A similar ap-
proach has also been used by Wilmot and Keller
(2020).

There is a lack of research where all three uni-
versals are utilised to detect narrativity. While re-
searchers have attempted to model one of the three
universals by means of textual elements, they used
human judgements as a way of evaluation, rather
than as an approach to model suspense. Detec-
tion of narrativity by means of human judgements
of suspense, curiosity and surprise can provide an
insight into the relation between a story and its
reader. Therefore, the question which will be tested
is whether it is possible to detect narrativity util-
ising all three of Sternberg’s universals. The ap-
proach taken will utilise human annotation to train
a machine learning model and calculate narrativity
scores based on readers’ perception.

3 Data

The data used within this research was a corpus con-
structed and provided by Piper and Bagga (2022),
consisting of 17,706 documents, ranging across
20 unique genres (Table 1). Examples of the gen-
res within this corpus are historical non-fiction,
fairy tales, documents from the Supreme Court
of the United States, scientific abstract, and flash
fiction. These documents contain short textual frag-
ments of roughly 5 sentences, hereafter referred
to as "passages". Out of the 17,706 passages, 334
have been manually annotated and used to build
a model for detecting and predicting narrativity
(Piper and Bagga, 2022). We reused the same an-
notated dataset for our own annotations and to build
a new predictive model.

4 Methods

4.1 Annotation

The original dataset contains annotations referring
to textual features identified on the basis of the
following 3 statements (Piper et al., 2021):

• Agency: "This passage foregrounds the lived
experience of particular agents."
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Table 1: Finalised distribution of genres in the corpus
and annotated dataset by Piper and Bagga (2022). Per-
centages within brackets refer to the ratio with respect
to the total number of texts in the corpus and in the
annotated dataset respectively.

Genre Corpus Annotated
ABSTRACT 993 (5.6%) 26 (7.8%)
APHORISM 486 (2.7%) 19 (5.7%)
BIO 990 (5.6%) 17 (5.1%)
BREVIEW 864 (4.9%) -
FABLE 273 (1.5%) 10 (3%)
FAIRY 784 (4.4%) 20 (6%)
FLASH 889 (5%) 12 (3.6%)
HIST 1075 (6%) 25 (7.5%)
LEGAL 1115 (6.3%) 31 (9.3%)
LITSTUDY 544 (3.1%) 16 (4.8%)
MIXED NONFIC 1000 (5.6%) -
NOVEL-CONT 974 (5.5%) 23 (6.9%)
NOVEL19C 1050 (5.9%) 25 (7.5%)
OPINION 1611 (9.1%) -
PHIL 558 (3.1%) 20 (6%)
POETRY 1000 (5.6%) -
REDDIT 1000 (5.6%) 20 (6%)
ROC 1000 (5.6%) 23 (6.9%)
SCOTUS 1000 (5.6%) 35 (10.5%)
SHORT 500 (2.8%) 12 (3.6%)
Total 17,706 334

• Event sequencing: "This passage is organized
around sequences of events that occur over
time."

• World-making: "This passage creates a world
that I can see and feel."

Additionally, we annotated the data based on
3 statements regarding readers’ perception (Stern-
berg, 2003):

• Suspense: "This passage presents information
indicative of future events and postpones a
feeling of resolution."

• Curiosity: "This passage presents information
indicative of past events and leaves me won-
dering about missing information."

• Surprise: "This passage presents information,
which I experience as unexpected, about an
event."

The annotators expressed their agreement with
the statements by means of a five-point Likert scale
(Strongly disagree, Somewhat disagree, Unsure,
Somewhat agree, Strongly agree). The choice to
use a scalar rather than a categorical approach for
annotation is in accordance with the theoretical
framework adopted, namely that these cognitive as-
pects can be experienced as a spectrum. A passage
can not only be defined as being suspenseful or not,
some passages can be more or less suspenseful than
others. Similarly, Piper et al. (2021)’s objectivist
features can be experienced with different degrees
of intensity in a text.

To test whether the selection of the dataset by
Piper and Bagga (2022) was suitable for the annota-
tion of the narrative universals defined by Sternberg
(2003), one annotator annotated the 20 passages
with the lowest and highest narrative probability,
according to Piper and Bagga (2022), thus 40 pas-
sages in total. Since we are looking at degrees of
narrativity, we used Kendall rank correlation coef-
ficient (τ ) to compare the ranking of the average
annotated narrativity with the ranking of Piper’s
narrative probability scores. Kendall’s τ for the
annotations by Piper and Bagga and Piper’s narra-
tive probability scores was 0.385 (p < .001), while
Kendall’s τ for our initial annotations and Piper’s
narrative probability scores was 0.377 (p < .001).
These values are close and indicate a strong rank
correlation (> 0.3), hence this data set is suitable
for annotation using Sternberg’s universals.
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Out of the initial experiment, 9 passages were
extracted to exemplify each universal: 3 passages
per universal, having low, medium, and high de-
gree of each universal. We prepared an annotation
guidebook with instructions and the commented
examples, also including a brief background of the
research goal, the theoretical framework, and an
explanation of common annotation pitfalls, so that
these can be avoided.1

We did a first round of annotation to check
whether the constructed guidebook was clear and
instructive enough. A total of 7 annotators (6 Dutch
Information Science students and one Italian pro-
fessor of computational humanities) annotated ap-
proximately 20 passages each, randomly assigned
from the data set. Each passage was annotated by
3 annotators. Thus, this round yielded 47 anno-
tated passages. We calculated Inter-rater reliability
(IRR) using the average deviation index (ADI), as
discussed by Burke et al. (1999). Since we used a
5-point scale, the ADI should not exceed the thresh-
old value of 0.5. The final ADI score of the first
round was 0.35, thus the guidelines did not need
further improvements. Based on feedback from
the annotators, we only added that the annotation
should take into account the entirety of the pas-
sage, rather than just a part of it. However, we
now acknowledge that this specification may be
misleading in some cases, namely when the need
for information related to curiosity or suspense is
triggered and fulfilled in the same passage (see
examples in Appendix).

In the second and final round 6 annotators an-
notated the remaining 278 passages, with approxi-
mately 138 passages per annotator. The ADI score
of the second round was 0.37 and the ADI of both
rounds combined was 0.36. Since both values are
below 0.5, it can be concluded that there is a rea-
sonable level of agreement between annotators.

Once we had annotated all passages, we com-
pared them to Piper et al. (2021)’s annotations. We
used Pearson’s r and Kendall’s τ to calculate the
correlation between the results.

4.2 Models

Despite the theoretical framework adopted for the
annotation, conceiving narrativity as a scalar prop-
erty, Piper et al. (2021) eventually worked with
computational models whose main goal is to clas-

1https://github.com/maxsteg/Computationally-
Narrativity-Detection

sify texts into discrete categories (Logistic Regres-
sion, Random Forest and Support Vector Machine).
To train a machine learning classifier, they used
values ranging from 1 to 5 (average annotation on
the Likert scale) but they also created an additional
variable called "reader predicted label": if the aver-
age annotation value was higher than 2.5, it got the
POS label, else, it got the NEG label. The resulting
predicted narrativity for the whole corpus is thus
the probability of either being a narrative or not.
They also tested the performance of their classifiers
using this 2-classes predictions.

Alternatively, we decided to implement a mod-
elling approach consistent with our theoretical
framework and predict the degree of narrativity
of a text using linear regression models. Hence, we
used both Piper and Bagga (2022)’s and our anno-
tation to train several models (Linear Regression,
Lasso, Ridge, ElasticNet, and Theil-Sen), predict
narrativity scores ranging from 0 to 1, and test the
models’ performance on these continuous values.
We did not try any neural approach because we
wanted to be able to identify in a straightforward
way the predictive power of various features.

For the selection of the textual features to supply
to the model when training, we relied on Piper et al.
(2021) but also tried a few other features that we
thought could perform well. The features we used
from Piper et al. (2021) are unigrams, tense, mood,
voice. The latter three are composite features com-
puted with the Python package BookNLP2. We also
adapted the concreteness score (Brysbaert et al.,
2014) by extending it with the lexicon developed by
Muraki et al. (2022), which consists of 62 thousand
English multiword expressions. The concreteness
score of a document is the sum of all concreteness
scores for all expressions in a document, divided
by the total number of words. To explore the rela-
tion between semantics and narrativity, other fea-
tures that we used are Tf-idf and Doc2Vec (Le and
Mikolov, 2014). We tried different combinations
of the selected features to train and test our models,
focusing on predictions that correlate more strongly
with the annotator scores. Due to limited size of our
annotated data set, we used 5-fold cross-validation
(train/test: 80/20). After having determined the
best model, we trained it again twice using all the
annotated data for each method (text-based and
reader-based), and predicted narrativity scores for
the complete corpus.

2https://github.com/booknlp/booknlp

109



5 Results and Discussion

The best predictive model for both types of narra-
tivity (text-based and reader-based) is Theil-Sen
Regressor (TSR) with two features: Tf-idf and con-
creteness (Table 2). However, given that the model
using only Tf-idf explains almost the same amount
of variance (.01 difference), for the sake of inter-
pretability we decided to use this simpler model for
the prediction of narrative probability. Interestingly,
the words contributing the most to predicting nar-
rativity are not all the same for the two theoretical
frameworks. When detecting narrativity based on
textual features, third person pronouns seem more
relevant, but first person pronouns are better pre-
dictors of narrativity based on readers’ perception
(Table 3).

Table 2: Coefficient of determination (R2) of the anno-
tators’ scores and various features when predicting the
narrativity of texts using the Theil-Sen model.

Features R2

Piper Univ.
unigrams .50 .33
tfidf .68 .59
doc2vec -1.53 -1.99
concreteness .34 .35
doc2vec concr -1.48 -1.78
tfidf concr .69 .60
doc2vec ttr concr -1.52 -1.71
tense mood voice .65 .50
tfidf doc2vec .02 .07
tfidf doc2vec concr .11 .13
tfidf doc2vec unigrams .51 .38
tfidf unigrams concr .51 .38
unigrams doc2vec concr .51 .38
unigrams doc2vec tfidf concr .51 .38

Before evaluating the predicted values, we
looked at the annotations done using two differ-
ent theoretical frameworks to define narrativity. In
Table 4, it can be seen that there is a positive corre-
lation for all statement pairs between Piper’s frame-
work and Sternberg’s universals. However, two
of these are only moderate: between "Event se-
quencing" and "Curiosity" (r = .63), and between
"Event sequencing" and "Surprise" (r = .66). These
results show that the textual and cognitive dimen-
sions covered by the two theoretical frameworks
do not completely overlap.

These findings are also supported by the total
annotation averages: there is a strong positive cor-

Table 3: Top words positively and negatively associated
with narrativity. Computed with the Python package
ELI5. See Appendix for a longer list

Positive Negative
Piper Universals Piper Universals

he out is of
my me of by
was was which is
him door or or
had different 2d for

derrick woman this can
his my agreement as
day plane even may

Table 4: Correlations (Pearson’s r) between the average
annotators’ scores for each statement based on Piper’s
framework and Sternberg’s universals.

Suspense Curiosity Surprise
Agency .75 .72 .70
Event .70 .63 .66
World .76 .72 .73

relation between the total annotation averages (r =
.77), but there is some unexplained variance. More-
over, Kendall’s τ shows a very weak correlation
between the actual ranking of documents (τ = .03).
This indicates that, even though there is a strong
correlation between the predicted values, the way
in which the documents are ranked by means of the
predicted narrativity scores differ strongly between
models. This does not imply that one of these
theories is inherently correct, but that they are dif-
ferent ways of viewing narrativity. Notably, the
distribution of annotations shows that text-based
annotation led to a majority of passages with the
highest narrativity score, whereas reader-based an-
notation led to the opposite result: the majority of
passages has been assigned the lowest narrativity
score (Figure 1).

If we look at values predicted for the whole cor-
pus, we see that they have an even stronger correla-
tion (r = .91) and span the whole narrativity spec-
trum in a more even way (although still skewed)
than the annotated passages, confirming that high
or low narrativity texts are not more frequent than
those with a moderate degree of narrativity (Fig-
ure 2). Conversely, Piper and Bagga (2022)’s use
of a binary classifier (Logistic Regression) pushed
the predictions towards extreme values, biasing the
interpretation.
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Figure 1: Scatterplot of Annotation Piper (2022) vs.
Annotation Universals (n = 325)

We also looked at the average predicted prob-
abilities for each genre (Table 5) and they are in
line with what could be expected. For example,
legal documents (LEGAL, SCOTUS) have low nar-
rativity, between .06 and .3. This applies to aca-
demic texts (LITSTUDY, ABSTRACT), philoso-
phy (PHIL), and book reviews (BREVIEWS) as
well. All other genres have relatively high narra-
tivity scores, with Reddit posts having the highest
degree. Regardless of the theoretical framework
employed, the variation in the degree of narrativ-
ity between genres is similar. However, the values
are remarkably lower when narrativity is computed
based on the narrative universals (mean = .39 vs.
mean = .57). This result may be due to the dif-
ferent distribution of the annotated passages and
the consequent unbalanced training sets, biased in
different ways: towards high narrativity scores for
text-based annotation and towards low narrativity
scores for reader-based annotation. Follow-up re-
search should aim for a larger and more balanced
annotated dataset.

6 Conclusion

As narratology moved towards the idea that narra-
tivity is a local, scalar, and multidimensional char-
acteristic of texts, this research aimed to answer the
questions "To what extent can suspense, surprise
and curiosity as a form of readers’ perception be
employed to detect narrativity?" and "Is there a

Figure 2: Scatterplot of narrativity scores predicted us-
ing a Theil-Sen regression model based on Piper and
Bagga (2022) annotation vs. based on annotation related
to Sternberg (2003) Universals (n = 17,372)

Table 5: Average predicted degree of narrativity per
genre (TF-IDF & TSR model)

Genre Avg. narrativity
Piper Universals

ABSTRACT .31 .13
APHORISM .30 .27
BIO .68 .43
BREVIEW .45 .31
FABLE .77 .51
FAIRY .79 .54
FLASH .75 .53
HIST .60 .37
LEGAL .17 .06
LITSTUDY .37 .26
MIXED-NONFIC .60 .40
NOVEL-CONT .77 .56
NOVEL19C .71 .50
OPINION .53 .34
PHIL .32 .24
POETRY .61 .45
REDDIT .82 .61
ROC .81 .50
SCOTUS .30 .15
SHORT .78 .56
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relation between textual features associated to nar-
rativity and reader response identified by narrative
universals?".

To accomplish this, we performed multiple
rounds of annotation to quantify readers’ percep-
tion by means of three cognitive effects of narra-
tive (suspense, curiosity, surprise). We found that
the annotators generally agree with each other and
there are moderate to strong correlations between
text-based and reader-based narrative dimensions.

As for the computational aspect, we trained a
quite accurate regression model on a single highly
predictive feature (Tf-idf ). Comparing our results
to the results by (Piper and Bagga, 2022), we found
that there is a strong positive correlation between
their and our approach to defining narrativity as a
scalar property of texts. However, we also found
that text-based and reader-based conceptions of
narrativity do not completely overlap.

While this research has been able to capture nar-
rativity by means of readers’ perception as defined
by Sternberg (2011), it is not able to capture narra-
tivity as a whole. As mentioned before, narrativity
can be defined in various ways and thus there are
many plausible ways to detect it. Future research
could combine both text-based and reader-based ap-
proaches to better grasp the complex, multidimen-
sional nature of narrative. For instance, principal
component analysis could help identify dimensions
that could be conflated and dimensions that are
irreducible to objective and textual properties.
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Appendix

In this Appendix there is a list of the words con-
tributing the most to predicting low narrativity (red)
and high narrativity (green), and examples of pas-
sages for which the two models disagree the most
about the degree of narrativity (Figures 4 to 8).
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Figure 3: Words positively and negatively associated with narrativity for the two models: text-based on the left
(Piper) and reader-based on the right (Universals). Computed with the Python package ELI5
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Figure 4: Passage id: f1979b1e-dd8f-4c91-b9f2-ade48d8b3596; genre: ROC

Figure 5: Passage id: 0f7c0e3f-3974-4271-af05-0d39cf3fba2e; genre: ROC

Figure 6: Passage id: ab7e5971-590b-4e59-8e47-ffd4f4c00e91; genre: ROC

Figure 7: Passage id: b49fdceb-29b8-4e83-9cf2-b3abd7b34aa5; genre: ROC

Figure 8: Passage id: Code-Breaker-The-Walter-Isaacson; genre: BIO
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Abstract

In this article, we discuss the conditions sur-
rounding the building of historical and liter-
ary corpora. We describe the assumptions and
method of making the original corpus of the
Polish novel (1864-1939). Then we present the
research procedure aimed at demonstrating the
variability of the emotional value of the con-
cept of ‘the city’ and ‘the country’ in the texts
included in our corpus. The proposed method
considers the complex socio-political nature of
Central and Eastern Europe, especially the fact
that there was no unified Polish state during this
period. The method can be easily replicated in
the studies of the literature of countries with
similar specificities.

1 Introduction

The main objective of our paper is to introduce a
comprehensive workflow employing NLP methods
and Linguistic Linked Open Data (LLOD) that al-
lows for conducting literary research in temporal
and spatial dimensions while taking into account
local specificities arising from historical, socio-
cultural, and infrastructural factors. The proposal
addresses, on the one hand, the current criticism
towards Digital Humanities (DH), in particular dis-
tant reading, and on the other hand, the call for a
new way of describing the complex relationship be-
tween fiction and imaginary geography put forward
in non-digital literary studies.

Criticism of the distant reading approach re-
volves around the gap between the development
of methods and tools and the use of their potential
to address new research questions or discover new
phenomena. It has been argued that applications
of NLP in literary research, while spectacular, are
often limited to confirming already known insights
(Brennan, 2017), and that much of the research is
aimed solely at the tools’ validation (Hammond,
2017). Computational analysis of literary texts
has also been criticised for reductionism, observa-
tion triviality, ahistoricism and the disregard of the
socio-cultural determinants of the patterns detected
(Bode, 2017).

Addressing the call arising from the above crit-
icism, to embed computational analyses within
broader disciplinary contexts and knowledge (Un-
derwood, 2019), the workflow we developed was
tailored to current debates and trends in humani-
ties research. We draw on studies within the hori-
zons of geography of literature and literary affect
studies, trends highly influential in contemporary
humanities that emerged from the topographical
and affective turns (Peraldo, 2016; Rybicka, 2014;
Ahern, 2019; Nycz et al., 2015). Our goal is to take
into account local circumstances and to trace the
impact of historical and spatial factors on the dy-
namics of literary processes. At the current stage,
we focus on Central and Eastern Europe (CEEC).
However, the workflow was designed for reusabil-
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ity and should be adaptable to other local contexts,
including non-European.

Studies referring to CEEC as a region undergo-
ing extensive geopolitical changes, highly diverse
in terms of nationality, language and culture, build
more and more on linguistic resources and meta-
data for embedding literary texts in socio-cultural
realities. Although some CEEC languages are on
track to achieve a well-resourced status, there are
still many gaps to bridge (Vetulani and Vetulani,
2020; Goldhahn et al., 2016), especially in terms
of historical resources. This applies not only to lan-
guage technology (LT), but also to DH in general.
There are very few solutions suited to the process-
ing and analysis of literary texts, e.g. Named Entity
Recognition or stylometric analysis. Moreover, the
metadata produced by CEEC institutions is incom-
plete and there is no single relevant and reliable
metadata retrieving source. It leads to the necessity
of combining various resources, mappings, and har-
monisation of disparate data types (Király, 2019).

In the research presented in this paper, the work-
flow was applied to reconstruct the urban-rural di-
chotomy, i.e., the attribution of distinguishing val-
ues and emotions to urban and rural geo-entities, as
a prominent example of reflection from the field of
literary geography. This topic’s long-standing pres-
ence in non-digital literary studies (e.g. (Rybicka,
2003; Williams, 1975)) resulted in the burden of
cliché interpretations. Not only do we intendWe
intend to verify these interpretations, but also to
broaden the scope of investigation by taking into ac-
count both historical and geographical dimensions,
crucial for CEEC-oriented research and neglected
in literary studies. This will allow for a thorough
evaluation of the workflow regarding its strengths
and shortcomings.

We surveyed Polish novels from 1864 to 1939,
representing three consecutive literary periods, Pos-
itivism, Young Poland, and the Interwar Period. At
the end of the 18th century, Poland ceased to exist
as a sovereign state. The Polish territories were
divided into three partitions and remained under
the control of the Habsburg Monarchy, the King-
dom of Prussia and the Russian Empire until 1918.
The partitions differed substantially in terms of the
pace of socio-economic development, the extent of
urbanisation, and civil liberties (Kaczynska, 1970).
These contrasts led to differences in the imaginary,
including the dominant discourses of urbanity and
rurality, which persisted even after Poland regained

independence (Chwalba, 2009). To reconstruct the
evolution of the Polish variant of the urban-rural
dichotomy, we posed three research questions: (i)
Did the level of discrepancy between urban and
rural depictions change over time?; (ii) How have
the emotional representations of the city and the
country changed over time; and (iii) Did the form
of the urban-rural dichotomy and the valuation of
geo-entities vary according to the partition in which
the unit was located?

Related works

The establishment of Spatial Humanities and
the rapid growth of Digital Literary Cartography
(Cooper et al., 2016; Gregory et al., 2015) on the
one hand, and new developments in sentiment
analysis for computational literary studies (Jacobs,
2019; Kim and Klinger, 2018), on the other, have
not yet translated into systematic research on emo-
tion in relation to fictional representations of space
and place. While the recognition, disambigua-
tion, and mapping of toponyms in literary works
have been relatively well explored, methodologi-
cal support for the literary geography of emotions
is still lacking and no comprehensive framework
has been developed to serve as a reference point
(Morariu, 2020). Attempts in this direction have
been made in two projects: ’The Emotions of Lon-
don’ (Heuser et al., 2016) and ’High Mountains
Low Arousal? Distant Reading Topographies of
Sentiment in German-Swiss Novels in the early
20th Century’ (Herrmann et al., 2022). The for-
mer was a crowdsourcing experiment combining
quantitative and qualitative methods of literary ge-
ography and focused specifically on the fictional
representation of London. The latter (still ongo-
ing) has a much broader scope. It aims to explore
whether representations of the landscape can be
regarded as a part of the construction of different
national identities. The project is based on a com-
parative analysis of German-language novels from
the early 20th century, employing methods well
established in computational literary studies, i.e.
sentiment analysis and Named-Entity Recognition
(NER). The authors do not focus on creating new
solutions and workflows; instead they mainly use
and validate existing tools and resources. Although
their approach may work well for regions that have
not experienced significant geopolitical transitions
or for well-resourced languages, it is overly sim-
plistic to apply to CEEC.
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In the absence of methodological support for
the literary geography of emotions, it is necessary
to develop our own solutions, combining several
components, ranging from the creation of historical
corpora through NER, Named-Entity Disambigua-
tion (NED), and Named-Entity Linking (NEL) to
sentiment analysis. To compile an optimal pro-
cedure, we reviewed the solutions and identified
potential challenges.

The corpus linguistics literature points out that
the fulfillment of the balanced source selection pos-
tulate (Biber, 1993) encounters many more obsta-
cles in the case of historical corpora than in the
case of contemporary text corpora (Gruszczyński
et al., 2020). A fundamental and unfathomable
problem is the limited knowledge of the writing
of a particular era, which makes the decisions dur-
ing corpora compilation arbitrary and often based
on speculation with purely theoretical assumptions.
The balance of the corpus is complicated by the
disproportion between the number of extant texts
from earlier eras and the number of texts from later
ones (Górski, 2018). Projects aiming to build liter-
ary corpora that are as representative and balanced
as possible (e.g., KOLIMO(Herrmann and Lauer,
2020) or dProse 1870-1920, (Gius et al., 2021))
have reduced speculativity by using data from bib-
liographic records on the production and reception
of texts.

One of the most recent and most ambitious
projects of this type is the European Literary Text
Collection (ELTeC) composed of 11 national sub-
corpora, each containing 100 novels published be-
tween 1840 and 1920. It was assumed that each
sub-corpus should fulfill the same compositional
criteria with some level of flexibility (Schöch et al.,
2021). However, the construction of the corpus
raises some concerns. Foremost, the arbitrary cat-
egorisation of the texts into four twenty-year time
periods, which do not correspond to the caesuras
marked by significant socio-political events, both
on a pan-European and regional level, is question-
able. In the case of the Polish-language sub-corpus
(ELTeC, 2021), the incorporation of texts published
after 1920 and the lack of a description of the pro-
cedure for obtaining metadata, crucial for assessing
the quality of the corpus, can also be considered
problematic.

In the case of Polish, we have several NER so-
lutions. Liner2 (Marcinczuk et al., 2017) is a tool
based on the Conditional Random Fields (CRF)

Figure 1: Mosaic diagram of the relationships between
the characteristics of the novels in 19/20MetaPNC: the
gender of the author, the partition in which the novel
was published, and the literary period.

method, which uses morphological information
and sets of manually prepared features to identify
named entities. The latest method dedicated to
Polish is PolDeepNer2 (Marcinczuk and Radom,
2021). It is a neuronal model based on a RoBERTa-
type language model. Another tool for the NER
task with support for Polish is spaCy (Honnibal
and Montani, 2017). While very fast and adapted
to industrial language work, it is marginally less
efficient than PolDeepNer2.

There are several sentiment analysis systems for
Polish described in (Wawer, 2019), but none of
them is available as an open service. One open sys-
tem that can be used for sentiment analysis is the
MultiEmo service1 (Kocoń et al., 2021), available
through the CLARIN-PL project. It is a new solu-
tion based on transformer-type models, available
for more than 100 languages, thanks to the LaBSE
(Language Agnostic BERT Sentence Embeddings)
model (Feng et al., 2022).

Data

Currently, there is no representative and balanced
historical corpus of novels in Polish that could func-
tion as a referential corpus for various research
purposes. For Polish, there are literary corpora
that do not meet the standard criteria for compo-
sition and have not been robustly described with
metadata. An exception is the Polish-language EL-
TeC subcorpus, which can function as a bench-
mark for the development of historical literary cor-
pora, despite the aforementioned drawbacks (see
Related works). Sampled literary texts are also a

1https://ws.clarin-pl.eu/multiemo
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component of the general corpora of Polish, such
as NKJP (Przepiórkowski et al., 2012) and KPWr
(Marcińczuk et al., 2016).

For the requirements of spatial-diachronic lit-
erary research, it was necessary to design a new
corpus, reusable, historically and geographically
balanced, precisely described with the possibly
complete metadata, which would enable the se-
lection of predefined subcorpora for comparative
purposes. We named the designed collection
"Metadata-enriched Polish Novel Corpus from the
19th and 20th centuries" (19/20MetaPNC). The spe-
cific nature of the geopolitical and socio-cultural
context of the Polish territories in the second half
of the 19th and first half of the 20th century deter-
mined the metadata structure and content as well
as the criteria for balancing the corpus. Due to the
impossibility of precisely defining the population
of texts and the lack of data on literary production
and reception of the period covered by the study,
our efforts were focused on the aspect of proper
balancing and precise description with regard to
the metadata of the available textual resources. The
basic criteria for the selection of texts, in addition
to the time horizon adopted in the project, were the
genre and language of the text — we decided to
include in the corpus novels originally written in
Polish and first published as books between 1864
and 1939. An additional criterion was the time of
the plot, which could not be earlier than 1815. This
was the year of the Congress of Vienna, which de-
fined the national borders that remained in force
with minor modifications for more than 100 years.
We assumed that the corpus should be balanced
with regard to the individual novel’s belonging to
one of the three literary eras distinguished in Polish
literary studies — Positivism (1864-1890), Young
Poland (1890-1918) and the Interwar Period (1918-
1939) — determined by the date of first publication,
the Partition in which the novel was first published,
the gender of the author and the level of reception.
Following the same approach as in ELTeC (Schöch
et al., 2021), we decided that the corpus should
include both: novels that can be considered part
of the contemporary canon and works that have
been mostly forgotten. As a measure of the level
of reception, we took the number of reissues of a
given publication.

The process of text selection for the corpus was
conducted in three stages. In the first stage, we iden-
tified and sourced potential candidate texts. The

collected texts come from several distinct sources.
We started with 100 novels gathered in the ELTeC
that are encoded in TEI format. Next, we included
193 texts from the Wolne Lektury library (Mod-
ern Poland Foundation, 2022), an online repository
that is primarily focused on school readings and
offers contemporised editions of novels that have
fallen into the public domain. The data in Wolne
Lektury is available in a custom XML format that
preserves information about paragraph boundaries.
Afterwards, the 225 novels from the Polish edition
of the Wikisource project (Wikimedia Foundation,
2022) were added. These texts are transcriptions of
printed books whose copyright has expired. They
are encoded in the MediaWiki format and proof-
read by Wikisource editors, but contrary to the
Wolne Lektury volumes, the original spelling is
preserved, hence orthographic forms that do not
appear in modern Polish can be observed. The last
and most demanding source of texts for our cor-
pus is the Polona digital library maintained by the
National Library of Poland (2022). Polona offers
scans of printed books along with the OCR-derived
textual layer. The raw texts from Polona are nei-
ther proof-read nor contemporised, but the volume
of available data is an order of magnitude greater
than in the other resources. We downloaded approx.
6,000 digitised volumes from Polona. After merg-
ing multi-volume editions of novels, we obtained
4,808 complete Polona texts. From the 5,326 pieces
of literary fiction that formed our initial dataset we
selected exactly one edition of every novel. For the
purpose of further processing the texts from Wolne
Lektury, Wikisource and Polona were converted
into a uniform, tab-separated format inspired by
CONLL-U Plus representation2.

In the second phase of corpus construction, we
focused on completing the metadata of the col-
lected texts. The work was carried out in an au-
tomated and manual procedure. We linked meta-
data of digital copies of texts to metadata from li-
brary catalogues, using the services of the National
Library of Poland, and then enriched the entities
with permanent identifiers (PIDs) of widely used
databases: VIAF, Wikidata, and Geonames. From
the data available in the authority databases, we
extracted information required for corpus balanc-
ing and relevant from the perspective of spatial-
diachronic literary research. Simultaneously, the

2https://universaldependencies.org/
ext-format.html
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collection of texts was manually annotated, which
covered the time of the novel’s action (before or
after 1815) and also verified for original language
and genre (not always correctly described in the Na-
tional Library). On this basis, we have again made
a selection of texts, rejecting texts that are not nov-
els, written before or after the period covered by
the evaluation, and those set before 1815. We also
identified and removed duplicates, thus obtaining
a database of 1,707 unique novels. The texts were
described with the following metadata: author, au-
thor’s gender, author’s Wikidata ID (if available),
author’s place of birth with coordinates (this infor-
mation was available for 1,198 items), title, year
of first publication, place of first publication, first
publication place coordinates and geopolitical ter-
ritories (Russian, Austrian, and Prussian Partition
or foreign countries), number of reprints, number
of tokens.

In the third stage, we balanced the corpus. Be-
cause it was impossible to keep equal proportions
between the classes, we determined the minimum
and maximum share of a particular text class in
the corpus. We gave priority to balancing by date
and place of publication. We assumed that each
of the three partitions should be represented by at
least 15% of the texts, while each of the three lit-
erary eras should be represented by at least 20%
of the texts. Following the approach of the EL-
TeC authors, we determined that at least 10% and a
maximum of 50% of the titles should have a female
author, at least 30% of the titles should have a low
(no more than 2 reprints) and at least 30% a high
(2 reprints and more) reception. The proportion
of titles for each balance criterion is presented in
Fig. 1. 19/20MetaPNC will be published by the
end of 2022 in the CLARIN-PL Repository.

Methods

Taking into consideration that the novels gathered
in our corpus come from sources that vary in
quality, the preliminary steps undertaken to pro-
cess the collected texts depend on their origin.
The proposed workflow for contextualised spatial-
diachronic literary research is presented in Fig.2.
In the case of ELTeC and Wolne Lektury data we
simply split texts into paragraphs and sentences
and perform tokenization. OCR-derived texts from
Polona are additionally pre-processed by a normal-
isation script that determines proper word segmen-
tation by looking up correct word forms in the

Figure 2: The workflow for retrieving statistics for liter-
ary research in temporal and spatial dimensions.

PoliMorf dictionary (Woliński et al., 2012) follow-
ing the algorithm for OCR gap elimination out-
lined in (Kubis, 2021). The texts from Wikisource
and Polona are contemporised with the use of a di-
achronic normalizer (Jassem et al., 2017) in order
to improve the performance of NLP tools designed
for modern Polish that are used in the following
steps.

In order to retrieve named entities in the text,
we used the PolDeepNer2 system3 and its pre-
trained model, learned from the KPWr corpus
(Marcinczuk, 2020). We decided to implement
this model because it is the best available model
for PolDeepNer2 in terms of general texts. Af-
ter the process of recognising named entities, a
pre-selection of the entities of interest was made
based on their class. All classes related to the ad-
ministrative names of locations and verb entities
from the names of locations were included. The
data extracted in this way was lemmatised with
the Polem (Marcinczuk, 2017) tool4. The authors
of the publication report the effectiveness of the
PolDeepNer2 systems as 0.899 F1-Score measure
on the PolEval 2018 set, and the Polem as 0.979
F1-Score measure (with a refinement of 0.846 F1-
Score measure for NER) on KPWr corpus. Since
the names of cities and villages in CEEC changed

3https://gitlab.clarin-pl.eu/
information-extraction/poldeepner2

4https://github.com/CLARIN-PL/Polem
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with geopolitical transformations, the final step in
preparing the data for the standardisation stage was
to include alternative names and varieties for the
locations. We used geographic-historical registers,
directories and dictionaries selected on the basis
of the completeness of the sources and the terri-
torial coverage of the Three Partitions of Poland
as data sources. Data extraction involved an OCR
process. To identify place names in the documents’
page area, we developed an original solution us-
ing hierarchical agglomerative clustering (HCA)
algorithm to identify the structure of historical doc-
uments (tables, indices, and appendices) regardless
of their digital copy quality. We specified that the
algorithm would analyse clusters in one dimension
and applied the Euclidean distance measure. This
approach allowed for visualising the performance
of the algorithm and facilitated controlling the se-
lection of other parameters.

To identify and standardise geographic entities
(geo-entities), we applied an experimental three-
stage toponym disambiguation workflow, based
on leading approaches in Geographical Informa-
tion Retrieval (GIR) (Buscaldi, 2011; Derungs and
Purves, 2014). We used mainly the Geonames
database supplemented with additional data sources
(i.e., Wikidata and Wikipedia). The goal of the first
stage was to unambiguously assign records from
the Geonames database for the geo-entities identi-
fied in the text. We used a list of historical name
variants prepared in the first stage to query the
Geonames database and pre-filter the search results.
We included only those geo-entities for which we
found the corresponding names in the ’name’ or
’alternateName’ fields of a Geonames record. If
we received only one record after initial filtering of
the results, we retrieved its complete information
and assigned it to geo-entity. If we obtained sev-
eral Geonames records, we selected the geo-entity
whose coordinates were closest to the area mapped
using the coordinates of other locations identified
in a given text.

In the second stage, we determined whether the
name refers to a city or a village. For this purpose,
we used the records from stage one, since they con-
tained the dates of granting municipal rights, as
well as contextual information extracted automat-
ically from the text (the terms ’city’ and ’village’
and their synonyms occurring in the immediate
vicinity of the named entity).

The third stage of the disambiguation process

was to determine the partition in which a village
or a city was located, using a map-based approach.
For this purpose, we used historical maps of Polish
territories under the post-1815 partitions. Given the
raster form of the maps, we used the open source
software QGIS that allows georeferencing of the
maps in a form that allows automatic processing
and the OpenStreetMap resources. Then, we plot-
ted three polygons on the map corresponding to
each partition, which allowed us to determine the
precise coordinates of their borders. Once the co-
ordinates of the partitions and geoentities were de-
termined, it was possible to assign the geoentity’s
affiliation to a particular partition.

Next, we automatically determined the senti-
ment of contexts containing proper names repre-
senting cities and villages. For this purpose, we
used the MultiEmo tool (Kocoń et al., 2021) trained
on sentences annotated with sentiment within the
PolEmo 2.0 corpus (Kocoń et al., 2019). This cor-
pus contains more than 8k consumer reviews and
more than 50k sentences. Both texts and sentences
were annotated using four sentiment labels: posi-
tive, negative, neutral and ambivalent. The model
achieves very good quality, i.e. an F1-score of
about 85%. Next, we evaluated all sentences rep-
resenting proper names pertaining to cities and the
countries. We decided to use a sentence-level sen-
timent model because the model is more domain-
independent and there were more training exam-
ples than for a model dedicated to analysing entire
reviews.

Results

We identified 130,635 mentions of places in the
corpus, for 86,568 (66.3%) mentions we found
matches in the Geonames service, which provided
information about the partition in which the place
was located, and we included these mentions in
further analysis. 51.2% of them referred to cities,
48.8% to villages.

This proportion varied over the years and be-
tween partitions. The share of mentions reffering
to city (Fig. 3) was the lowest and most stable over
the years in the Russian partition. In the case of the
Austrian and Prussian partitions, there are substan-
tial fluctuations over time, although it is difficult
to determine trends. In the former case, a large
increase in the share of city mentions was observed
at the beginnig of the 20th century and immediately
after World War I, while in the latter case, a large
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Figure 3: Percentage of city mentions in successive years.

Estimate Std. Error z value Pr(>|z|) 0.95 Conf. Interval
Lower Upper

(Intercept) 11.4263 0.6777 16.86 0.0000 10.10 12.75
status: village 0.0593 0.0180 3.29 0.0010 0.02 0.09

partition: Austrian -0.0403 0.0277 -1.46 0.1455 -0.09 0.01
partition: Prussian 0.0241 0.0338 0.71 0.4749 -0.04 0.09
partition: Russian 0.1024 0.0206 4.96 0.0000 0.06 0.14

year -0.0065 0.0004 -18.19 0.0000 -0.01 -0.01
gender: male 0.0153 0.0174 0.88 0.3774 -0.02 0.05

Table 1: Regression coefficients of the negative sentiment prediction model.

increase was observed in the early 1880s, during
World War I and in the mid-1920s. Overall, city
mentions dominated over village mentions.

Most mentions (68%) had neutral sentiment,
31% were negative, 1.2% positive and 0.01% am-
bivalent. The results of the sentiment analysis con-
firm the urban-rural dichotomy. The difference
in the proportion for each sentiment dimension
(positive and negative) between cities and villages,
decreases with time (Fig. 4). In the case of pos-
itive sentiment, the decrease is visible from the
last decade of the 19th century (the beginning of
Young Poland), in the case of negative sentiment
the decrease is less evident, but it appears that from
the beginning of the 20th century the dichotomy
between cities and villages begins to decrease, al-
though the disproportion is still greater than for
positive sentiment.

Mentions with positive sentiment refer to cities
and villages equally, with the majority of positive
mentions beginning to refer to cities during the
Interwar Period. In the case of negative sentiment,
the dominance of the villages is clear and this does
not change over the literary periods.

While in the case of negative mentions in which

a given place was located, the urban-rural di-
chotomy decreased in subsequent years (with some
fluctuations) in all partitions, in the case of posi-
tive mentions the dichotomy clearly decreased in
the Russian partition, however in the Austrian and
Prussian partitions a decrease occurred in Young
Poland, and increased in the Interwar Period.

Among the negative mentions referring to places
located in the Russian partition, mentions of vil-
lages definitely dominate. Among the positive ones,
on the other hand, this pattern persists during Posi-
tivism but reverses in subsequent literary periods.
The mentions relating to places in the Prussian and
Austrian partitions demonstrate similar shifts: the
positive mentions are dominated by cities, but there
are years when the dominance of villages is very
apparent. In the case of negative mentions relating
to the Prussian partition, in Positivism mentions
of villages prevail, and from the end of Positivism
mentions of cities are more prevalent (not without
exceptions). In the case of negative mentions relat-
ing to the Austrian partition mentions of villages
tend to dominate until the end of Young Poland,
while in the Interwar Period mentions of cities are
predominant.
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Figure 4: The difference in the proportion for each sentiment dimension (positive and negative) between cities and
villages, both in total and by partition, in successive years. A score above zero means that a dimension dominates
for the cities, and below zero for the villages.
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Taking into account disproportion in the num-
ber of sentences belonging to particular sentiment
categories we decided to further investigate the im-
pact of location on the sentiment by constructing
a model that discriminates between the negative
sentiment and all the other categories considered
jointly. For this purpose we fitted a binomial logis-
tic regression model with the degree of negativity
being the independent variable and location sta-
tus (village or city), partition (Austrian, Prussian,
Russian or abroad), publication year and author’s
gender being dependent variables. Table 1 presents
the regression coefficients of the fitted model. The
status of a village and belonging to the Russian
partition contributes to the negative sentiment to-
wards the location significantly. Furthermore, the
sentiment tends to be less negative for more recent
publications.

Conclusions and future work

The results of our study confirmed the urban/rural
dichotomy manifested in the different valorisation
of urban and rural geo-entities in literary texts. We
also confirmed Rybicka’s (Rybicka, 2003, 2014),
statement that this dichotomy decreased over time,
although the changes we observed occurred slightly
later than the author assumed. We found that
the negative sentiment of place mentions also de-
creased over time. However, we did not confirm
the thesis of the dominance of the anti-urban myth
(Rybicka, 2003) in depictions of the city and the
country. On the contrary, we showed that villages
were more negatively portrayed than cities. Never-
theless, this conclusion needs further research and
stronger confirmation. What can be recognised as
an important achievement is the group of conclu-
sions concerning the differentiation between the
partitions, which clearly indicates the need to in-
clude the spatial dimension apart from the temporal
dimension.

The workflow component currently raising the
most doubts is the sentiment analysis. An analy-
sis with a tool trained on literary data, optimally
historical data, would provide more precise results.
It would be worthwhile to study the contexts of
the occurrence of proper names representing cities
and villages using neuro-symbolic models for sen-
timent (Kocoń et al., 2022), which may yield better
results for texts from domains other than those
used to train the sentiment model. However, as this
postulate requires extensive efforts, in the nearer

term it is more effective to refine other aspects of
the proposed scheme. Firstly, following (Herrmann
et al., 2022) it is worth preparing a dictionary of the
names of the objects related to city and village (e.g.
’sawmill’, ’manor’, ’tenement’, ’town hall’) and
use it to specify the geo-entity status. Secondly,
due to the focus on determining the coordinates
of recognised geo-entities, we excluded imaginary
places from the analysis. They will be covered in
subsequent project stages. Thirdly, in the paper
we did not consider the phenomena of anaphora
and coreference. Efforts are underway to adapt the
tools for anaphora and coreference resolution to the
specificities of literary texts. Fourthly, in order to
address the bias associated with the potential over-
representation of particularly long novels, we will
balance the corpus by length of texts. Fifthly, we
will take into account authors’ biobibliographical
data (e.g. place of birth, work and education) and
address the question of mobility in the analysis.
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ski. 2017. Pros and Cons of Normalizing Text with
Thrax. In Proceedings of 8th Language & Technol-
ogy Conference, pages 230–235.
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Abstract

In the news, statements from information
sources are often quoted, made by individu-
als who interact in the news. Detecting those
quotes and the gender of their sources is a key
task when it comes to media analysis from a
gender perspective. It is a challenging task: the
structure of the quotes is variable, gender marks
are not present in many languages, and quote
authors are often omitted due to frequent use
of coreferences. This paper proposes a strategy
to measure the presence of women and men
as information sources in news. We approach
the problem of detecting sentences including
quotes and the gender of the speaker as a joint
task, by means of a supervised multiclass clas-
sifier of sentences. We have created the first
datasets for Spanish and Basque by manually
annotating quotes and the gender of the asso-
ciated sources in news items. The results ob-
tained show that BERT based approaches are
significantly better than bag-of-words based
classical ones, achieving accuracies close to
90%. We also analyse a bilingual learning strat-
egy and generating additional training exam-
ples synthetically; both provide improvements
up to 3.4% and 5.6%, respectively.

1 Introduction

Text mining in general, and Natural Language Un-
derstanding (NLU) in particular, are being success-
fully used as support tools on various areas of the
humanities. In many studies, evidence is encoded
in natural language, either in text or audio collec-
tions, and NLU techniques help significantly in the
task of finding such evidence.

Within the humanities, one of the fields that has
gained momentum in recent years is gender stud-
ies, which has come to cover a wide range of top-
ics. This paper focuses on gender studies aimed
at analysing the presence of women in the narra-
tives constructed by the press. The objective of
this kind of research is to quantify the presence of

women compared to men in the news according to
various indicators. The Global Media Monitoring
Project (GMMP) is a long running international
project carrying out such studies. It has a consoli-
dated methodology that evaluates a wide number
of indicators (Macharia, 2020), such as:

• Sex of presenters, reporters and news subjects &
sources in newspaper, television and radio news.

• Subject and source selection by sex and by sex
of reporters in print, television and radio stories.

• Function of subjects & sources in newspaper,
television and radio news.

• Subjects & sources quoted directly in newspa-
pers.

All of those indicators are analysed manually,
which implies a great effort that limits the fre-
quency and the size of the sample on which the
studies are carried out. It is therefore appropriate to
research whether such indicators can be measured
using artificial intelligence. This paper focuses on
those that require language comprehension. Specif-
ically, we tackle the indicator dealing with the pres-
ence of women and men as information sources in
the news, by means of NLU techniques. We ap-
proach the task using a binary gender identification
schema, due to technical reasons. This decision
should not be interpreted as a denial of a more
complex reality.

This paper presents an attempt to measure the
presence of women as sources of information for
news stories, in the line of work started by (Asr
et al., 2021). We approach the problem by using
a simple strategy whose core is a multiclass super-
vised classifier. The main task consists on identi-
fying sentences including quotes and detecting the
gender of the sources of those quotes. This is no
trivial task. The structure of the quotes is variable,
in some languages there is no gender marking, and,
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moreover coreferences are often used and thus the
source of the quote is not explicit.
Example 1
[EU] Sagarduik1 ohartarazi du «kostatuko» dela
kutsatze-tasa 60 puntura jaistea.
[ES] Sagardui advierte de que «va a costar» reducir
la tasa de contagio a 60 puntos.
[EN] Sagardui warns that ’it’ll be hard’ to reduce
the contagion rate to 60 points.

A manual analysis of a sample of news items
(see Section 3.1) showed that it is not necessary to
solve all cases of coreference in order to measure
the presence of women and men as sources of in-
formation. This fact allows us to tackle the task
with a relatively simple pipeline. The pipeline con-
sists of two steps; first lexical substitutions involv-
ing surnames (See Example 1) are resolved, and
afterwards a multiclass classifier detects the sen-
tences in the news that correspond to utterances as
well as their corresponding gender. To address the
multiclass classification task, different strategies
based on fine-tuning neural language models have
been compared to Bag-of-Word paradigm based
approaches.

The contributions of this work are the following:

• This is the first work addressing the task mea-
suring the presence of women as sources of
information for news stories using a super-
vised approach.

• We provide the first datasets for Basque and
Spanish, including a bilingual benchmark for
the task2.

• Study of approaches based on pretrained lan-
guage models to address the task.

• Study of cross-lingual learning and data-
augmentation strategies to cope with the
scarcity of training data for this task.

From here on, the paper is organized as follows:
the next section reviews the state of the art. In
section 3 we present an analysis about the measure-
ment of the presence of women and men as infor-
mation sources, how datasets were prepared and
what criteria we followed in the annotation. Sec-
tion 4 presents the approaches analysed to tackle

1Sagardui is the surname of the source, the full name is
Gotzone Sagardui.

2Datasets are publicly available under CC-BY li-
cense at https://github.com/orai-nlp/
news-src-gender.

the task as well as the results obtained. Finally,
some conclusions are drawn.

2 State of the Art

When developing policies to address social chal-
lenges, evidence-based diagnostics are necessary,
and the digital press is a source of such evidence,
or more specifically, the narratives of reality that
they offer. This type of analysis based on NLP
techniques has already been carried out for sev-
eral social challenges. (Lee, 2019) applies several
text mining techniques such as collocations, word
co-occurrences and topic-modeling (LDA) for ex-
tracting information about immigrant workers in
Korea. (Chouliaraki and Zaborowski, 2017) study
the narratives in the press about the refugees dur-
ing the 2015 refugee crisis across eight European
countries. (Lansdall-Welfare et al., 2017) focus on
gender equality, using an approach based on count-
ing n-gram frequencies and extracting Named En-
tities on a large British news corpus. (de Oliveira
et al., 2021) present a comprehensive survey of
the challenges fake news detection in social media
pose, including NLP approaches. In the same field,
(Khaldarova and Pantti, 2016) analyse fake news
narratives generated about the Ukrainian conflict
and Twitter users’ reactions to those stories.

Regarding gender related research, we can find
numerous works that make use of NLP. (Hu et al.,
2021) apply sentiment analysis techniques to iden-
tify sexist attitudes in Chinese social media. (Ko-
zlowski et al., 2020) study gender stereotypes in
male-oriented magazines and female-oriented mag-
azines. They use Topic Modelling techniques to
analyse the topics associated with each gender and
their evolution over time. (Nagaraj and Kejriwal,
2022) present a large scale analysis of the gender
disparity in literature published in the pre-modern
period by means of NERC and NED techniques.
(Underwood et al., 2018) use similar techniques,
namely the BookNLP pipeline (Bamman et al.,
2014), to research the evolution of the meaning
of gender in works of fiction published between the
18th and 21st century. (Sims and Bamman, 2020)
deals with the task of modelling the propagation
of information in literature by paying attention to
gender dynamics and their relationship to the rep-
resentation of men and women in novels. To do so,
they use, among others, coreference resolution and
speaker attribution techniques. Other authors (Gar-
nerin et al., 2019; Lebourdais et al., 2022; Doukhan
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et al., 2018) study the presence of gender on audio
content in order to analyse the presence of men and
women in audiovisual media.

(Asr et al., 2021) present a system for the anal-
ysis of gender bias in the news. This is the work
in the literature closest to ours. The system al-
lows measuring indicators of the presence of men
and women who are mentioned in the news and as
sources of quotes included in the news. The fol-
lowing pipeline is used to measure the presence of
men and women as authors of quotes: 1) extraction
of quotes, 2) identification of their sources, and 3)
prediction of their gender. For quote extraction, a
strategy combining a symbolic approach based on
syntactic dependencies and regular expressions is
used. For source identification, they apply a NERC
model to detect person names and a coreference
model to link names with quotes. The gender of the
person’s name is determined by searching a name
database.

Quote extraction and speaker attribution are
tasks that have been addressed in the literature.
Three types of quotes are distinguished in the lit-
erature: direct quotes, indirect quotes, and mixed
quotes. Early approaches to citation extraction fo-
cused on direct quotes and made use of symbolic
strategies (Pouliquen et al., 2007; Glass and Ban-
gay, 2007). (Elson and McKeown, 2010) also focus
on direct quotes and propose a more complex strat-
egy combining a NERC process, linguistic rules
based on syntactic information and a supervised
classifier. (Pareti et al., 2013) presents the first
large-scale experiments on direct quotes, indirect
quotes, and mixed quotes extraction. They deal
with the task with a supervised approach based
on Conditional Random Field (CRF) models and
maximum entropy classifiers.

The work closest to ours is (Asr et al., 2021).
As we have already mentioned, they deal with the
measurement of women as source of information as
well, but unlike ours, it is based on a symbolic ap-
proach that also requires a more complex pipeline
than the one we propose. On the other hand, there
have also been published works (Pareti et al., 2013;
Elson and McKeown, 2010; Pouliquen et al., 2007)
on quote extraction, which are somehow related
to the measurement of this indicator. These ap-
proaches, supervised in some cases, also present
pipelines with a complexity that exceeds what is
necessary to address the task we propose.

3 Presence of women as source
information in news

The measurement of the indicator of presence of
women and men as sources of information in the
news can be approached as an aggregation of the
measurement of that indicator on the sentences that
make up a news article. Therefore, the NLU tasks
to be addressed would be to identify the sentences
that correspond to quotes and then classify the gen-
der of the authors of these quotes. We can define
the whole challenge as follows:

Given a document D = {s1, ..si, ..sn} detect
the sentences {si} that correspond to quotes and
assign the corresponding gender to the source of
the quote gen(si) = {m, f}.

Unfortunately, the presence of coreferences, as
well as the lack of explicit gender information in
some languages, makes this task very difficult to
solve. However, since the ultimate goal is the mea-
surement of a macro indicator, it may not be nec-
essary to resolve all quotes. In order to clarify
these two points, we present a study carried out on
a manually annotated sample in section 3.1. On
the one hand, we analyse the complexity of the
task in Spanish and Basque, Basque being a lan-
guage without gender marks, and on the other hand,
whether resolving all quotes is necessary to mea-
sure the presence of women and men as sources of
information.

Once the analysis was done, we further anno-
tated a large number of examples in order to con-
struct the datasets for training and evaluating the su-
pervised approaches proposed in this work. Details
about annotation guidelines and datasets prepara-
tion are given in section. 3.2.

3.1 Analysis of the task

In order to analyse the difficulty of the task of mea-
suring the presence of women and men as sources
in the news, an annotated sample was created from
a collection of news items. In total, the sample
contained 400 news in Basque and 400 news in
Spanish, randomly selected from a collection of
news articles crawled from various digital press
websites in the Basque Country3. All sentences
of each news item were manually analysed, mark-
ing those corresponding to quotes as well as the

3News were collected between February 2021 and March
2022. Spanish news were crawled from El Diario Vasco, El
Correo and Noticias de Alava, and Basque news from Argia
and Berria.
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ES
F M %

All quotes 401 401 100%
No coreference 97 91 22.69%
Coreference 304 310 77.56%

Ellipsis 154 174 43.39%
Surname lex. sub. 77 63 15.71%
Other lex. sub. 73 73 18.20%

Gender mark 170 164 40.90%
No gender mark 231 237 59.10%

Table 1: Statistics of the Spanish sample.

source’s name and gender in the quote. Corefer-
ences were also solved manually.

To annotate the examples we follow the criteria
used in the GMMP methodology guide (GMMP,
2020). We have annotated the gender of each per-
son in the story who is quoted, either directly4 or
indirectly5. Only quotes by individual people are
annotated, quotes from sources such as groups, or-
ganizations or collectives are not considered.

The final samples are composed of an equal num-
ber of quotes by women and men, specifically, 401
quotes per gender for Spanish and 302 per gender
for Basque. In order to reach this equality, we had
to collect news that explicitly contained quotes by
women, since the initial random sample yielded an
imbalanced number of quotes toward male sources
(74.63% and 67.59% for Basque and Spanish, re-
spectively). The manual effort required for this
annotation is high: on average, a quote is found in
the 9% of the Spanish sentences analysed (up to
14% in Basque). A total of 5274 sentences were
annotated in Spanish, and 2667 in Basque. The
number of annotated examples is lower in Basque
due to time constraints and limited resources.

Tables 1 and 2 present the statistics of the sam-
ples. Regarding sentences containing quotes, in
most cases the sentence does not contain informa-
tion regarding the gender of the source (No gender
mark row), especially in Basque (86.09%). Coref-
erences are also abundant in both languages. Most
of those coreferences are ellipsis (Ellipsis row),
43.4% in Spanish and 48% in Basque, a type of

4A person is quoted directly if their own words are printed
in the story - e.g. ’I am disappointed and angry about the
continued use of drugs in sport’ said the President of the
Olympic Committee.

5A person is quoted indirectly if their words are para-
phrased or summarised in the story - e.g. The President of the
Olympic Committee today expressed anger at the incidence
of drug use.

EU
F M %

All quotes 302 302 100%
No coreference 38 50 12.58%
Coreference 264 252 87.42%

Ellipsis 145 151 48.01%
Surname lex. sub. 91 70 30.13%
Other lex. sub. 28 31 9.27%

Gender mark 42 51 13.91%
No gender mark 260 251 86.09%

Table 2: Statistics of the Basque sample.

coreference that is very difficult to resolve (So-
raluze et al., 2017). The rest of the coreferences
detected in the quotes correspond to lexical substi-
tutions, including a significant number of substitu-
tions of the full name for the surname (Surname
lex. sub. row) which is a type of coreference very
easy to resolve. The rest of lexical substitutions
(Other lex. sub. row) correspond to pronoun and
job position related substitutions.

Being the objective of this work the measure-
ment of the indicator of presence of women as
sources in large-scale news, we have analysed
whether to obtain an estimate of this indicator is
necessary the resolution of all types of coreference.

As a formula for calculating the presence in-
dicator in a collection of n news items, we have
established the following ratios for each gender:

FQ =

n∑
i=1

#F_quotesi
#F_quotesi+#M_quotesi

n
(1)

#F_quotesi is the number of quotes in
news item i whose authors are women, and
#M_quotesi is the number of quotes in news item
i whose authors are men.

We analysed whether the ratios (at news arti-
cle level) calculated taking into account only the
quotes that include gender information and/or eas-
ily treatable surname type coreferences (Quotes
with gender marks in Table 3) correlate with the
ratios that take into account all quotes (All_Quotes
in Table 3). The Pearson correlation values ob-
tained are 0.940 and 0.938 for Basque and Spanish
news of the sample respectively, meaning that to
measure the indicator it is sufficient to consider
only citations that include gender or surname coref-
erence information. It remains for future work to
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check whether this correlation also holds for sub-
sets of news items with different attributes such as
time period, subject area or news source. These
specifications significantly simplify the pipeline
required to estimate the indicator and the classifi-
cation task to be solved by the multiclass classifier.

FQes FQeu
All_Quotes 0.33 0.26

Quotes with
gender marks

0.35 0.30

Table 3: Presence of women as source in news sample
estimated by taking into account all quotes (All_Quotes)
and taking into account only quotes including gender
information and/or surname type coreferences (Quotes
with gender marks).

3.2 Dataset
The sample annotated in the previous section is
limited and created with the objective of analysing
the task. A dataset to train and test supervised
classifiers for our use case must fulfill certain re-
quirements: it has to be large enough, maintain a
balance between female and male categories, and
have no gender bias. In addition, we set to make
development and test sets as similar as possible
between languages. Thus, datasets presented in
section 3.1 were increased. Examples were fur-
ther annotated in Basque and Spanish, meeting the
aforementioned conditions. In order to make the
Basque and Spanish datasets equal, examples were
translated from one language to the other and added
to the respective dataset. Thus, Basque and Span-
ish datasets will have the same content in all sen-
tences. However, it should be kept in mind that the
Basque language is a language without brand gen-
der, so some Spanish female and male sentences,
in Basque will be tagged as ’Other’ (see section 4
for details about annotation scheme). Therefore, al-
though the datasets of the two languages are made
up of the same sentences, the evaluations are not
comparable between languages, since a number of
sentences have different labels in each language.

To correct the gender bias, an equivalent ex-
ample was generated for each example quote but
with the opposite gender of the source. Let’s take
the example "Partidaren atarian, Axier Arteagak
onartu zuen norgehiagoka «zaila» izango zuela.6".

6Before the match, Axier Arteaga accepted that it would
be a “difficult” competition.

The equivalent example is generated by selecting
the name of a real person from the same domain
(Basque pelota in the example) but with the oppo-
site gender: "Partidaren atarian, Ane Mendiburuk
onartu zuen norgehiagoka «zaila» izango zuela.7".

In addition, we added more F, M and Other (see
section 4) sentences to increase the training dataset.
To do this, we process news sentences with a quote
classifier. This classifier detects whether sentences
contain quotes or not. Gender detection of sources
(F and M labels) was performed manually. The
classifier detected quotes in 2,000 randomly se-
lected news for each language. In total, we added
792 female expressions, 792 male ones and 2,922
corresponding to the ’Other’ category in Spanish.
The respective numbers for Basque were 666, 666
and 3,770.

The statistics of the final datasets constructed
are shown in Tables 4 (Spanish) and 5 (Basque),
including all the aforementioned improvements. In
this task, positive examples are quotes with gender
marks (F and M), and the rest of the sentences
(Other) are negative. That is, the ’Other’ cate-
gory includes quotes without gender marks and
sentences without quotes. For the sake of the ex-
periments, we assume that substitution type coref-
erences can be solved automatically, hence, we’ve
added their manual resolutions and classified them
as positive.

F M Other All
Train 884 884 5,323 7,091
Dev 184 184 1,022 1,390
Test 125 125 1,049 1,299
All 1,193 1,193 7,394 9,780

Table 4: Statistics of Spanish monolingual datasets,
number of sentences per class.

F M Other All
Train 695 695 3,690 5,080
Dev 184 184 1,022 1,390
Test 89 89 1,121 1,299
All 968 968 5,833 7,769

Table 5: Statistics of Basque monolingual datasets,
number of sentences per class.

7Before the match, Ane Mendiburu accepted that it would
be a “difficult” competition.
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4 Identification of quote and source’s
gender

We propose to measure the indicator of presence of
women as a source in news by dealing with the task
at sentence level. Once solved at the sentence level,
we can aggregate sentence results to compute the
indicator at news article level, and subsequently at
the collection level. We have shown in section 3.1
that the task at the sentence level can be simplified
and not all types of coreference need to be taken
into account. It is enough to consider only those
citations that include gender marks and/or surname-
type coreferences. The proposed approach to ad-
dress the task has two steps: (i) lexical substitutions
(surnames) are resolved at the news item level, and
(ii) sentences from the news item are processed by
a multiclass classifier that determines whether the
sentence contains a quote and the gender of the
source of the quote.

We approach the problem of identifying quotes
and the gender of their sources as a single sentence
classification task. Each sentence of the news arti-
cle is classified based on three categories:

• F: Quote made by a woman including gender
marks.

• M: Quote made by a man including gender
marks.

• Other: Non-quote or quotes without gender
marks.

To implement the multiclass classifier, two ap-
proaches have been compared: a) bag-of-words
representation and SVM (Support Vector Machine)
and LR (Logistic Regression) classifiers, and b)
dense fine-tuned representation approach using a
pretrained BERT neural models.

To implement the first approach we used the
vocabulary with minimum absolute document fre-
quency of 4 and maximum relative document fre-
quency of 0.6. We used the TFIDF statistic as the
weight in the vector representation.

To implement the neural approach, we adopted
the fine-tuning strategy proposed by (Devlin et al.,
2019), using various BERT models and fine-tuning
them over the datasets presented in sections 3.1
and 3.2. We have analysed the following BERT
models:

• BERTeus (Agerri et al., 2020) is a BERT-base-
cased language model for Basque pretrained

on a corpus containing 224.6M words, includ-
ing news articles from online newspapers and
the Basque Wikipedia.

• IXAmBERT (Otegi et al., 2020) is a multilin-
gual language model pretrained with English,
Spanish and Basque texts. The model was
trained on a corpus composed of Wikipedia
dumps of the three languages, and Basque
news articles from online newspapers.

• BETO (Cañete et al., 2020) is a Spanish lan-
guage model pretrained on a 3B token corpus
from various sources. It is similar to BERT-
base-cased, although its vocabulary contains
31k BPE subword tokens and the model was
trained for 2M steps.

All the fine-tuning experiments were carried out
using an Nvidia Titan RTX3090 GPU card. Initial
learning rate was set to 3e-5 and the best model was
chosen over the results obtained in the development
set, after fine-tuning up to ten 10 epochs. We report
the best result out of 5 random initializations. The
Transformers library (Wolf et al., 2020) was used.

Precision Recall F-score
F M F M F M AVG

LR 0.33 0.27 0.44 0.35 0.38 0.31 0.35
SVM 0.35 0.30 0.35 0.34 0.35 0.32 0.34
BETO 0.86 0.83 0.85 0.90 0.85 0.87 0.86

Table 6: Monolingual results for Spanish quote and
gender detection.

Precision Recall F-score
F M F M F M AVG

LR 0.21 0.21 0.46 0.38 0.29 0.27 0.28
SVM 0.28 0.23 0.43 0.35 0.34 0.27 0.30
BERTeus 0.87 0.84 0.92 0.89 0.90 0.86 0.88

Table 7: Monolingual results for Basque quote and
gender detection.

Tables 6 and 7 present the results of the mono-
lingual experiments. For each system, we report
precision, recall and F-score results over F and M
categories. We leave the category "other" out, since
F and M are the relevant ones for measuring the
indicator of the gender presence as information
source. As a general metric of the systems’ per-
formance, we report the average of the F and M
categories’ F-score values (see the last column of
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the tables 6 and 7). Analysing the results, we arrive
at two conclusions that hold for both languages: (i)
neural language models perform significantly bet-
ter than bag-of-words based classical algorithms,
up to 51 points F-score for Spanish and 58 points
for Basque; and (ii) using neural language models,
the classifier detects with a high F-score the quotes
of the news and the gender of its sources.

Regarding the classical algorithms, results ob-
tained with the two algorithms are very similar,
both for LR and SVM the recall is higher than the
precision, achieving a F-score of 0.35 and 0.30 for
Spanish and Basque, respectively. On the other
hand, neural language models classify the gender
of sources with a high F-score average value, 0.86
and 0.88 for Spanish and Basque, respectively.

As for gender, it is observed that female and male
sources are not detected with the same F-score,
however, the difference is small and the classifiers
perform similarly for both genders.

4.1 Multilingual training
One of the strategies proposed in the literature to
cope with the shortage of training examples is to
combine the examples available for different lan-
guages and use a multilingual model as a base pre-
trained model. The logic behind this approach
is that multilingual models are able to general-
ize across languages, and thus they will benefit
from training examples in different languages. We
performed experiments combining the Basque and
Spanish training datasets and optimizing the num-
ber of epochs with the development dataset of the
evaluation language. We constructed a combined
dataset maintaining language balance, which in-
cludes 5,080 sentences per language8. The full
bilingual training dataset consists of 1,390 female
quotes, 1,390 male quotes and 7,380 other quotes.

Multilingual (IXAmBERT)
Precision Recall F-score

F M F M F M AVG
ES 0.90 0.85 0.90 0.89 0.90 0.87 0.89
EU 0.88 0.89 0.99 0.88 0.93 0.88 0.91

Table 8: Multilingual training results for quote and
gender detection.

The results of this experiment are shown in Table
8. With the multilingual model we have managed

8Basque language training dataset is used as reference,
since it is the smaller one. Spanish examples are selected
randomly.

to improve monolingual results, we have achieved
a 3 point improvement in both languages.

4.2 Synthetic examples

Error analysis of both monolingual and multilin-
gual experiments surfaced a few cases where the
classifier predicts the opposite gender, although the
source name is written directly in the sentence. Our
hypothesis is that this error may be related to the
number of names of sources that the model has
seen in training, because the training examples con-
tain only a limited number of names. This implies
that the model may not know the gender of the
nouns present in the test, because they are missing
in the train dataset. In order to tackle the problem
of Out-Of-Vocabulary (OOV) names, we include
synthetically generated examples in the training.
Specifically, we generate new examples from ex-
amples that exist in training, replacing name occur-
rences with other names included in a list.

The aim of this experiment is to test whether
adding examples including OOV names to the train-
ing set directly influences the detection of the gen-
der of information sources. Hence, we performed
the experiment under ideal settings.

The name list includes names that appear in the
test but not in the training data. Our error analysis
shows that sentences with source’s names that ap-
pear once or not at all in the training dataset, are
correctly classified with a 17.91% accuracy, while
names that appear two or more times achieve an0
89%. Therefore, taking into account these statis-
tics, we’ve created two synthetic examples for each
OOV name. For example, using the OOV name
Denisa and random training quotes we have gener-
ated two examples:
Example 2
[EU1] «Ahal den bezain azkarren eutsiko diogu
berriro horri», adierazi du Denisa Urtiagak.
[Translation1] “We will get back to it as soon as
possible,” says Denisa Urtiaga.

[EU2] Joera aldaketa horren atzean kontzientziazio
lan handia dagoela uste du Denisa Molinak.
[Translation2] Denisa Molina believes that there is
a great awareness-raising work behind this change
of trend.

Tables 9 and 10 present the results of the syn-
thetic examples experiment. If we compare this
results with the previous experiment, we observe
that both for monolingual and multilingual models,
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Synthetic Monolingual
Precision Recall F-score

F M F M F M AVG
BETO 0.95 0.92 0.83 0.88 0.89 0.90 0.89
BERTeus 0.90 0.90 0.90 0.90 0.90 0.90 0.90

Table 9: Synthetic training results, monolingual model.

Synthetic Multilingual (IXAmBERT)
Precision Recall F-score
F M F M F M AVG

ES 0.97 0.94 0.91 0.94 0.94 0.94 0.94
EU 0.87 1.00 1.00 0.85 0.93 0.92 0.92

Table 10: Synthetic training results, multilingual model.

the use of synthetic examples has a beneficial effect
on gender detection.

Both monolingual and multilingual models bene-
fit from using synthetic examples. For Spanish, the
monolingual model performs three points higher
(first row in Table 9) and the multilingual model
performs five points higher (first row in Table 10).
Regarding Basque, the same behavior is observed,
the use of synthetic examples brings up the perfor-
mance of the monolingual model two points (2nd
row in Table 9) and one point with the performance
of the multilingual model (2nd row in Table 10).

5 Conclusion

This work addresses the task of automatically mea-
suring the presence of women and men as sources
of information in the news. This is a standard in-
dicator in media monitoring processes for gender
balance.

We have shown that the large-scale measure-
ment of this indicator can be automated using NLU
techniques. To the best of our knowledge, this is
the first work proposing a supervised approach to
tackle this problem. The experimentation has been
validated on two languages with different charac-
teristics, Spanish and Basque.

According to the analysis of our datasets, in or-
der to estimate the presence indicator at the collec-
tion level it is not necessary to solve all the cases of
coreference associated with the quotes, which sim-
plifies the pipeline required for the measurement
of the indicator.

Experiments show that the tasks of citation detec-
tion and author gender classification can be tackled
jointly by means of a supervised multiclass classi-

fier based on neural language models. Fine-tuning
a pretrained neural model provides significantly
better results than supervised approaches based on
bag-of-words paradigm.

The supervised approach based on neural lan-
guage models can achieve better results if they are
trained with examples from both languages and
a multilingual pretrained model is used. Further
improvement can also be achieved by adding syn-
thetic examples to the training set, generated for
person names not included in the training.
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