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Introduction
The papers of these proceedings have been presented at the 18th edition of KONVENS (Kon-
ferenz zur Verarbeitung natürlicher Sprache/Conference on Natural Language Processing).
KONVENS is a conference series on computational linguistics established in 1992 that was
held biennially until 2018 and has been held annually since. KONVENS is organized under
the auspices of the German Society for Computational Linguistics and Language Technology,
the Special Interest Group on Computational Linguistics of the German Linguistic Society, the
Austrian Society for Artificial Intelligence and SwissText.

The 18th KONVENS took place on-site from September 12 to September 15, 2022 at University
of Potsdam. The KONVENS main conference was accompanied by a workshop, a shared task
(GermEval), two tutorials and a ‘PhD Day’. In addition, this year’s edition hosted a career
networking event. In total these proceedings contain 21 papers (10 long, 11 short).
Many thanks to all who submitted their work to KONVENS and to our board of reviewers
for supporting us greatly with evaluating the submissions. Moreover we would like to thank
University of Potsdam for providing the conference rooms, all people involved in organisation,
and our sponsors. Without their support KONVENS 2022 would not have been possible.

Robin Schaefer
Xiaoyu Bai
Manfred Stede
Torsten Zesch
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Invited Talks
Malvina Nissim: In Other Words. Models and Evaluation for Text Style Transfer

Whenever we write about something, we make a choice (consciously or not) on how we do it.
For example, I can write about a series I watched while I was COVID-bound at home like this:
‘I viewed it and I believe it is a high quality program.’ but also like this: ‘I’ve watched it and it
is AWESOME!!!!’. The content is (approximately) the same, but the style I’ve used is different:
informal in the second formulation, much more formal in the first one. In the larger field of
Natural Language Generation, text style transfer is, broadly put, the task of converting a text of
one style (for example informal) into another (for example formal) while preserving its content.
How can models be best trained for this task? What can be expected of a system performing text
style transfer? And what does it mean to do it well, especially given the broad range of rewriting
possibilities? In this talk I will present various strategies to model the task of style transfer
under different conditions and I will discuss insights from both human and automatic evalua-
tions. Chiefly, through the analysis of both modelling and evaluation and through engagement
with audience, I will also reflect on the nature, the definition, and the the future of the task itself.

Henning Wachsmuth: Generation of Subjective Language. Chances and Risks

Research on natural language generation has made tremendous advances in the last years, due to
powerful neural language models, such as BART, T5, and GPT-3. While generation technologies
have been studied extensively for fact-oriented applications such as machine translation and
customer service chatbots, they are recently also employed increasingly for creating and modifying
subjective language – from the encoding of human beliefs in newly produced text to the debiasing
of corpora and the transfer of subjective style characteristics of human-written texts. This bring
up the question whether there are generation tasks that we should refrain from doing research
on, due to the ethical issues they may entail. In this talk, I will give an overview of recent
research on the generation of subjective language and present selected approaches in detail,
covering the areas of computational argumentation, media framing, and social bias mitigation.
On this basis, I will discuss both the chances for humans and society emerging from respective
generation technologies and the ethical risks that come with their application. The interaction
of chances and risks defines a red line that, I argue, should not be crossed without important
reasons.
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Data Augmentation for Intent Classification of German Conversational
Agents in the Finance Domain

Sophie Rentschler, Martin Riedl, Christian Stab, Martin Rückert
Diamant Software GmbH, KI Kompetenzzentrum

Robert-Bosch-Str. 7, 64293 Darmstadt
{s.rentschler,m.riedl,c.stab,m.rueckert}@diamant-software.de

Abstract
In this paper, we focus on improving the intent
recognition for a conversational agent. For lan-
guages other than English, labeled data needed
for training is often limited. Limitations rise
even more when moving to specific domains.
Here, our goal is to improve the intent recog-
nition for a German conversational agent de-
ployed in the financial sector. We treat this
problem as a classification task. Using sev-
eral augmentation techniques we expand the
seed data used for training and compare the
performance of the intent classifier. Applying
a backtranslation approach using a commercial
Machine Translation (MT) engine yields signif-
icant improvement (p < 0.01) over a baseline
system.

1 Introduction

Conversational agents are becoming ubiquitous as
lots of companies employ such agents for sup-
porting and extending their services. Based on
the applied domain, their languages – specifically,
their vocabulary – constantly expand depending on
the range of their services as well as the domain
they are applied in. Machine learning methods are
mainly used to teach conversational agents to react
to user requests, called intents. For recognizing the
intent, usually a natural language understanding
(NLU) component is used.

In order to train the NLU, for each intent various
user utterances are required to understand the user
and to discriminate between different intents. Due
to the efforts required to manually create sufficient
amounts of training data, we investigate if augmen-
tation methods for enriching the training data helps
to improve the performance.

In this paper, we tackle various research ques-
tions: Is it beneficial to add noise to the data by
randomly replacing words or do we really need
to have ”human”-readable paraphrases? Also, we
will investigate which methods are suitable for au-
tomatic paraphrase generation for intents. Most of

the previous paraphrasing approaches for dialogue
agents focus on training data from the open domain
(e.g. booking a hotel, booking a table in a restau-
rant, calling the police) written in English (Kumar
et al., 2019; Quan and Xiong, 2019). In this pa-
per, we research the applicability of augmentation
approaches for German for the finance domain.

We present results for a manually created dataset
for the finance domain. Using paraphrasing meth-
ods to augment training data used for machine
learning differs from the typical paraphrasing sce-
nario. Whereas for e.g. text simplification the
goal is to generate sentences that can be read by hu-
mans, here our goal is to teach the machine learning
method to be more robust against textual variations
when understanding natural language.
In order to extend the data we use methods based
on lexical resources (PPDB (Ganitkevitch et al.,
2013), GermaNet (Hamp and Feldweg, 1997)), em-
beddings and contextual embeddings (BERT (De-
vlin et al., 2019)) as well as backtranslation using
an out-of-the-box machine translation (MT) system.
Based on our experiments we achieve significant
improvements using backtranslation.

2 Related Work

In recent years, deep learning techniques have be-
come popular to tackle intent classification (Mesnil
et al., 2013). This line of work has been continued
by combining different tasks of the NLU compo-
nent into one model (Goo et al., 2018; Haihong
et al., 2019). Sequence-to-sequence models have
been leveraged to bootstrap intent classification in
new features (Jolly et al., 2020). Yet, sufficiently
large training datasets are required for such ap-
proaches.

Several proposals have been made to resolve the
lack of training data for this task and avoid costly
generation of suitable datasets by hand. Machine
translation (MT) can be used if seed data already
exists (Gaspers et al., 2018). Furthermore, exploit-
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ing backtranslation techniques, commonly used in
MT to overcome shortage of parallel data has be-
come popular for automatic paraphrase generation
(Mallinson et al., 2017). Using similar languages
for back and forth translation has been proven use-
ful for MT (Hajic, 2000). Whereas backtranslation
originates from MT (Sennrich et al., 2016), it re-
cently has been applied to augment data for other
tasks such as hate speech detection and transfer
learning (Beddiar et al., 2021; Subedi et al., 2021).

Machine Learning tasks are fairly robust to noise
in text as long as the corpus is large. Agarwal et al.
(2007) report only slight degradation of the system
when adding 70% of noise to the text. When adding
40% of noise to the text the system almost performs
on par with its competitor which was trained on
clean text. Word order and syntactic information
are elements which have proven to be mostly irrel-
evant for text classification1. Random word swaps
and deletions which first and foremost harm syntax
even prove to be helpful data augmentation tech-
niques (Wei and Zou, 2019).

Following the pattern of paraphrase generation,
external linguistic resources such as PPDB (Gan-
itkevitch and Callison-Burch, 2014) or WordNet
(Miller, 1995) have been used for retrieval-based
approaches (Zukerman and Raskutti, 2002; Babkin
et al., 2017; Alva-Manchego et al., 2020). Zhang
et al. (2017) established a sentence paraphrasing
framework formulated as an encoder-decoder prob-
lem. In more recent years, contextualized embed-
dings were introduced and became the center of
attention. BERT (Devlin et al., 2019), ELMo (Pe-
ters et al., 2018) and GPT-2 (Radford et al., 2019)
have not only been used for paraphrase generation
but also for paraphrase candidate ranking (Zhou
et al., 2019).

3 Data Augmentation Methods

We use the Rasa framework (Bocklisch et al., 2017)
to setup a task-oriented conversational agent. It
structures dialogues into two components, namely
Core and Natural Language Understanding (NLU).
The Core component takes care of the dialogue
management whereas the NLU component per-
forms the entire processing of the text, e.g. to-
kenization, identification of entities, dependency

1We are aware that some machine learning methods are
relying more on word ordering than others (e.g. sequence
models like CRF or HMM), however, we assume that correct-
ness is more relevant when generating text for humans rather
than for machines.

parsing and classification of intent types. Here, we
focus on a basic NLU pipeline including tokeniza-
tion, intent classification and entity recognition.
We aim to improve the task of intent classification
by enhancing our training data using augmentation
techniques for this task.
Here, we present the augmentation methods we
apply in order to enhance the data used to train an
intent classifier.
For the resource- and embedding-based approaches
we paraphrase one word per intent phrase. We mask
words which convey unique information in order
to ensure domain-specific words are excluded from
paraphrasing. Furthermore, we restrict paraphras-
ing to words belonging to the categories verb and
adverb for these methods so crucial words remain
unchanged. Results (translated to English) of the
augmentation methods can be found in Table 1.

PPDB: The multilingual PPDB (Ganitkevitch
and Callison-Burch, 2014) is a resource built on
bilingual parallel corpora aimed to capture para-
phrases. We use the German part of the PPDB
for replacing single tokens using the n best-scored
words.
GermaNet: GermaNet (Hamp and Feldweg, 1997)
is a manually crafted resource. Here, we replace a
word by all other words in the same synset.
Embeddings: We consider skip-gram word2vec
embeddings (Mikolov et al., 2013)3. We para-
phrase lexemes’ vocabularies using the n most sim-
ilar words based on the cosine similarity. For this,
we sort the vocabulary by cosine similarity and se-
lect the n most similar words in order to paraphrase
intent samples.
Contextual Embeddings: BERT-based embed-
dings (Qiang et al., 2020) are used by feeding the
intent phrase to the contextual embedding while
masking the target word which we want to para-
phrase. For replacing verbs and adverbs we pro-
ceed in the same manner as with the embeddings
approach.
Machine Translation: We make use of the ma-
chine translation technique commonly used to over-

2Since the PPDB does not only store lemmatized word
forms or infinitives and the pivoting approach uses English
as a reference language which is morphologically less com-
plex than German, it groups morphological inflections into the
same paraphrase cluster. This is the reason why we find mor-
phological variations of the same verbs used as paraphrases.

3We use spaCy vectors which are part of the
de core news md model containing 276,087 words with vec-
tors and 20,000 unique vectors trained on Wikipedia and OS-
CAR Common Crawl (Ortiz Suárez et al., 2019)
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Augmentation method Original phrase Augmented phrases

GermaNet Show the name of the company.
Display the name of the company.
Indicate the name of the company.
Express the name of the company.

PPDB Show the name of the company. Shows the name of the company.2

Embedding Show the name of the company.
Theatre the name of the company.
View the name of the company.
Spectacle the name of the company.

BERT Show the name of the company.
Display the name of the company.
Demonstrate the name of the company.
Present the name of the company.

Machine Translation Show the name of the company.
Give me the name of the company.
Say the name of the company.
Present the company’s name.

Table 1: Paraphrase examples. Underlined target words in the original phrase are replaced by the bold words in the
augmented phrases.

come shortage of parallel data. Applying backtrans-
lation, we first translate an intente phrase from a
source language (i.e. German) into different tar-
get languages and then translate it back into the
source language. Here, we use Google’s commer-
cial Cloud Translation API4.

4 Evaluation

Baselines: To judge the performance of the para-
phrasing methods we consider three baselines.
Gold: The first baseline is represented by the per-
formance without using any augmented data and
solely train on the labeled training data.
Random: For the random baseline we replace verbs
and adverbs with random words selected from the
vocabular of the embeddings. For each training
instance we replace one word at maximum.
Duplicate: For the duplicate baseline we add each
utterance twice to the gold standard data. This base-
line determines whether plainly adding data im-
proves the classifier or more diverse data is needed
to improve the system.

Dataset: We evaluate the methods on a manually
created German finance dataset for the accounting
domain. For the creation of the dataset several
people wrote down utterances they would use in a
given setting to retrieve information from the dia-
logue assistant. The dataset comprises 20 intents
out of which 12 are exclusive to the finance do-
main. The remaining eight intents provide domain-

4https://cloud.google.com/translate

independent dialogue elements such as greetings,
continuation and abortion of dialogues or confir-
mation and rejection in selection processes. This
data is not balanced across intents. On average,
intents are represented by about 44 intent phrases.
Examples (translated to English) are listed in Table
2.

Intent Phrases

who
Who are you?
Are you a bot?
What’s your task?

kpi-help
What KPIs do you know?
Which KPIs can you report on?
For which KPIs do you have information?

company-set
Let’s continue with company XYZ.
Change to company XYZ.
Please proceed with company XYZ.

Table 2: Baseline dataset: intent phrase examples.

Experimental Setup. Our experiments are based
on the Rasa framework5 from which we use the
DIET classifier (Bunk et al., 2020) to train an in-
tent classifier. In this paper, we solely focus on
the intent classification and disregard the entity
recognition. We randomly split the training data
into train, dev and test sets in the ratio of 80/10/10.
As we observe high fluctuation in performance be-
tween data splittings, for each experiment we use
10 different random seeds to split the data in order
to account for outliers which are caused by incon-
venient data splittings (Søgaard et al., 2021). In the

5https://rasa.com/
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Intents Gold
baseline

Random
baseline

Duplicate
baseline BERT PPDB GermaNet Embedding Top 3 translations

NL + IT + FR

affirm 0.6153 0.0047 0.0927 -0.0601 0.0673 -0.0638 0.0402 0.0617
answer-date 0.9153 0.0551 0.0396 -0.0152 0.0469 0.0416 -0.0036 0.0665
answer-taxonomy 0.8222 -0.0440 -0.1451 -0.1166 -0.0773 -0.0097 -0.0504 -0.0707
cancel 0.5503 -0.1979 -0.0044 -0.0540 0.0548 -0.0716 0.0042 0.1521
company-ask-for 0.8951 0.0215 -0.0054 0.0117 0.0326 0.0315 0.0223 0.0470
company-set 0.9452 -0.0406 -0.0212 -0.0167 -0.0110 0.0038 -0.0095 0.0060
compare-kpis 0.9626 -0.0292 -0.0023 -0.0353 0.0087 0.0130 -0.0184 0.0297
customer-overview 0.9382 -0.0340 -0.0131 -0.0009 0.0116 -0.0044 -0.0046 0.0002
greet 0.9139 -0.0231 -0.0678 -0.0012 0.0107 -0.0664 0.0093 -0.0066
kpi 0.9692 -0.0173 -0.0185 -0.0232 0.0000 0.0028 -0.0051 0.0011
kpi-help 0.9344 -0.0179 -0.0018 0.0161 0.0043 0.0268 0.0148 0.0310
op-note-get 0.9001 -0.0440 -0.0446 -0.0420 -0.0069 -0.0203 -0.0386 0.0042
op-note-set 0.8980 -0.0688 -0.0279 -0.0546 -0.0030 -0.0194 -0.0188 0.0203
out-of-scope 0.8676 -0.0169 0.0037 -0.0073 0.0178 -0.0077 0.0008 0.0078
query-op-all-customers 0.9517 -0.0453 -0.0222 -0.0148 -0.0082 -0.0202 -0.0090 -0.0077
query-op-single-customer 0.9524 -0.0708 -0.0300 -0.0102 -0.0048 -0.0148 -0.0240 0.0000
reject 0.5105 -0.1650 -0.0500 -0.1095 0.0879 0.0534 0.0543 0.0895
tell-a-joke 0.9333 -0.0143 -0.0082 -0.0970 -0.0454 -0.0870 -0.0187 0.0667
thx 0.7719 -0.0278 -0.2228 -0.0695 -0.0195 -0.0824 -0.1548 0.0305
who 0.4941 0.0363 0.1224 0.0505 0.1759 0.1150 0.0445 0.1891

macro avg 0.8371 -0.0370 -0.0213 -0.0325 0.0171 -0.0090 -0.0082 0.0359

Table 3: Report of the F1 scores of the intent classification for the accounting datatset for all paraphrasing approaches.

following, we report scores averaged across these
10 data splittings.

5 Results

Our results for the accounting dataset are reported
in Table 3. We show the macro F1 score for the
gold baseline and present the delta scores between
the augmentation methods and the gold baseline.
The random and duplicate baselines perform infe-
rior to the gold baseline whereas the random base-
line works slightly better than the duplicate base-
line. We find these differences to be significant6.
This confirms that the system does not benefit from
neither adding pure noise to the training data nor
adding data which does not enhance variance in
phrasing the same content and benefits overfitting
to the training data.
This is in line with the finding that quantity does
not beat quality: Augmentation approaches gener-
ating the most data (random baseline (+342 intent
phrases) and embedding-based approach (+283 in-
tent phrases) vs. BERT (+121 intent phrases) and
top 3 translations (+129 intent phrases)) do not
necessarily perform best. Indeed, all of these ap-
proaches perform inferior to the baseline.
Overall, we observe that using PPDB for augment-
ing improves the system and we achieve significant

6p=0.04 for random baseline and p=0.008 for duplicate
baseline using the Wilcoxon signed-rank test.

improvements with the backtranslation approach
(p = 0.006). For this approach we tested seven
different target languages to extract paraphrases for
the source sentence (see results in Table 4). In order
to investigate whether the system benefits from an
even larger data we combined the backtranslations
from different languages. Indeed, the system per-
forms best when combining backtranslations from
the top three performing languages (Dutch, Italian
and French). However, the improvements are only
marginal in comparison to using solely augmen-
tations based on the Dutch translation (0.8715 vs
0.8730).
Whereas we only show the average across ten dif-
ferent data splittings in Table 3 we observe consid-
erable fluctuation in performance across data split-
tings for a specific group of intents: Both intents
which are represented by only a few samples in the
training set and intents which tend to have a fixed
list of expression (e.g. greet, cancel, reject, thanks,
affirm) seem highly susceptible to the random seed
used when splitting the data (e.g. the gold baseline
F1 score for intent reject ranges from 0.0 to 0.89
depending on the data splitting). Here, data aug-
mentation does not eliminate this phenomenon and
the splitting of the keywords is mainly responsible
for the performance. In contrast, largest perfor-
mance boost using augmentation methods are on
average achieved for these intents (see intents who
and reject), yet dependence on the data splitting
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remains. This suggests that (1) as long as impor-
tant keywords are present in the given data splitting
augmentation methods are specifically beneficial
for these intents and that (2) the methods presented
cannot make up for missing keywords.
Unexpectedly, the BERT-based approach works
worst among all other augmentation methods while
its macro average is comparable to the random
baseline. In particular, intents reject and answer-
taxonomy suffer from this approach. e.g. the intent
answer-taxonomy is mostly misclassified as intent
kpi.

Pivot
system

Macro average
F1

Increase over
gold baseline

English 0.8572 2.40%
Spanish 0.8468 1.16%
French 0.8630 3.10%
Italian 0.8611 2.87%
Hindi 0.8442 0.85%
Chinese 0.8441 0.84%
Dutch 0.8715 4.11%

All combined 0.8428 0.68%
Top 3 0.8730 4.29%

Table 4: Results for all languages tested with the MT
approach.

Overall, the backtranslation approach outper-
forms the gold baseline and all other augmentation
approaches. However, it is striking that macro av-
erages drop considerably for Chinese and Hindi
compared to the rest of the languages. Specifi-
cally, for intents query-op-all-customers and query-
op-single-customer the performance drops signif-
icantly compared to the baselines. This drop is
interlinked as query-op-all-customers is misclas-
sified as query-op-single-customer and vice versa.
Here, again, the intents are very similar and the
augmentation does not help the classifier to dis-
criminate the intents. This pattern resembles the
behaviour described above: data representing these
intents are similar. Paraphrasing this data leads
to an overlap causing confusion between the two
intents.
The best scores are achieved when combining the
outcomes of the three best backtranslation sys-
tems. We observe that answer-taxonomy is an out-
lier for this approach as performance decreases by
about seven percentage points. Again, this intent is
mostly confused with intent kpi. However, without
exception this intent gets inferior with any of the

paraphrasing methods. As expected for the MT
approach, the more similar the target language is
to the source language (here, German) the more
suitable the emerging paraphrases are and thus, the
more the classifier benefits from them. This seems
apparent comparing Chinese or Hindi scores with
the Dutch scores.

6 Conclusion

In this paper, we present several augmentation
methods to extend our training data to train a clas-
sifier for intent classification. Our best methods
achieve significant improvements for the classi-
fication task while being easy to implement and
not requiring lots of computational resources. We
mainly face two limitations regarding the proposed
approaches: (1) When we try to build up on lack-
ing data (e.g. missing key words in the original
dataset) our methods fail to fill this gap. (2) In case
intents are very similar, augmentation approaches
seem to rather confuse the classifier than enhance
differences which leads to miss-classifications.
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Abstract

MONAPipe is a collection of pipeline com-
ponents for the open-source Python library
spaCy. The components perform a broad
range of morphological, syntactic, semantic
and pragmatic analyses for German texts and
are mostly developed specifically for the lit-
erary domain. MONAPipe1 combines imple-
mentations from various separate resources
with new ones in one place, constituting a con-
venient tool for computational linguistics and
literary studies.

1 Introduction

When working with text using computational meth-
ods, one has to follow a series of standard process-
ing steps that are often combined into a pipeline
for efficiency. Although the choice of the existing
pipelines is large, there are only a view which fo-
cus on the literary domain (e.g. BookNLP2), from
which to our knowledge none is usable for German.
It is well known that literary texts have properties
which pose challenges for natural language pro-
cessing (NLP), such as non-standard orthography,
long and complex sentences, long-distance coher-
ence and possibly multi-layered narrative levels to
name but a few. MONAPipe presents an extension
of the spaCy pipeline which provides basic NLP
components based on high-performance German
models. Our custom pipeline consists of numerous
components that can be divided into six categories:
preprocessing, morphosyntactic analysis, semantic
analysis, speech and coreference resolution, feature
extraction and discourse units, narration and attri-
bution. Some components are domain-independent
(e.g. tense tagging), while others are specifically
created to analyze fiction and literary concepts (e.g.
literary comment).

1https://gitlab.gwdg.de/mona/pipy-public
2https://github.com/booknlp/booknlp

2 SpaCy

MONAPipe is developed for spaCy (v2.33), which
is an open-source software library for crosslinguis-
tic natural language processing in Python. An in-
put text is converted to a document object and then
consecutively piped through a series of (built-in
or custom) pipeline components which can be ar-
ranged by the user. The components enrich the
document with information that can be attributed
to the document, its tokens or spans (of tokens).

3 Pipeline Components

The main contribution of MONAPipe are new
pipeline components for spaCy. Some of the com-
ponents were developed from scratch whereas oth-
ers are reimplementations or wrappers of existing
tools. Table 1 provides an overview of the cur-
rently usable MONAPipe components, which we
will discuss in the following.

3.1 Preprocessing

If one wants to process a text which is not already
tokenized, one can use spaCy’s built-in Tokenizer.
Built-in follow-up components are a part-of-speech
(POS) Tagger which assigns both German (Smith,
2003b, p. 12 f.) and universal (de Marneffe et al.,
2021, p. 261) POS tags, a dictionary-based Lem-
matizer, and a named entity recognizer (NER) that
recognizes persons, locations, organizations and
miscellaneous entities (Nothman et al., 2013).

Older texts commonly exhibit non-standard or-
thography, which can cause problems in follow-
up language processing. We therefore provide a
Normalizer that replaces every out-of-vocabulary
word by its most frequent normalized form in the
German Text Archive4 (DTA), a collection of 4,160

3https://v2.spacy.io/usage
4https://www.deutschestextarchiv.de/download
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Component Type Main Reference(s)

Preprocessing
Tokenizer B spaCy
Tagger B spaCy
Lemmatizer B spaCy
NER B spaCy
Normalizer I this paper

Morphosyntactic Analysis
Sentencizer B/W spaCy, NLTK
DependencyParser B/I spaCy, Dönicke (2020)
Clausizer I Dönicke (2020)
Analyzer I Altinok (2018), Dönicke (2020)
TenseTagger I Dönicke (2020)

Semantic Analysis
TemponymTagger R Strötgen and Gertz (2010, 2015)
GermanetTagger I Hamp and Feldweg (1997), this paper
EmotionsTagger I Mohammad and Turney (2010), this paper

Speech and Coreference Resolution
SpeechTagger W/I Brunner et al. (2020)
SpeakerExtractor I this paper
Coref R Krug et al. (2015), this paper

Feature Extraction and Discourse Units
FeatureExtractor I Dönicke (2021), this paper
DiscourseSegmenter I Dönicke (2021)

Modes of Narration and Attribution
EventTagger W Vauth et al. (2021)
AnnotationReader I this paper
CommentTagger I Weimer et al. (to appear)
GenTagger I Gödeke et al. (to appear)
EntityLinker I Barth et al. (2022)
AttributionTagger I Dönicke et al. (2022)

Table 1: Overview of MONAPipe components with
origin (B: built-in in spaCy, R/I: re-/implemented by
MONAPipe authors, W: wrapper for external tool). See
text for more information.

texts (480M tokens) from 1600–1900. This ap-
proach correctly normalizes over 99.9% of tokens
and types in the DTA. Original forms and character
positions of tokens are preserved as attributes.

3.2 Morphosyntactic Analysis

The Sentencizer (i.e. sentence splitter) adds sen-
tence spans to the document. Currently, one can
use either a sentencizer from spaCy or NLTK5.

The DependencyParser adds a dependency tree
to each sentence. Which dependency scheme is
used depends on the spaCy model, where the Ger-
man model provided by spaCy produces trees in
the TIGER scheme (Smith, 2003b). An alterna-
tive to TIGER is the Universal Dependencies (UD)
scheme (de Marneffe et al., 2021). While some of
our components function in either scheme, most do
either require UD parses or function significantly
better with them. We therefore recommend using

5https://www.nltk.org/

MONAPipe with a UD-based spaCy model and use
the model provided by Dönicke (2020).

Dönicke (2020) also provides a Clausizer that
splits UD trees into clauses and adds clause spans
to the document and its sentences, a morphologi-
cal Analyzer based on DEMorphy (Altinok, 2018),
and a TenseTagger that extracts grammatical fea-
tures (finiteness, tense, mood, voice) and modal
verbs like müssen ‘must’ from a clause’s (poten-
tially composite) verb. Dönicke (2020) reports ac-
curacies of 93% for tense, 79% for mood, 94%
for voice and 80% for modal verbs in the liter-
ary domain. We integrate these components into
MONAPipe and make a small change in the han-
dling of modal verbs, so that semi-modal verbs like
pflegen (zu) ‘use (to)’ are properly recognized as
modal verbs in according contexts (and not always
treated as full verbs).6

3.3 Semantic Analysis

The TemponymTagger extracts and normalizes
temporal expressions from a document. The com-
ponent is a reimplementation of the HeidelTime7

system (Strötgen and Gertz, 2010, 2015) and uses
its resource files for German.

The GermanetTagger assigns Levin (1995)’s
semantic categories to verbs and clauses (in case
the verb is the root) and Hundsnurscher and Splett
(1982)’s categories to adjectives, which are ex-
tracted from GermaNet (Hamp and Feldweg, 1997).
Using the lemmas of verbs and adjectives, possi-
ble word senses (synsets) are identified and disam-
biguated using the synsets from the token’s context.

The EmotionsTagger adds scores for sentiment
(positive, negative) and basic emotions as defined
by Ekman (1992) (anger, anticipation, disgust, fear,
joy, sadness, surprise, trust) from the NRC Word-
Emotion Association Lexicon8 (Mohammad and
Turney, 2010, 2013) to tokens.

3.4 Speech and Coreference Resolution

The SpeechTagger assigns scores for speech9

types to tokens and clauses. We provide two im-

6For example, the semi-modal verb use is a full verb in
John used a lighter and a modal verb in John used to smoke.
We distinguish the two cases as follows: A semi-modal verb
is a modal verb if it is accompanied by a subordinate verb and
it is a full verb otherwise.

7https://github.com/HeidelTime/heideltime
8https://saifmohammad.com/WebPages/

NRC-Emotion-Lexicon.htm
9We use the term “speech” for any speech, thought or

writing representation in texts (cf. Brunner et al., 2020).
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plementations of this component. The first one
uses Brunner et al. (2020)’s Redewiedergabe tag-
ger to predict token-wise scores for direct, indirect,
free indirect and reported speech. It achieves 85%
F1 for direct, 76% F1 for indirect, 60% F1 for
reported and 59% F1 for free indirect speech for
texts from the 19th to the 20th century (both fiction
and non-fiction). The second, faster implementa-
tion simply labels tokens within quotation marks
as direct speech (ignoring other speech types) and
achieves 70% F1 on the same test set (since direct
speech is not always marked by quotation marks in
older texts). The clause-wise scores are calculated
from the product of the token-wise scores.

The SpeakerExtractor then adds direct speech
spans to the document and tries to identify speaker
and addressee for each span. We use a small set
of rules to identify a preceding/succeeding verbum
dicendi first and then select its subject as speaker
and object as addressee.

The development of our Coref (coreference)
component was driven by the aim to resolve
anaphoric pronouns and coreferent nominal phrases
(NPs) in a text. We therefore consider all NPs as
mentions (including pronouns10, common NPs and
named entities), which contrasts other works. For
example, in DROC – a corpus of German nov-
els – (Krug et al., 2018) only mentions of liter-
ary characters are annotated, and in ParCorFull
– a parallel corpus of news and other domains –
(Lapshinova-Koltunski et al., 2018) mentions can
be non-nominal and the annotation of a generic NP
depends on whether it is a common NP or a pro-
noun. The corpus with the most similar concept of
mentions to ours is GerDraCor-Coref – a corpus of
German dramatic texts – (Pagel and Reiter, 2020),
although non-nominal mentions are also annotated
in part of the corpus.

The Coref component is a UD-based reimple-
mentation of Krug et al. (2015)’s rule-based sys-
tem which consecutively executes 11 passes to find
the antecedent of a mention. Since Krug et al.
(2015)’s system was developed for DROC, we
made some adjustments to handle a wider variety
of NPs (passes 3, 5–7). We use the Extended Open
Multilingual Wordnet11 (Bond and Foster, 2013)
to find synonyms in the semantic pass (pass 8) and

10We exclude indefinite, interrogative and expletive pro-
nouns since they do not have antecedents. Possessive pro-
nouns are de facto exclduded since they usually appear within
a larger mention but we do not consider nested mentions.

11http://compling.hss.ntu.edu.sg/omw/summx.html

Mentions MUC B3 CEAFe CoNLL

GerDraCor
HotCoref – 56.55 14.98 14.84 28.79

DramaCoref 60.00 42.54 19.87 18.97 27.12
full mentions 56.24 43.21 19.78 12.56 25.18

mention heads 70.25 58.20 29.18 15.04 34.14
NP heads 74.36 57.10 31.91 18.18 35.73

gold NP heads 97.03 68.22 39.91 33.97 47.37

DROC
Schröder et al. (2021) – – – – 64.72

Krug (2020) – 87.50 40.40 31.60 53.17
full mentions 38.25 30.67 11.92 3.99 15.53

mention heads 57.04 45.55 24.06 10.88 26.83
NP heads 61.97 50.78 29.60 12.28 30.89

gold NP heads 97.85 68.14 39.42 28.85 45.47

ParCorFull
Pražák et al. (2021)13 – – – – 55.40

full mentions 36.98 24.19 18.76 16.15 19.70
mention heads 41.04 26.68 21.63 18.12 22.14

NP heads 43.21 28.23 23.73 20.63 24.20
gold NP heads 96.99 62.67 68.04 57.58 62.76

Table 2: Coref evaluation on three corpora. The first
numeric column shows the F1 for mention identifica-
tion. MUC, B3 and CEAFe are F1-based metrics for
coreference resolution (cf. Moosavi and Strube, 2016).
The CoNLL score is the average of the three.

the results from the SpeechTagger and SpeakerEx-
tractor to resolve pronouns in direct speech (passes
10–11). We store coreference clusters in the same
format as NeuralCoref12, so that one can replace
our Coref component by a (currently non-existent)
German NeuralCoref model in the future without
producing errors in follow-up components.

Despite contrasts to other works, we score our
system on GerDraCor, DROC and ParCorFull (see
Table 2) using the scorer from Moosavi et al. (2019)
to get a rough impression on its performance and
to compare it to previous works. We accede to
Nedoluzhko et al. (2021) and consider an evalua-
tion on mention heads in a cross-resource scenario
as more meaningful than using full mentions, but
show scores for full mentions for comparison. For
example, mention identification scores 14% higher
for mention heads than for full mentions on Ger-
DraCor.14 Since our system only links NPs, we
also show the scores when (heads of) non-nominal
mentions are excluded.15 Our system achieves sim-

12https://github.com/huggingface/neuralcoref
13The performance of Pražák et al. (2021)’s system on Par-

CorFull is listed at https://github.com/ondfa/coref-multiling.
14One reason is that mentions in GerDraCor may include

succeeding punctuation which is not the case for our mentions.
15According to the UD guidelines, we define a mention as

nominal if its head has one of these relations: nsubj, obj, iobj,
obl, vocative, expl, dislocated, nmod, appos, nummod.
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ilar results to those of the recently tested systems
HotCoref (Roesiger and Kuhn, 2016) and Drama-
Coref (Pagel and Reiter, 2021).16 For DROC and
ParCorFull, the F1 for mention identification suf-
fers from a low precision, since we consider much
more NPs to be mentions than those in the corpora,
and our system performs much lower than the neu-
ral systems presented in Krug (2020, p. 173) and
Schröder et al. (2021) for DROC17 and Pražák et al.
(2021) for ParCorFull. We therefore also provide
the scores for evaluating on gold NPs only: the
gold NPs in DROC are linked with a similar per-
formance as those in GerDraCor, and even better
in ParCorFull.

3.5 Feature Extraction and Discourse Units

The FeatureExtractor combines the information
from previous components and some additional in-
formation in a (mostly) delexicalized functional
grammar (DFG) structure. DFG structures com-
bine rudiments of lexical functional grammar
(LFG) and UD grammar and are created for each
clause. We take over the basic set-up of Dönicke
(2021), who includes grammatical features from
the clause, the complex verb, NPs and discourse
markers, and add separate levels for adjectives, ar-
ticles and quantifiers. We further integrate all avail-
able semantic information, including GermaNet
category and emotion (see Section 3.3), sentiment
from SentiWS18 (Remus et al., 2010), speech type
(see Section 3.4) as well as overt quantifier type
(using Dönicke et al. (2021)’s categories), and link
pronominal anaphora to their antecedents. An ex-
ample is shown in the appendix.

Dönicke (2021) uses the feature structures for
discourse unit segmentation and we also integrate
his German model as DiscourseSegmenter. The
model achieved 92% F1 for German in the DISRPT
2021 Shared Task on Elementary Discourse Unit
Segmentation (Zeldes et al., 2021) (4% lower than
the best-performing, neural system).

3.6 Narration and Attribution

The EventTagger is a wrapper for the event-
classification model from Vauth et al. (2021)19,
which classifies clauses into four event types: non-

16Like Pagel and Reiter (2021), we also randomly selected
80% of the texts in GerDraCor-Coref (1.2.1) as test set but
chances are high that our test sets are not identical.

17We use the same 18 texts from DROC as test set.
18https://github.com/Liebeck/spacy-sentiws
19https://github.com/uhh-lt/event-classification

event, stative event, process event and change of
state. The model was trained on works of litera-
ture and achieves accuracies of 84% for non-event,
75% for stative event, 79% for process event and
56% for change of state. Note that Vauth et al.
(2021)’s event types are based on narrative theory
(e.g. Schmid, 2014; Prince, 2012) but there are
parallels to discourse/situation entity types (also
known as clause-level aspect) from linguistic the-
ory (e.g. Vendler, 1957; Smith, 2003a; Friedrich
and Palmer, 2014), most importantly the distinction
between dynamic and stative events, which is why
we consider the EventTagger a useful component
for both narratological and linguistic analyses.

MONAPipe further includes components for the
automatic identification of narrative modes, which
are especially useful for the analysis of fictional
literature. The components were developed on
the Modes of Narration and Attribution Corpus
(MONACO) (Barth et al., 2021), a corpus of fic-
tional texts from 1600 to 1950 which are anno-
tated with narratological information. The annota-
tions in MONACO are saved in a CoNLL-based
format and the XML-based output format of the
annotation tool CATMA20. We provide an Anno-
tationReader that can read CATMA files for the
piped document and assigns the annotations to its
tokens and clauses. In this way, predictions and
annotations (e.g. gold annotations) can be directly
accessed at an element of interest.

The term ‘narrative mode’ itself is a cover term
for various stylistic devices that shape the narra-
tion of a story. Bonheim (1975) distinguishes four
narrative modes: description (depiction of things
in motion), report (depiction of things in motion),
speech (utterances, thoughts etc. of characters),
and comment. In comment, the narration pauses
and additional information is provided, e.g. when
the narrator interprets what just happened. A text
example with all narrative modes is shown in Fig-
ure 1. Since report and description usually consti-
tute the most part of a narrative text and speech
can be identified by the SpeechTagger, we consider
comment to be the most interesting narrative mode
to automatically identify in a text.

The annotation guidelines in MONACO follow
Chatman (1980) and distinguish three subtypes of
comment: interpretation (of story elements), judg-
ment/attitude (towards story elements), and meta-
fictional comment (about the story or the narra-

20https://catma.de/
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[Dr. Johnson was well along in years]DESCRIPTION

[when Boswell explained to him the solipsism of
Bishop Berkeley, yet Johnson was still nimble
enough to kick a pebble down the path and ex-
claim,]REPORT [‘thus do I refute him, Sir!’]SPEECH

[His was the voice of common sense kicking logic
out of the way.]COMMENT

Figure 1: Example text with annotated narrative modes
(Bonheim, 1975). Brackets mark annotation spans.

tion itself). The fourth subtype included by Chat-
man (1980), generalization (i.e. general truths that
“reach beyond the world of the fictional work into
the real universe”, p. 243), is not treated as a sub-
type of comment in MONACO. Instead, general-
ization and non-fictionality are treated as separate
modes with own subtypes.

Special difficulty when developing text-
classification systems for narrative modes is posed
by the fact that they can span arbitrarily long
text passages and overlap with each other. Since
‘passages’ in MONACO are defined as sequences
of clauses, one can approach the task as multi-class
multi-label classification of clauses and address
the reconnection of subsequent clauses with the
same labels to passages in a postprocessing step.

The statistical CommentTagger of MONAPipe
(described in Weimer et al. (to appear)) uses the
features from Section 3.5. When tested on two
held-out texts, the binary model achieves 59% F1,
which we consider to be a good state of the art
given the difficulties of the task and the literary
domain. The multi-class model achieves 36% F1
for interpretation, 28% F1 for attitude and 48% for
meta-fictional comment. Taggers for generalizing
and non-fictional passages are still in development
but MONAPipe also includes the current versions
of a rule-based and a statistical GenTagger to rec-
ognize generalizations (described in Gödeke et al.
(to appear)) as well as an EntityLinker (described
in Barth et al. (2022)), which links named entities
to Wikidata21 entries and determines whether they
are fictional or real entities.

MONACO also contains annotations for speaker
attribution, i.e. whether the content of a clause is
conveyed by a character, the narrator and/or the au-
thor of the text. In Dönicke et al. (2022), we trained
a neural classifier on MONACO, which we also
wrap in a spaCy component. The AttributionTag-

21https://www.wikidata.org/wiki/Wikidata:Main Page

ger and the SpeechTagger are indeed somewhat
similar, e.g. free indirect speech is typically at-
tributed to a character and the narrator. However,
while the task of the SpeechTagger is to identify
certain constructions, the AttributionTagger labels
the supposed source of information (independently
from preselected constructions). In Dönicke et al.
(2022), the model achieves 84% accuracy on a held-
out test set.

4 Other Features

Automatic saving/loading of intermediate results
can be enabled to avoid unnecessary recomputation,
which is especially useful for long texts.

We also include functions to 1) calculate inter-
annotator agreement in terms of Fleiss’s κ, Krip-
pendorff’s α and Mathet et al.’s γ after adding anno-
tations to documents, and 2) compare annotations
to automatically assigned labels in terms of accu-
racy, precision, recall and F1 or with a confusion
matrix. Agreement and evaluation measures can be
executed for tokens and clauses.

In addition, we developed a CorpusReader that
reads metadata from the source files (TEI-XML)
of our literary corpus and provides structured meta-
data, e.g. GND-identifiers22 for a work’s author,
that can be accessed within the pipeline. Further-
more, we enrich existing metadata, e.g. we detect
Wikidata entries for a literary work. These meta-
data is used in MONAPipe components such as the
EntityLinker.

5 Conclusion and Future Work

MONAPipe is a custom spaCy pipeline that pro-
vides a set of tools for the linguistic and literary
analysis of German texts. Many of its components
do not have equivalents and present state of the
art in the field of computational literary studies or
show competitive results compared to the existing
tools.

We plan to add further components for natural
and narratological language processing as well as
new versions of existing components, e.g. taggers
for generalization and non-fictionality. The current
coreference system is meant to be a make-shift im-
plementation and we want to develop wrappers for
other tools in the future. We also plan to upgrade
MONAPipe from spaCy v2.x to v3.x.

22GND: Integrated Authority File, German for “Gemein-
same Normdatei”, https://www.dnb.de/EN/Professionell/
Standardisierung/GND/gnd node.html.

12

https://www.wikidata.org/wiki/Wikidata:Main_Page
https://www.dnb.de/EN/Professionell/Standardisierung/GND/gnd_node.html
https://www.dnb.de/EN/Professionell/Standardisierung/GND/gnd_node.html


References
Duygu Altinok. 2018. DEMorphy, German language

morphological analyzer. arXiv:1803.00902.

Florian Barth, Tillmann Dönicke, Benjamin Gittel,
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A Appendices

Aber Peter kauft sich jeden Morgen einen schlechten Kaffee.
‘But Peter buys himself a bad coffee every morning.’
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Figure 2: Sample DFG structure.
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Abstract

This paper presents and evaluates a method
for automatic orthographic normalization and
the  treatment  of  out-of-vocabulary  words
(OOV)  in  German  social  media  data.  The
system  uses  a  cascade  of  spellchecking
operations  including  casing-,  sound-  and
keyboard-based  letter  permutations,  as  well
as  letter  context  likelihoods,  and  combines
partial and root spellchecking with compound
analysis  and  heuristic  inflection  analysis  in
novel  ways.  The  system  also  handles
contractions,  elisions and some tokenization
errors. In addition, pattern-based recognition
of  foreign  words  and  abbreviations  is
attempted,  supported  by  jargon-informed
lexicon  expansion.  Contextual  Constraint
Grammar  (CG)  disambiguation  is  used  to
resolve possible ambiguity. For Twitter data,
F-scores of 87.3 and 77.1 were achieved for
the identification and correct  lemmatization,
respectively,  of  German  spelling  errors  and
non-standard abbreviations. 77.6% of foreign
words were recognized with 86.5% precision
and 1/3 POS errors.

1 Introduction

Computer-mediated communication (CMC)  is a
notoriously  difficult  genre  to  annotate,  an
important issue being non-standard orthography
and unusual word formation. For Social Media,
in  particular,  Proisl  (2018)  and  Beißwenger
(2016) mention a host of problems such as  out-
of-vocabulary words (OOV),  emoticons/emojis,
interaction  words  (lach [laugh],  heul  [cry]),

URL's  and  discourse  links  (hashtags  and  user
id's),  onomatopoeia,  spelling  variation  and
contractions, emphasis by upper-casing or letter
repetition, as well as syntactic idiosyncrasies. In
a  corpus  annotation  scenario,  all  of  these  may
lead  to  reduced  lexicon  coverage,  affecting
tagging  performance.  Thus,  Neunerdt  (2013)
reports a drop in accuracy from 95.8% to 68%
for  OOV  words,  a  problem  he  successfully
tackled by adding a specialized web lexicon. But
even  with  word  additions  and  a  correct
(heuristic)  POS  assignment,  a  failure  to  group
spelling  variations,  abbreviations  and  spelling
errors under the same lemma negatively affects
the possibility of corpus searches and statistics.
In this paper, following Sidarenka et al. (2013),
we  suggest  an  automatic,  spellchecking-like
normalization  process  to  address  the  problem,
providing a common lemma for spelling variants
and  outright  errors  at  the  same  time.  For  a
language like German, compound analysis may
also increase the search-accessibility of a corpus,
and  prevent  false  positive  spelling  corrections.
The  work  presented  here  was  performed  on  a
large  German   Twitter  and  Facebook  corpus
compiled for the XPEROHS hate speech project
(Baumgarten et  al.  2019) and annotated with a
multi-level  Constraint  Grammar  (CG)  parser
(GerGram1).  All  examples  in  the  paper  are
authentic exerpts from this corpus.

2 Systematic normalization

A  relatively  straightforward  first  step  of

1 https://visl.sdu.dk/de/parsing/automatic/
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normalization  concerns  systematic  variation,
especially  re-casing  of  lower-cased  German
nouns and of words written in all-uppercase for
emphasis,  both  very  common  in  our  corpus.
However, ignoring upper/lower case may lead to
ambiguity  between  two  German  words  or  a
foreign  and a  German word.  This  needs  to  be
resolved contextually and is a possible source of
errors.

Another  case  of  systematic  variation  is
gendering, which in German writing manifests as
a female suffix, -In (sg.) or -Innen (pl.), attached
to  the  (male/neutral)  root  with  a  variety  of
separators  ('*',  '_',  '/'  or  '#')  or  with  only  the
upper-case  'I'  as  a  separator.  For  word
classification  and  corpus  search  purposes  all
should be grouped under one lemma. Sometimes,
this  task  borders  on  spellchecking  or
lexicography.  Thus,  our  corpus  contained
examples  of  plural  or  adjective  roots
(FreundeInnen  'friends',  GrünInnen  'Green
Party-ists') and phonetic e-ellision (RabaukInnen
- Rabauke 'brawler').

3 Spell-checking techniques

The  second,  and  more  challenging,  step  in
normalization consists of spell-checking proper.
In a text processor environment, a spell-checker
offers  a  prioritized  list  of  suggestions  to  be
interactively  processed  by  a  human  user.  For
automatic  spell-checking,  this  is  obviously  not
possible, so we only allowed suggestions with a
Levenshtein  distance  of  1,  meaning  that  the
correction  can  be  achieved  by  substituting,
inserting  or  deleting  a  single  letter.  Again,
contextual  disambiguation  may  be  necessary,
because  even  at  the  Levenshtein-1  level,  more
than  one  correction  may  be  possible.  In  our
setup, disambiguation is an automatic side affect
of  ordinary  CG  disambiguation,  triggered  by
differences  in  POS  or  inflection  between  the
possible corrections. 

To  validate  letter  changes  as  legitimate
corrections,  we  use  a  fullform  dictionary  with
1.23 million correct entries, consisting in part of
a proof-read token list  from non-CMC corpora,

in part of fullform expansions arrived at by using
German  inflectional  paradigms.  The  dictionary
also  contains  68907  error  forms  with  their
correction(s),  also these consisting of manually
sanctioned  corpus  examples  and  some
paradigmatic  expansion.  The  lexicalized  error
forms  complement  free  spell-checking  in  two
ways: First, in obvious cases, they can pre-empt
the need for contextual disambiguation. Second,
they represent  a safe option for covering cases
with higher Levenshtein-distance above 1.

Our  spell-checking  pipeline  consists  of  a
cascade of steps progressing from safe to unsafe.
The  first  round  mostly  contains  letter  changes
sanctioned  by  phonetic  similarity,  QWERTY
keyboard  layout  or  surrounding  letters2.  This
module is run after ordinary lookup, inflectional
analysis  and  prefix-/suffix-stripping,  but  before
compound  analysis.  It  performs  the  following
checks:

 keyboard  adjacency (e.g.  v/b,  b/n) or
left-right confusion (e.g. s/l)

 phonetics,  e.g.  vowel  lengthening
markers (i/ie/ih, versö(h)nlich) and other
grapheme  ambiguity  (äu/eu)  or  silent
consonants (ck/k, tz/z, ch/sch)

 s-errors and pre-reform spelling (ss/ß)

 umlaut  /  diacritics  (e.g.  u/ue/ü,  a/ae/ä,
o/oe/ö,  e/é)

 gemination  errors  and  letter  repetition
(Papkasse, Tannnte, gaaanz lang)

 weak  letter  omission:  g(e)kauft,
bedeuten(d)ste, pakistan(i)schen

 extra letter: Bein(e)ame, Freundin(g)

 letter  pair  repetition:  Ahnen(en)reihe,
digit(it)ale

 letter swap: turg->trug, gignen->gingen

It  is  a  specific  trait  of  German  that  a  large
proportion  of  OOV  words  are  ordinary

2 In this module,  change patterns may involve 2 changed
letters, or unchanged letters, and in that sense, while safer,
are not ordinary Levenshtein-1 spellchecks.
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compounds3.  Further  spellchecking  is  therefore
blocked if morphological analysis can identify a
high-confidence  compound  split,  based  on
lexicon support  for  both parts,  as  well  as  their
length, POS and semantics. 

When spell-checking is activated, it is carried
out by a letter-permutation subroutine. The task
of  trying  out  all  possible  letter  changes  and
comparing  them  to  the  lexicon  is  surprisingly
complex: For the average 6-letter word there are
5 swaps, 6 deletions, 5 splits, 25 * 6 substitutions
and 26 * 6 insertions, resulting in 322 look-ups.
Many of these may match a real word and need
to  be  prioritized.  We  use  a  letter-context
frequency  strategy4 to  address  both  the
complexity and the prioritization issue. For this,
we extracted letter quintuples from corpus data,
counting space as a letter, too, and computed the
letter  likelihood  for  the  three  middle  positions
given their left and right letter neighbors in the
quintuple. These data can be used to suggest the
most likely substitution or insertion, rather than
trying them all with no prioritization. The overall
worth  of  a  possible  correction  word  is  then
computed as the product of its normalized corpus
frequency  and  either  a  fixed  "method
prioritization constant" (for swaps and deletions)
or  the  frequency  of  a  given  substitution  or
insertion  relative  to  the  embedding  quintuple.
Finally, the subroutine will return the correction
operation  with  the  highest  value,  considering
only  corrections  that  can  be  verified  in  the
fullform lexicon.

In  order  to  minimize  false  hits,  the  letter-
permutation  subroutine  is  first  fed  unknown

3 Our corpus contained 10% compounds, of which 1/6 were
OOV,  i.e.  found  through  live  analysis.  2/3  of  the  OOV
compounds were flagged as hight confidence. 17% of low-
confidence compounds were really names or spelling errors.
4 The size of the context window has to be balanced to avoid
sparse-data  problems,  but  in  prinicple,  a  similar  strategy
could  be  used  for  entire  words  and  word  contexts  of
sufficient  frequency  (future  work).  Also,  the  list  of
correction  possibilities  could  be  passed  on  to  CG
disambiguation,  exploiting  the  wider  context  of  the
sentence/utterance.  However,  while  the  latter  technique
worked  well  for  ordinary,  interactive  spell-checking,  it
proved to be much less  safe  for  cases  where the context
itself  is  also  full  of  errors,  orthographical  creativity  and
OOV tokens, as is often the case in CMC data.

word  parts  of  partially  recognized  words,
reserving full-word spellchecking as a last step.
For  this  purpose,  the  system  remembers
"almost"-hits in the compound analysis of longer
words,  where  a  first  or  second  part  could  be
matched in the lexicon, but the remainder of the
word  (i.e.  the  potential  other  compound  part)
could  not.  In  these  cases,  if  both parts  have  a
minimum  length,  the  unknown  part  is
spellchecked on its own:

pædophlie|verdächtig > pädophilieverdächtig
Voraussage|mögichkeit >Voraussagemöglichkeit

Failing this, the system looks up the last 5 letters
in an endings/affix database, and spellchecks the
remainder as a kind of artificial root. Only after
this,  as  a  last  resort,  fullform spellchecking  is
carried out. To avoid over-generation in the face
of  short  word  parts,  letter  deletions  are  not
allowed for compound parts, and splitting is only
allowed for full words.

4 Word splitting and fusion

A certain amount of spelling variation can not be
addressed  with  the  above  techniques,  because
they  concern  tokenization.  The  most  common
problems  were  English-style  splitting  of  noun
compounds  (e.g.  Terroristen  Pack,  Kanaken
Gang)  and  colloquial  contractions  of  pronouns
and short verbs (e.g. machen wirs [=wir es] doch
['let's do it'],  kannste [= kannst du]  ['can you']).
We  use  lexical  rules  to  split  the  contractions,
maintaining  the  fullform  on  the  first  part  and
marking the split on both parts. For identifying
split  compounds  (in  particular,  OOV
compounds), contextual CG rules are necessary,
implying  a  certain  risk  of  error.  Rather  than
creating a new, fused token, we mark the split on
the first part, but maintain both as tokens in order
to  preserve  the  individual  lemmas,  as  well  as
semantic and other tagging, for corpus searching
purposes.

5 Abbreviations and foreign words

Abbreviations  are  at  the  same  time  a  very
frequent  and  a  very  variable  feature  of  CMC
data. Thus, neither casing nor the presence and
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placement of dots can be trusted.  For instance,
zB,  zB.,  z.B.,  z.b.  all  mean  zum  Beispiel  ('for
instance').  There  is  also  great  variation  as  to
which  letters  (other  than  the  first)  are  used  to
abbreviate single words (vll, vllt, vlt = vielleicht
('maybe').  Very  typical  are  multi  word
expressions  (MWEs)  representing  small
utterances, e.g. ka = keine Ahnung ('no idea') or
kb = kein Bock ('no desire to'), including many
English ones, e.g.  WTF (what the fuck)  or  omg
(oh  my  God).  Arguably,  recognizing
abbreviations is not a classical spellchecking, but
either  a  lemmatization/normalization  task  (for
z.B. and vlt) or a lexicalization task (WTF, omg)
necessary  for  assigning  a  "syntactically
harmless"  word  class  such  as  adverb  or
interjection, but also to prevent spellchecking an
abbreviation into a regular word (e.g. omg as mg
or  Oma).  Foreign words need to be recognized
for  the  same  reason,  also  if  they  are  not
abbreviated, because a small change may make
them look like a German word. The problem was
addressed by pre-filtering input lines that looked
English  in  their  entirety,  by  matching  certain
letter  patterns  typical  of  English  but  not  of
German,  and  by  adding  some  genre-typical
words may to the lexicon.

6 Evaluation

We evaluated the performance of the normalizer
tool on two chunks of tweets from a random day.
The sample consisted of 5764 tokens containing
4761  words  when  excluding  punctuation,  web
links and @-names. Of these, 6.5% were words
in need of spelling correction and/or other lexical
normalization5 to  support  a  correct  reading6.
Another  2.1%  were  non-name  foreign7 words
also  representing  a  recognition  challenge.  The
system  identified  82.5%  of  the  spelling  errors
and  non-standard  abbreviations,  and  77.6%  of

5 The latter includes e.g. clitic-splitting and recognition of
chat-style  abbreviations  and  interjections,  that  would
otherwise be OOV and/or get a wrong lemma or word class.
6 A further 0.5% of minor errors were ignored, These were
errors  concerning  hyphenation  and  inflection  not  causing
POS changes or lemmatization errors.
7 Counting foreign words occurring in German sentences.
Six separate short sentences (4 English, 2 Spanish) with 5-6
words each, were not included here.

the foreign words as such. 66.8% of the former
(79.9% of  the  recognized  ones)  were  assigned
the  correct  normalization/lemma.  Of  the
unrecognized  spelling  errors,  half  were  OOV,
half  were  real  word  errors,  e.g.  frage  not
recognized  as  the  noun  Frage,  but  rather
accepted  as  a  possible  (but  wrong  in-context)
inflection form of the verb  fragen.  7.2% of all
words  marked  as  spelling  errors  were  false
positives,  mostly  foreign  words  misread  or,
sometimes, miscorrected as German, e.g.  locker
(a  German adjective,  but  in-context  an English
noun)  or  freefall  (read  as  Freifall).  These
numbers translate into F-scores of 87.3 and 77.1
for the identification and correction of spelling
errors, respectively (see Table 1). 

R P F8 ERR9

identification task 82.5 92.8 87.3 77.1
correction task 66.8 91.2 77.1 60.3
foreign word recog. 77.6 85.4 81.3 64.3

Table 1: Recall, precision, F-score (%), ERR

The  ERR score  for  the  correction  task  can  in
principle be compared to results obtained in the
shared task for multilingual lexical normalization
(MultiLexNorm) in the W-NUT workshop 2021
(van der Goot et al., 2021), where only the best
system,  ÚFAL  (Samuel  and  Stracka,  2021),
achieved  a  higher  score  (ERR=66.2)  in  the
intrinsic evaluation.  However,  the data sets are
not  directly  comparable,  and  differences  in
normalization principles and tokenization made
it impossible to perform a true cross-evaluation
within the scope of this paper10.

Recognition  of  foreign  words  worked
reasonably,  but  not  as  well  as  German
normalization,  considering  that  1/3  of  the
recognized foreign words received a wrong POS.
7% of the non-name foreign words were tagged
as proper nouns because they were in upper case.
For foreign words, false positives were triggered
by  lower-case  names  or  by  some  OOV

8 F1-score, defined as 2*recall*precision/(recall+precision)
9 Defined  as  ERR=(CF-FP)/(CF+FN),  with  CF=correctly
found, FN=false negatives, FP=false positives
10 Still, as a first step, a filter program was written to convert
system output into the MultiLexNorm two-column format.
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abbreviations  without  dot,  e.g.  guna  (=  Gute
Nacht 'good night').

7 Conclusions and outlook

We have discussed a method for ameliorating the
high  OOV  rate  in  German  CMC  data  using
automatic spellchecking, morphological analysis
and  letter  pattern  recognition.  The  system  has
been  integrated  with  a  CG  disambiguator  and
parser, and used in the annotation of a 3-billion-
word  Twitter  corpus  with  satisfactory  results.
Based on qualitative error analysis from the test
run, real-word errors should also be addressed, in
particular  where  lower-casing  errors  of  real
German  words  can  be  confused  with  other
German words,  foreign words or abbreviations.
For  this  task,  wider  word  context  should  be
exploited, either statistically and/or through CG
disambiguation of the most likely replacements.

References 
Baumgarten, N.; Bick, E.; Geyer, K.; Iversen D. A.;

Kleene, A.; Lindø, A. V.; Neitsch, J.; Niebuhr, O.;
Nielsen,  R.;  Petersen,  E.  N.  2019.  Towards
Balance  and  Boundaries  in  Public  Discourse:
Expressing  and  Perceiving  Online  Hate  Speech
(XPEROHS).  In:  Mey,  J.,  Holsting,  A.,
Johannessen,  C.  (ed.):  RASK  -  International
Journal of Language and Communication. Vol. 50.,
pp. 87-108. University of Southern Denmark.

Beißwenger, M.; Bartsch, S.; Evert, S.;Würzner,  K.-
M.  2016.  EmpiriST  2015:  A  shared  task  on  the
automatic  linguistic  annotation  of  computer-
mediated communication and web corpora. In: Paul
Cook et al. (ed.): Proceedings of the 10th Web as

Corpus  Workshop  (WAC-X)  and  the  EmpiriST
Shared  Task.  pp.  44-56.  Berlin:  Association  for
Computational Linguistics.

Bick,  E.;  Didriksen,  T.  2015.  CG-3  –  Beyond
Classical Constraint Grammar. In: Beáta Megyesi:
Proceedings  of  NODALIDA  2015,  May  11-13,
2015,  Vilnius,  Lithuania.  pp.  31-39.  Linköping:
LiU Electronic Press. ISBN 978-91-7519-098-3

Neunerdt,  M.,  Trevisan,  B.,Reyer,  M.,  Mathar,  R.
Part-of-Speech  Tagging  for  Social  Media  Texts.
(2013).  Language  Processing  and  Knowledge  in
the Web. pp. 139-150. Springer

Proisl,  T. SoMeWeTa:  A Part-of-Speech Tagger for
German  Social  Media  and  Web  Texts.  In:
Proceedings of ELREC 2018. pp. 665-670

Samuel,  D.  and  Straka,  M.  2021.  ÚFAL  at  Multi-
LexNorm  2021:  Improving  multilingual  lexical
normalization by fine-tuning ByT5. In Proceedings
of the 7th Workshop on Noisy User-generated Text
(W-NUT 2021), Punta Cana, Dominican Republic.
Association for Computational Linguistics.

Sidarenka,  U.,  Scheffler,  T.,  Stede,  M.  Rule-Based
Normalization  of  German  Twitter  Messages.
(2013).  In: Proceedings of the GSCL Workshop:
Verarbeitung und Annotation von Sprachdaten aus
Genres internetbasierter Kommunikation.

van  der  Goot,  R.  et  al.  2021.  MultiLexNorm:  A
Shared  Task  on  Multilingual  Lexical
Normalization.  In:  Proceedings  of  the  Seventh
Workshop on Noisy User-generated Text (W-NUT
2021).  pp.  493–509,  Online.  Association  for
Computational Linguistics.

20



DocSCAN: Unsupervised Text Classification via Learning from Neighbors

Dominik Stammbach
ETH Zurich

dominsta@ethz.ch

Elliott Ash
ETH Zurich

ashe@ethz.ch

Abstract

We introduce DocSCAN, a completely unsu-
pervised text classification approach built on
the Semantic Clustering by Adopting Nearest-
Neighbors algorithm. For each document, we
obtain semantically informative vectors from
a large pre-trained language model. We find
that similar documents have proximate vectors,
so neighbors in the representation space tend
to share topic labels. Our learnable cluster-
ing approach then uses pairs of neighboring
datapoints as a weak learning signal to auto-
matically learn topic assignments. On three
different text classification benchmarks, we im-
prove on various unsupervised baselines by a
large margin.

1 Introduction

”What is this about?” is the starting question in hu-
man and machine reading of text documents. While
this question would invite a variety of answers for
documents in general, there is a large set of corpora
for which each document can be labeled as belong-
ing to a singular category or topic. Text classifica-
tion is the task of automatically mapping texts into
these categories. In the standard supervised setting
(Vapnik, 2000), machine learning algorithms learn
such a mapping from annotated examples. Anno-
tating data is costly, however, and the resulting
annotations are usually domain-specific. Unsuper-
vised methods promise to reduce the number of
labeled examples needed or to dispense with them
altogether.

This paper builds on recent developments in the
domain of unsupervised neighbor-based clustering
of images, the SCAN algorithm: Semantic Cluster-
ing by Adopting Nearest neighbors (Van Gansbeke
et al., 2020). We adapt the algorithm to text classi-
fication and report strong experimental results on
three text classification benchmarks. The intuition
behind SCAN is that images often share the same

label, if their embeddings in some representation
space are close to each other. Thus, we can lever-
age this regularity as a weakly supervised signal
for training models. We encode a datapoint and
its neighbors through a network where the output
of the network is determined by a classification
layer. The model learns that it should assign simi-
lar output probabilities to a datapoint and each of its
neighbors. In the ideal case, model output is consis-
tent and one-hot, i.e. the model confidently assigns
the same label to two neighboring datapoints.

Deep Transformer networks have led to rapid
improvements in text classification and other natu-
ral language processing (NLP) tasks (see e.g. Yang
et al., 2019). We draw from such models to obtain
task-agnostic contextualized language representa-
tions. We use SBERT embeddings (Reimers and
Gurevych, 2019), which have proven performance
in a variety of downstream tasks, such as retrieving
semantically similar documents and text clustering.
We show that in this semantic space, indeed neigh-
boring documents tend to often share the same
class label and we can use this proximity to build
a dataset on which we apply our neighbor-based
clustering objective. We find that training a model
exploiting this regularity works well for text classi-
fication and outperforms a standard unsupervised
baseline by a large margin. All code for DocSCAN
can be found publicly available online.1

2 Related Work

Unsupervised learning methods are ubiquitous in
natural language processing and text classification.
For a more general overview, we refer to surveys
discussing the topic in extensive details (see e.g.
Feldman and Sanger, 2006; Grimmer and Stew-
art, 2013; Aggarwal and Zhai, 2012; Thangaraj

1https://github.com/
dominiksinsaarland/DocSCAN
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and Sivakami, 2018; Li et al., 2021). One com-
mon approach for text classification is to represent
documents as vectors and then apply any clustering
algorithm on the vectors (Aggarwal and Zhai, 2012;
Allahyari et al., 2017). The resulting clusters can be
interpreted as the text classification results. A pop-
ular choice is to use the k-means algorithm which
learns cluster centroids that minimize the within-
cluster sum of squared distances-to-centroids (see
e.g. Jing et al., 2005; Guan et al., 2009; Balaban-
taray et al., 2015; Slamet et al., 2016; Song et al.,
2016; Kwale, 2017). This methodology has also
applications in social science research, where for
example Demszky et al. (2019) classify tweets us-
ing this method. K-means can also be applied in
an iterative manner (Rakib et al., 2020).

There exist more sophisticated methods for gen-
erating weak labels for unsupervised learning for
text classification. However, most of these methods
take into account some sort of domain knowledge
or heuristically generated labels. For example, Rat-
ner et al. (2017) generate a correlation-based ag-
gregate of different labeling functions to generate
proxy labels. Yu et al. (2020) create weak labels via
heuristics, and Meng et al. (2020) use seed words
(most importantly the label name) and infer the
text category assignment from a masked language
modeling task and seed word overlap for each cat-
egory. DocSCAN is not subject to any of these
dependencies. Similarly to k-means, we only need
the number of topics present in a dataset. Hence,
we think it is well suited to be compared against
k-means.

3 Method

In this work, we build on the SCAN algorithm
(Van Gansbeke et al., 2020). It is based on the in-
tuition that a datapoint and its nearest neighbors
in (some reasonable) representation space often
share the same class label. The algorithm con-
sists of three stages: (1) learn representations via a
self-learning task, (2) mine nearest neighbors and
fine-tune a network on the weak signal that two
neighbors share the same label, and (3) confidence-
based self-labeling of the training data (which is
ommitted in this work2).

2The authors use heavily augmented images for the
confidence-based self-labeling step. There is no straightfor-
ward translation of this approach to NLP. Tokens are discrete,
symbolic characters, rather than the continuous quantities con-
tained in pixels. We skip this step and leave exploration to
future work.

Our adaptation DocSCAN to text classification
works as follows. In Step 1, we need a document
embedding method that serves as an analogue to
SCAN’s self-learning task for images. Textual En-
tailment (Dagan et al., 2005) is an interesting pre-
training task yielding transferable knowledge and
generic language representations, as already shown
in (Conneau et al., 2018). Combining this pre-
training task and large Transformer models, e.g.,
(Devlin et al., 2019) has led to SBERT (Reimers
and Gurevych, 2019): A network of BERT mod-
els fine-tuned on the Stanford Natural Language
Inference corpus (Bowman et al., 2015). SBERT
yields embeddings for short documents with proven
performance across domains and for a variety of
tasks, such as semantic search and clustering. For
a given corpus, we apply SBERT and get a 768-
dimensional dense vector for each document.3 We
directly use the pre-trained SBERT model fine-
tuned on top of the MPNet model4 (Song et al.,
2020), which yields the best5 (on average) perform-
ing embeddings for 14 sentence embedding tasks
and 6 semantic search tasks.

Step 2 is the mining of neighbors in the embed-
ding space. We apply Faiss (Johnson et al., 2017)
to get Euclidean distances between all embedded
document vectors. The retrieved neighbors are the
documents having the smallest Euclidean distance
to a reference datapoint.

Figure 1: Accuracy of datapoint/neighbor pairs sharing
the same label for different text classification bench-
marks.

SCAN worked because images with proximate
embeddings tended to share class labels. Is that

3We also experimented with other document representa-
tions. We discuss results in more detail in Appendix B

4The all-mpnet-base-v2 model taken from
https://www.sbert.net/docs/pretrained_
models.html

5”best” embeddings at the time of submission of this work
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the case with text? Figure 1 shows that the answer
is yes: across three text classification benchmarks,
neighboring document pairs do indeed often share
the same label. The fraction of pairs sharing the
same label at k = 1 is above 85% for all datasets
examined. For k = 5, the resulting fraction of cor-
rect pairs (from all mined pairs) is still higher than
75% in all cases. Furthermore, these frequencies
of correct pairs for k = 5 are often higher than the
frequency of correct pairs reported for images in
(Van Gansbeke et al., 2020).

Next, we describe the SCAN loss,

− 1

|D|
∑
x∈D

∑
k∈Nx

log(f(x) · f(k)) + λ
∑
i∈C

pilog(pi)

(1)
which can be broken down as follows. The first

part of Eq. (1) is the consistency loss. Our model
f (parametrized by a neural net) computes a label
for a datapoint x from the dataset D and for each
datapoint k in the set of the mined neighbors from
x in Nx. We then simply compute the dot product
(denoted as ·) between the output distribution (nor-
malized by a softmax function) for our datapoint x
and its neighbor k. This dot product is maximized
if both model outputs are one-hot with all prob-
ability mass on the same entry in the respective
vectors. It is consistent because we want to assign
the same label for a datapoint and all its neighbors.
The second term is an auxiliary loss to obtain regu-
larization via entropy (scaled by a weight λ), such
that the model is encouraged to spread probability
mass across all clusters C where pi denotes the as-
signed probability of cluster i in C by the model.
Without this entropy term, there exists a shortcut by
collapsing all examples into one single cluster. The
entropy term ensures that the distribution of class
labels resulting from applying DocSCAN tends to
be roughly uniform. Thus, it works best for text
classification tasks where the number of examples
per class is balanced as well.

To summarize: We use SBERT and embed ev-
ery datapoint in a given text classification dataset.
We then mine the five nearest neighbors for ev-
ery datapoint. This yields our weakly supervised
training set. We fine-tune networks on neighboring
datapoints using the SCAN loss. At test time, we
compute f(x) for every datapoint x in the test set.
We set the number of outcome classes equal to the
numbers of classes in our considered datasets and
use the hungarian matching algorithm (Kuhn and

Yaw, 1955) to obtain the optimal cluster-to-label
assignment.

4 Experiments

We apply DocSCAN on three widely used but di-
verse text classification benchmarks: The 20News-
Group data (Lang, 1995), the AG’s news corpus
(Zhang et al., 2015), and lastly the DBPedia ontol-
ogy dataset (Lehmann et al., 2015). We provide
further dataset descriptions in Appendix Section A.

The main results are reported in Table 1. For all
experiments, we report the mean accuracy over 10
runs on the test set (with different seeds and the
95% confidence interval). The columns correspond
to the benchmark corpora. The rows correspond to
the models, starting with a random baseline [1], two
k-means baselines [2, 3] and the results obtained
by DocSCAN in [4]. We also report a supervised
learning baseline [5] and results taken from related
literature in [6].

Row [1] provides a sensible lower-bound, row
[5] analogously a supervised upper-bound for text
classification performance. In the random draw [1],
accuracy by construction converges to the average
of the class proportions. The supervised model [5]
is an SVM classifier applied to the same SBERT
embeddings6 which serve as inputs to the k-means
baseline and to DocSCAN. Predictably, the super-
vised baseline obtains strong accuracy on these
benchmark classification tasks.

The industry workhorse for clustering is k-
means, an algorithm for learning cluster centroids
that minimize the within-cluster sum of squared
distances-to-centroids. When applied to TF-IDF-
weighted bag-of-n-grams features [2], k-means im-
proves over the results obtained in [1]. When ap-
plied to SBERT vectors [3], we see large improve-
ments over all previous experiments. These results
suggest that k-means applied to reasonable docu-
ment embeddings already yields satisfactory results
for text classification. Second, they corroborate
what we already saw in Figure 1, that neighbors in
SBERT representation space contain information
about text topic classes.

So what does DocSCAN add? We fine-tune a
classification layer using the SBERT embeddings
with the SCAN objective (Eq. 1) and k = 5 neigh-
bors. We observe unambiguous and significant im-
provements over the already strong k-means base-

6We also trained the SVM classifier with TF-IDF represen-
tations and obtained similar results for all experiments.
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Experiment 20 News AG news DBPedia

[1] Random Baseline 7.0 ±0.0 26.1 ±0.3 7.7 ±0.0

[2] TF-IDF + k-means 32.6 ±1.1 49.5 ±6.3 47.6 ±3.0

[3] SBERT embeddings + k-means 54.2 ±1.6 69.2 ±7.3 76.9 ±4.3

[4] DocSCAN 59.4 ±1.9 84.1 ±2.6 84.6 ±3.8

[5] SBERT embeddings + SVM 82.7 92.1 98.7

6] Related Literature 58.2 84.52 ±0.50 91.1

Table 1: Test-set accuracy by benchmark dataset (columns) and classifier (rows). Cell values give the mean over 10
runs with 95% confidence interval. Note that the results reported from the related literature in the last row might not
be directly comparable to our method due to different experimental setups. The 20 News results are taken from
(Chu et al., 2021), the AG news results from (Rakib et al., 2020), and the DBPedia results from (Meng et al., 2020).

line in all three datasets (as we can judge from the
95% confidence intervals). The smallest improve-
ments (over 5% points) are made on the 20 News
dataset, containing 20 classes. The largest im-
provement gains are observed for AG news with 4
classes, suggesting that DocSCAN above all works
best for text classification tasks with a lower num-
ber of classes. Surprisingly, we do not find that
the improvements correlate with the accuracy of
neighboring pairs sharing the same label (see Fig-
ure 1), but rather with the numbers of classes in
the dataset (see Table 2). In the case of the AG
news data with only a few different classes, we find
that DocSCAN approaches the performance of a
supervised baseline using the same input features.

Finally, in [6] we show results from related lit-
erature on unsupervised text classification. We
find that DocSCAN performs comparable to other
completely unsupervised methods. We find that
DocSCAN obtains the best results for the 20 News
dataset, comparable results in the case of AG news
data and slightly worse results than the related liter-
ature on the DBPedia data. However, we note that
DocSCAN is a simple method consisting of only
hidden dim∗num classes parameters, that is ex-
actly one classification layer which is fine-tuned
in a completely unsupervised manner using the
SCAN loss. Whereas the results for DBPedia from
(Meng et al., 2020) are obtained by fine-tuning
whole language models using domain knowledge
(seed words).

We show and discuss ablation experiments for
DocSCAN in Appendix B. Specifically, we con-
duct experiments regarding the various hyper-
parameters of the algorithm and find that it is robust
to such choices. Furthermore, we find that Doc-
SCAN outperforms a k-means baseline over differ-
ent input features in all settings. Given the findings

derived from these experiments, we recommend
default hyperparameters for applying DocSCAN.

5 Conclusion

In this work, we introduced DocSCAN for unsu-
pervised text classification. Analogous to the rec-
ognizable object content of images, we find that
a document and its close neighbors in embedding
space often share the same class in terms of the top-
ical content. We show that this consistency can be
used as a weak signal for fine-tuning text classifier
models in an unsupervised fashion. We start with
SBERT embeddings and fine-tune DocSCAN on
three text classification benchmarks. We outper-
form a random baseline and two k-means baselines
by a large margin. We discuss the influence of
hyper-parameters and input features for DocSCAN
and recommend default parameters which we have
observed to work well across our main results.

As with images, unsupervised learning with
SCAN can be used for text classification. How-
ever, the method may not work as generically, and
should for example be limited to text classification
in cases of balanced datasets (given that we use an
entropy loss as an auxiliary objective). Still, this
work points to the promise of further exploration of
unsupervised methods using embedding geometry.
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A Dataset Statistics

Dataset # Examples # Classes Avg. Length Example
20News 11’314 20 248 [...] I Have a Sound Blaster ver 1.5 When I try to install driver

ver 1.5 (driver that comes with window 3.1) [...]
AG’s Corpus 120’000 4 31 Wall St. Bears Claw Back Into the Black (Reuters) Reuters -

Short-sellers, Wall Street’s dwindling band of ultra-cynics, are
seeing green again.

DBPedia 560’000 14 46 Abbott of Farnham E D Abbott Limited was a British coachbuild-
ing business based in Farnham Surrey trading under that name
from 1929. A major part of their output was under sub-contract
to motor vehicle manufacturers. Their business closed in 1972.

Table 2: Dataset Statistics

We apply DocSCAN to three diverse datasets widely used in unsupervised text classification: (1) The
20NewsGroup data contains text from UseNet discussion groups (20 classes). (2) The AG’s news corpus
(Zhang et al., 2015), which consists of the title and description field of news articles (4 classes). And lastly
the DBPedia ontology dataset (Lehmann et al., 2015) which includes titles and abstracts of Wikipedia
articles (14 classes).

In Table 2, we show the numbers of training examples, number of classes, the average document length
and one text example from each dataset. We selected these datasets because they are established standard
datasets for unsupervised text classification. The three datasets vary in domain, number of classes, and
text lengths. But they have all in common that the number of examples per class are roughly balanced,
hence DocSCAN is well suited to tackle these datasets.

B Ablation Experiments

In Table 3, we report how DocSCAN performs under various different hyper-parameters which possibly
could affect the performance of the algorithm. In the two last columns, we report the mean accuracy of
10 runs (and the 95% confidence interval) on the AG news and DBPedia training datasets. As common
practice in unsupervised learning, we cluster the dataset and then report evaluation metrics on the training
set itself (whereas in the main results, we discuss the performance on the test sets of the respective
datasets).

We investigate the number of neighbors considered (A), the weight of the entropy loss (B), batch sizes
(C), dropout (D) and number of epochs (E). To optimize the SCAN loss, we use Adam (Kingma and
Ba, 2014) with default parameters in all experiments. DocSCAN runs somewhat stable across different
choices of these hyperparameters, yielding similar results which all outperform the k-means baseline by
a large margin. The two worst performances are achieved if we either set the entropy weight too low
(λ = 1) or do not consider enough neighboring pairs (k = 2). The influence of all other hyperparameters
seems limited. We recommend using the default parameters reported in the first row. The main results in
Table 1 were obtained using this set of hyperparameters.

We also investigate whether the success of DocSCAN for text classification stems from the chosen
document embeddings. For this, we consider a number of different input features for the algorithm and
run DocSCAN with these features, holding everything else constant. We show results in Table 4. We
report the mean performance of 10 runs and the 95% confidence interval on the AG news training set.

We run several document embedding techniques, starting with the TF-IDF-weighted bag-of-n-grams
(Baeza-Yates and Ribeiro-Neto, 1999). Second, we consider the averaged GloVe embeddings of all
words in a document (Pennington et al., 2014), Universal Sentence Encoder (USE) embeddings (Cer
et al., 2018) and lastly the performance of DocSCAN using SBERT embeddings (Reimers and Gurevych,
2019). We observe again that DocSCAN performs better than k-means in every setting. However, the
performance gap for different features varies. For example, we observe best k-means performance using
USE embeddings, whereas the best DocSCAN performance is achieved via SBERT embeddings. Also,
TF-IDF + k-means yields rather mixed results, whereas TF-IDF + DocSCAN performs more than 20%
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Neighbors Entropy Weight Batch Size Dropout Epochs Accuracy AG news Accuracy DBPedia

DocSCAN 5 2 128 0.1 5 83.2 ±3.8 85.8 ±3.5

(A)

2 77.5 ±6.7 83.1 ±5.1

3 78.4 ±5.5 85.3 ±3.0

10 82.4 ±5.6 86.1 ±3.5

(B)
1 75.8 ±5.3 80.3 ±2.8

4 80.4 ±3.5 86.7 ±2.8

(C)
64 82.4 ±5.0 87.5 ±4.2

256 81.3 ±4.3 84.6 ±4.1

(D)
0 81.9 ±3.7 86.1 ±4.4

0.33 80.3 ±3.9 86.8 ±2.6

(E)
3 79.4 ±5.3 84.2 ±4.4

10 81.5 ±3.4 84.7 ±3.7

k-means 66.2 ±8.2 77.1 ±4.9

Table 3: Ablation Studies for DocSCAN Hyper-parameters (results reported on the AG news and DBPedia training
set, cell values give the mean over 10 runs with 95% confidence interval).

points better. In light of these results, we recommend to use SBERT embeddings if considering applying
DocSCAN to other work.

Features k-means DocSCAN

TF-IDF 53.9 ±4.1 76.8 ±4.3

avg. GloVe 55.4 ±3.6 59.3 ±0.3

USE Embeddings 74.4 ±8.3 79.1 ±8.6

SBERT 66.2 ±8.2 83.2 ±3.8

Table 4: Ablation Studies for Different Input Features (results reported on the AG news training set, cell values give
the mean over 10 runs with 95% confidence interval).

28



Modelling Cultural and Socio-Economic Dimensions of
Political Bias in German Tweets

Aishwarya Anegundi1 and Konstantin Schulz1 and Christian Rauh2 and Georg Rehm1

1 Deutsches Forschungszentrum für Künstliche Intelligenz GmbH (DFKI), Berlin, Germany
aishwarya.anegundi@dfki.de, konstantin.schulz@dfki.de, georg.rehm@dfki.de
2 Wissenschaftszentrum Berlin für Sozialforschung (WZB), Berlin, Germany

christian.rauh@wzb.eu

Abstract

We introduce a new bi-dimensional classifica-
tion scheme for political bias. In particular, we
collaborate with political scientists and iden-
tify two important aspects: cultural and socio-
economic positions. Using a dataset of tweets
by German politicians, we show that the new
scheme draws more distinctive boundaries that
are easier to model for machine learning clas-
sifiers (F1 scores: 0.92 and 0.86), compared
to one-dimensional approaches. We investi-
gate the validity by applying the new classi-
fiers to the whole dataset, including previously
unseen data from other parties. Additional ex-
periments highlight the importance of dataset
size and balance, as well as the superior per-
formance of transformer language models as
opposed to older methods. Finally, an exten-
sive error analysis confirms our hypothesis that
lexical overlap, in combination with high atten-
tion values, is a reliable empirical predictor of
misclassification for political bias.

1 Introduction

Political radicalization is linked to a society’s sense
of insecurity (Bartoszewicz, 2016). Such a feel-
ing may arise especially in times of crisis, such
as financial crashes, large migration movements,
or pandemics. In this setting, citizens’ trust in a
country’s government or into the political system
more generally can decline quickly (Easton, 1975;
Dostal, 2015), leading to further radicalization.

The effects of such a development are visible
not only in terms of elections (Funke et al., 2016;
Recuero et al., 2020) and media coverage (Bender
et al., 2021), but also in general public political
discourse and corresponding language use: Politi-
cally biased texts tend to exhibit a wording that is
different from their neutral counterparts (Krestel
et al., 2012; Fairbanks et al., 2018). At times, this
lexical deviation is hard to detect because the texts

are positioned in seemingly neutral environments
like technological or scientific sections of a news-
paper (Kang and Yang, 2022). Furthermore, there
are additional factors beyond wording: The filter-
ing and selection of information to be presented
in a given spot is a bias in its own right, but can
directly affect or reflect political discourse: Pre-
senting quotes by famous hyperpartisan politicians
often serves as a subtle disguise for an author’s own
political motives (Fan et al., 2019). Besides, the
media coverage of political parties or crime-related
ethnical aspects is indicative of the current govern-
ment, the popularity of specific parties (Lazaridou
and Krestel, 2016) and the trust in the executive’s
impartiality (Pfeiffer et al., 2018).

By training language models on such tenden-
tious texts, we tend to reproduce and spread their
bias (Bender et al., 2021), even if the resulting mod-
els are used in rather neutral contexts (Liu et al.,
2021). Since political bias (PB) is closely related to
credibility (Su et al., 2020; Vargas et al., 2020; Ak-
senov et al., 2021; DeVerna et al., 2021; Saltz et al.,
2021) and trustworthiness (Viviani and Pasi, 2017),
such language models will suffer from reduced
acceptance and utility unless we can reasonably
detect and decrease their bias. The same applies
to traditional media content: There is no way to
holistically analyze media credibility without con-
sidering the PB of respective outlets. Thus, we
make the following contributions:

• We introduce a new classification scheme for
PB adapted to recent insights of political sci-
ence.

• Using the Polly corpus (De Smedt and Jaki,
2018), a dataset of German tweets, we train
and evaluate transformer-based classifiers
with our new scheme. Polly corpus does not
provide the labels with respect to political di-
mension; instead provides a political party
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label. Although there are large annotated
datasets incorporating fine-grained schemes
for parliament speeches and interviews (Blätte
and Blessing, 2018; Rauh and Schwalbach,
2020), there are none for social media such
as Twitter. Hence we use party affiliations
as a proxy for the dimensions. We represent
the extremes of cultural dimension with polit-
ical parties Grüne and AfD and the extremes
of socio-economic dimension with Die Linke
and FDP.

• Using the classifiers, we test four hypotheses:

1. The current one-dimensional schemes
are overly simplistic models of PB. Inte-
grating socio-economic and cultural di-
mensions of political conflict is more ef-
fective for classifying PB.

2. Adding more data and balancing the
dataset leads to better PB classification
results.

3. Misclassified texts often exhibit lexical
overlap with the opposing end of the re-
spective dimension.

4. In misclassified texts, words from the
opposing end of the respective dimen-
sion receive high attention from the trans-
former model.

We make our source code1 and models2 publicly
available. In the following, we describe our con-
ceptual model of PB, the annotations in the dataset
and the architecture of our classifiers, as well as
their training and the corresponding evaluation.

2 Related Work

Previous machine learning approaches to PB detec-
tion have mostly conceptualized it as binary text
classification: Given an input text, the algorithm
assigns a label indicating the presence or absence
of PB. Similarly, the binary choice can also be used
to model the direction of bias on continuous scales
(Iyyer et al., 2014; Fairbanks et al., 2018; Liu et al.,
2021), moving the desired outputs closer to semi-
nal applications of text-based ideological scaling
in the political sciences (Laver et al., 2003; Slapin
and Proksch, 2008; Rheault and Cochrane, 2020;
Sältzer, 2022).

1https://github.com/konstantinschulz/
political-bias-classification

2https://live.european-language-grid.eu/catalogue/
tool-service/18689

As in many cases of language modeling, binary
decisions are easy to set up and learn. On the
downside, they do not properly reflect all nuances
of complex concepts like PB. That is why some
approaches use more fine-grained classification
schemes: They extend the left-right spectrum to
incorporate more intermediate positions (Aksenov
et al., 2021) or reuse datasets that originally pro-
ceeded this way (Fairbanks et al., 2018). Such
advanced schemes may be more accurate than the
simple binary models, but are also harder to an-
notate. In cases where this kind of data does not
yet exist, many researchers fall back to using other
documented phenomena as proxies for PB: Pref-
erence of specific political parties (Krestel et al.,
2012; Kang and Yang, 2022), membership in such
parties (Iyyer et al., 2014) and social interactions of
the authors on Twitter (Li and Goldwasser, 2019)
are prominent examples in that regard.

All in all, existing computational approaches
to PB detection are still mostly one-dimensional,
thereby reducing the political conflict to a single
‘left-right’ dimension. In political science, however,
there is a growing agreement that political con-
flict is at least two-dimensional. The conventional
left-right dimension comprising of socio-economic
preferences regarding the relative power of markets
and the state is increasingly complemented by a
separate ‘cultural’ dimension of political conflict
(Hooghe et al., 2002; Kriesi et al., 2008; Bornschier,
2010; Zürn and de Wilde, 2016; Lengfeld and Dil-
ger, 2018). This dimension captures disagreements
on culturally ‘liberal’ versus ‘conservative’ value
orientations, compounding political stances on the
openness of borders, migration, minority protec-
tion, environmentalism, or gender and sexuality
questions. This two-dimensional structure has been
shown to map onto political competition among
partisan elites (Kriesi et al., 2008) and is also re-
flected in attitudes and vote intentions of citizens
(Lucassen and Lubbers, 2012; Lengfeld and Dilger,
2018; Norris and Inglehart, 2019).

3 Methodology

This section discusses our conceptual model of PB,
and different ways of classifying PB, followed by
methods used to explain cases of misclassification.

Conceptual Model: To provide a more sophisti-
cated model of PB, we follow recent insights from
the field of political science and abandon the overly
simple one-dimensional perspective. Instead, we
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use a two-dimensional approach aimed at captur-
ing both socio-economic and cultural conflict lines.
Unfortunately, to our knowledge, there is no dataset
of German texts with readily available aggregate
annotations on these two dimensions. Therefore,
we use party affiliation as a proxy for the two di-
mensions. The intuition is that certain political
parties in Germany represent the extremes on each
of the two separate dimensions. This assumption is
consistent with extant party-classification schemes
in the political sciences (Polk and Rovny, 2017;
Volkens et al., 2021) and is a common makeshift
solution in PB classification suffering from annota-
tion scarcity.

Domain and Register: We build on previous
work analyzing social media because this forum of
public discourse is known to be associated with PB
(Badjatiya et al., 2019; Li and Goldwasser, 2019;
Recuero et al., 2020) and corresponding disinfor-
mation (Gallotti et al., 2020; Keller et al., 2020;
Sharma et al., 2020; Zhou et al., 2020; DeVerna
et al., 2021; Mattern et al., 2021; Weinzierl and
Harabagiu, 2021). This decision has important con-
sequences for our trained classifiers: They will be
well-adjusted to the short, rather colloquial texts
on social media, but may fail when confronted
with more formal registers and longer texts. The
key challenge here is domain divergence (Kashyap
et al., 2021), which we cannot reliably address with-
out having access to multiple comparable datasets.
Considering the political science work on corre-
spondences between social media communication
and parliamentary behavior of politicians (Silva
and Proksch, 2021; Sältzer, 2022), one step into
this direction would be the application of our classi-
fiers to German parliamentary speeches (similar to
the approach by Krestel et al., 2012). In that case,
the domain would still be political, but the register
drastically differs. We plan to evaluate this setup
in future studies.

Classification: As a baseline, we chose to encode
the tweets using FastText embeddings (Bojanowski
et al., 2017) and train traditional machine learning
(ML) models. FastText embeddings are learned
with a method built on top of the continuous skip-
gram model (Mikolov et al., 2013) overcoming the
limitation of assigning a different vector for every
word of the vocabulary by considering sub-word
information. Hence, FastText embeddings perform
better for morphologically rich languages like Ger-

man and are suitable for our classification problem.
We obtain the FastText embeddings for each word
in the tweet, average them and feed them into ML
models. We train different classifiers based on Ran-
dom Forests (Breiman, 2001), Logistic Regression
(Cox, 1958), Multi-Layer Perceptrons (MLP, Ram-
choun et al., 2016), and Support Vector Machines
(SVM, Cortes and Vapnik, 1995) with a linear ker-
nel. Random Forest is an ensemble classification
algorithm whose output is based on predictions of
several decision trees constructed at training time.
The Logistic Regression algorithm classifies a data
point by computing log-odds on the linear combi-
nation of independent variables. MLP is a simple
feed-forward neural network trained with backprop-
agation. SVMs construct a hyperplane in a high-
dimensional space separating the two classes. The
location of the data points on either side of the
hyperplane determines their class.

FastText embeddings only incorporate distribu-
tional semantic relations between words but fail to
consider the context of a word in a sentence, such
as word order. We use transfer learning from pre-
trained language models such as GBERT (Chan
et al., 2020) to overcome this limitation. We chose
GBERT-base model for our classification task due
to the limited amount of data. GBERT has the same
architecture as BERT (Devlin et al., 2019), but it
is pre-trained on a large German corpus and has
achieved impressive performance on various nat-
ural language processing tasks. The architecture
of BERT is based on the multi-layer bidirectional
transformer encoder with a multi-head attention
mechanism (Vaswani et al., 2017). The base ver-
sion consists of 12 layers, a hidden size of 768, and
12 attention heads, making up 110M parameters.

Error Analysis: For the error analysis, we are
mainly interested to find out how well the model
can learn the data distribution. Hence, we analyze
attention scores (hypothesis 4) as an approxima-
tion of token importance (Wiegreffe and Pinter,
2019; Tutek and Šnajder, 2020), in combination
with association scores (hypothesis 3) derived from
the dataset. To identify the most important words
associated with a particular class, we use a cus-
tom word importance WI metric which includes
Pointwise Mutual Information (PMI) and Term Fre-
quency–Inverse Document Frequency (TF-IDF),
weighted by relative word frequency. Both mea-
sures have been shown to be useful approximations
of association strength (Bouma, 2009; Krestel et al.,
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2012; Fan et al., 2019). The distance between as-
sociation scores for different classes gives higher
scores to the words frequent in one class and in-
frequent in the opposite class. Normalizing by
relative word frequency helps us avoid high scores
for words with rare occurrences. The formula is

WI(c, w) = (α(c, w)− α(ĉ, w)) · f(c, w) (1)

where ĉ is the opposing class, α is either PMI or
TF-IDF and f(c, w) is the relative frequency of w
within class c. We create two vocabularies for each
class consisting of important words, one identified
with the WI metric using PMI as α (PMI vocab-
ulary) and the other using TF-IDF as α (TF-IDF
vocabulary). Furthermore, we compute attention
scores for each word in the tweet, summing up
the attention scores for all sub-tokens forming the
word. We average the attention score over all the
attention heads across all the layers.

To verify hypothesis 3, we analyze the percent-
age of confusing words in each tweet. A word is
confusing if WI(c, w)−WI(ĉ, w) is positive, indi-
cating that the word is more important in the oppo-
site end of the dimension. We analyze the amount
of tweets above a certain threshold percentage of
confusing words and examine how this number
changes for varying minima. We compare the ratio
of wrong and correct predictions for each thresh-
old to confirm the hypothesis. Further, to verify
the hypothesis 4, we rank the confusing words ac-
cording to the magnitude of WI(c, w)−WI(ĉ, w)
and check if the topmost confusing words receive
the highest attention from the model. Again, we
compare the ratio of false and correct predictions
to confirm the hypothesis. We repeat the process
for the vocabularies in both dimensions.

4 Experiments

Dataset: We trained our classification models
on a subset of the Polly corpus (De Smedt and
Jaki, 2018). The corpus focuses on the 2017 Ger-
man Federal Election and consists of 125K tweets
collected from August 2017 to December 2017.
It comprises seven subgroups denoting tweets by
fans, by politicians, about politicians, containing
the phrase ist ein (“is a”), hate speech, emojis, and
random tweets. In our study, we used the subset
containing tweets by politicians also denoted as
“By-Party” currently in their Google Sheet3. Each

3https://docs.google.com/spreadsheets/d/
1c5peNMjt24U0FcEMSj8gD_JjzumqXTWbPWa_yb2nNt0/
edit. URLs were all last accessed on 2022-06-09.

tweet in the By-Party subset also provides metadata
such as likes, timestamps, names of the politicians,
and their associated political parties. The By-Party
subset has about 14.2K tweets from seven different
parties: CDU, CSU, SPD, Die Linke, Die Grünen,
FDP, and AfD. With respect to gender, it contains
tweets from 13 female and 22 male politicians se-
lected based on their popularity.

Following extant party-classification schemes
in the political sciences (Polk and Rovny, 2017;
Volkens et al., 2021) we exploit the following party
labels. For the dimension capturing conflict be-
tween culturally liberal and conservative stances,
we consider tweets from Die Grünen (the rather cos-
mopolitan German Green party) and the Alternative
für Deutschland (AfD, a populist far-right party) as
representations of the most extreme stances. We
anchor the socio-economic left-right dimension on
tweets from Die Linke (a far-left party) and the
FDP (taking market-liberal stances). This results
in about 4.5K tweets for each dimension. The data
distribution for the socio-economic dimension is
1.96k tweets for Die Linke and 2.52k tweets for
FDP (Die Linke = 43.82%, FDP = 56.7%). Sim-
ilarly, the distribution for the cultural dimension
is 2.16k tweets for Die Grünen and 2.4k tweets
for AfD (Die Grünen = 47.33%, AfD = 52.66%).
Given the limited data points, we split the collec-
tion of tweets into train and test data at a 90:10
ratio. We then preprocess the tweets to remove
mentions, URLs and the retweet string “RT @men-
tion”. While we retain the emoticons for the classi-
fication using the BERT model, we remove them
for the FastText embeddings because FastText does
not contain meaningful embeddings for them. We
always downsample the majority class to achieve
class balancing before training the model.

Baseline Model: For our classification task, we
download the 300-dimensional pre-trained vectors
for the German language4, provided by Facebook5

to initialize the FastText model using the Gensim li-
brary6. We normalize and tokenize the tweets using
the ICU-Tokenizer7. To obtain the final embedding,
we average the FastText word embeddings of each
token in the tweet. The resulting vectors are used to
train the ML classifiers with the scikit-learn library.

4https://dl.fbaipublicfiles.com/fasttext/vectors-wiki/wiki.
de.zip

5https://fasttext.cc/docs/en/pretrained-vectors.html
6https://radimrehurek.com/gensim/models/fasttext.html
7https://github.com/mingruimingrui/ICU-tokenizer
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The Random Forest classifier is trained with the
Gini criterion with 100 trees as estimators. The
MLP classifier comprises 12 layers and is trained
with the Adam optimizer, ReLU activation and
early stopping. We use a linear kernel for the SVM
classifier and Stochastic Average Gradient solver
for the Logistic Regression.

GBERT Model: We fine-tune the GBERT-base
model on the Polly By-Party subcorpus using the
HuggingFace transformers library8. Before fine-
tuning, we tokenize the tweets using the AutoTo-
kenizer for GBERT from the same library. The
GBERT model encodes the tweets, and these encod-
ings are fed into an output feed-forward network,
followed by a softmax layer. This is achieved by us-
ing the AutoModelForSequenceClassification class
from the transformers library. We train the model
with the AdamW optimizer, with a learning rate of
5e-5 and a batch size of 8 for five epochs.

5 Results

Classification: Tables 1 and 2 show the accuracy,
micro-averaged precision, recall and F1 scores
for different classification models over cultural
and socio-economic dimensions. We use micro-
averaging for the evaluation to be consistent with
our additional experiments on class imbalance (see
below). GBERT-base performs best for both dimen-
sions, although the performance is much higher for
the cultural dimension with 92% accuracy than
for the socio-economic dimension with 86%. The
better performance of GBERT in comparison to
ML algorithms can be explained by the fact that
GBERT has been pre-trained on large German text
corpora. Besides, it takes into consideration the
context of a word in both directions. Its large num-
ber of parameters enables it to model a complex
underlying function. All the ML algorithms per-
form the same, more or less, and the varying model
sizes can explain the slight differences. In contrast,
the GBERT model trained on a traditional left-right
dimension with Die Linke on the left end and AfD
on the right end of the spectrum as proxies has an
accuracy of 87.02% (micro F1 = 86.4%). Hence,
deviating from the traditional one-dimensional ap-
proach leads to higher classification performance,
supporting our hypothesis 1.

Table 3 shows the results of the GBERT model
trained with reduced data for balanced and unbal-

8https://huggingface.co/bert-base-german-cased

anced scenarios. For both dimensions, the model’s
performance reduces when trained with half the
data, supporting hypothesis 2. We can see that the
majority class (FDP) is easier to classify for the
socio-economic dimension. Hence, the accuracy
drops after balancing. Meanwhile, for the cultural
dimension, both classes are equally hard to classify,
and increasing the relative importance of the mi-
nority class (Die Grünen) through balancing leads
to a slight increase of overall accuracy. We hy-
pothesize that, after the balancing intervention, the
model uses a larger share of its weights and bi-
ases to model the (former) minority class, which
increases the performance for that class.

Application: We apply the two trained classifiers
to the whole dataset (see Figure 1). Each tweet
gets a cultural and a socio-economic score. The
score for a specific party is the average of all its
associated tweets. We observe that, as expected,
the four proxy parties (AfD, FDP, Die Grünen, Die
Linke) are close to the respective extreme of the
dimension that they represent. Interestingly, these
proxy parties form two pairs: The distance from
the Left to the Green party is smaller than to the
liberal or conservative party. The same goes for
the liberal party, which has a small distance to the
conservative party, as opposed to the Left or Green.
Finally, we note that most parties are situated in
the lower left quadrant (open, socialist), while the
remaining two occupy outlier places (liberal and/or
conservative). This could be an indication of politi-
cal isolation. However, the dataset is a sample of
just a few dozen politicians with a moderate bias
regarding the distribution of gender, and possibly
age or other important factors. Thus, our results

Figure 1: Cultural and Socio-economic Scores of Ger-
man Political Parties
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are not necessarily representative of each party as a
whole. Instead, they can serve as general tendency
that needs to be investigated more thoroughly in
future studies.

TF-IDF Vocabulary: Figures 2 and 3 show the
percentage of tweets consisting of a minimum num-
ber of confusing words (threshold) for the TF-IDF
vocabulary. For the cultural dimension (Figure 2),
we can infer that, on average, 10.6% more tweets
meeting the threshold are misclassified, compared
to the correct predictions. Although not consistent
over all the thresholds, we see similar behavior
(Figure 3) for the socio-economic dimension, be-
tween the 10% and 35% thresholds, with 1.3%
more tweets meeting the threshold and being mis-
classified, compared to the correct predictions on
average. Furthermore, misclassified tweets make
up a larger share of the dataset (+19.3%) compared
to the correctly classified ones, with at least one
confusing word receiving the highest attention for
the cultural dimension (Figure 4). We see a differ-
ent behavior when we consider only a few of the
top confusing words up to a minimum of 30%, after
which the trend reverses. The same trend emerges
for the socio-economic dimension (see Appendix
A) when we consider at least the top 25% of con-
fusing words. The behavior is not as strong as in
the cultural dimension, with only 2% of wrong pre-
dictions consisting of a confusing word receiving
highest attention in comparison to 1.5% for the
correct predictions. Some lexical examples of com-
monly confused words in a TF-IDF vocabulary are
as in Table 6.
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Figure 2: Percentage of wrong predictions and correct
predictions for varying thresholds of confusing words
computed using the TF-IDF vocabulary for the cultural
dimension.

PMI Vocabulary: Analogous to our analysis us-
ing TF-IDF, we also observe the variation in the
percentage of wrong and correct predictions for the
PMI vocabulary. For the cultural dimension (Ap-

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95

Threshold: Percentage of confusing words

0
10

20
30

40
Pe

rc
en

ta
ge

 o
f t

we
et

s correct prediction
wrong prediction

Figure 3: Percentage of wrong predictions and correct
predictions for varying thresholds of confusing words
computed using the TF-IDF vocabulary for the socio-
economic dimension.
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Figure 4: Percentage of tweets consisting of a confusing
word receiving the highest attention from the model for
the cultural dimension with the TF-IDF vocabulary.

pendix A), at any given threshold, the percentage of
misclassified tweets meeting the threshold exceeds
the correctly classified tweets by 11.6% on average.
For the socio-economic dimension, we observe the
same trend up to the 28% threshold, with wrong
predictions meeting the threshold exceeding the
correct predictions by 5.31% on average. Also, sim-
ilar to the TF-IDF vocabulary, on average, 12.7%
more misclassified tweets than correct ones in the
cultural dimension includes at least one confusing
word that receives the highest attention (Figure 5).
We observed the same trend when considering only
a few of the top confusing words. The behavior is
not so evident for the socio-economic dimension,
with wrong predictions constituting only 2% more
than correct predictions on average. The trend re-
verses when we consider more than 55% of the
top confusing words (Appendix A). For lexical ex-
amples of commonly confused words in a PMI
vocabulary see Table 6.

For both TF-IDF vocabulary and PMI vocabu-
lary, hypothesis 3 holds for the cultural dimension
over all the thresholds. In contrast, hypothesis 4 is
confirmed with a larger margin for the PMI vocabu-
lary compared to the TF-IDF vocabulary (Figures 4
and 5). For the socio-economic dimension, hy-
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Model Accuracy Precision Recall F1
GBERT-base 0.92 0.93 0.92 0.92

Logistic Regression 0.80 0.81 0.80 0.80
SVM 0.83 0.83 0.83 0.83

Random Forests 0.81 0.81 0.81 0.81
MLP 0.82 0.82 0.82 0.82

Table 1: Comparative evaluation of classification: GBERT-base with ML classifiers for the cultural dimension (Die
Grünen vs. AfD) on Polly test data.

Model Accuracy Precision Recall F1
GBERT-base 0.86 0.89 0.83 0.86

Logistic Regression 0.68 0.68 0.68 0.67
SVM 0.71 0.71 0.71 0.71

Random Forests 0.73 0.73 0.73 0.73
MLP 0.70 0.70 0.70 0.69

Table 2: Comparative evaluation of classification: GBERT-base with ML classifiers for the socio-economic
dimension (Die Linke vs. FDP) on Polly test data.
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Figure 5: Percentage of tweets consisting of a confusing
word receiving the highest attention from the model for
the cultural dimension with the PMI vocabulary.

pothesis 3 holds over a specific range of thresholds
only, although the distinction is more explicit in
the PMI vocabulary than in the TF-IDF vocabulary.
Similarly, the PMI vocabulary shows a clearer dif-
ference between wrong and correct predictions for
hypothesis 4 than the TF-IDF vocabulary. Further-
more, hypothesis 4 holds when we consider more
confusing words for the TF-IDF vocabulary in con-
trast to fewer confusing words in the case of the
PMI vocabulary for the socio-economic dimension
(Appendix A).

6 Conclusions

We have shown that PB can be reliably analyzed
in two dimensions. In particular, we follow recent
insights from political science and abandon one-
dimensional scales like ‘left vs. right’. Instead,
we use separate dimensions for cultural and socio-
economic conflict lines to model different aspects

of PB. Due to a lack of appropriately annotated
datasets for this new scheme, we use party affilia-
tion as a proxy for the dimensions: The German
political parties Grüne and AfD represent differ-
ent extremes of the cultural dimension, while Die
Linke and FDP span up the socio-economic con-
flict line. We use GBERT to train separate binary
classifiers for tweets by each of those parties’ mem-
bers, showing that the cultural distinction is easier
to model in our setup. In both cases, the deep learn-
ing approach is superior to other ML baselines like
SVM or Random Forests.

We conduct additional experiments to explain
classification errors. The classifiers struggle when
many words from the opposing political spectrum
are used and receive high attention by the trans-
former model. This is particularly true for the cul-
tural dimension, but only partially for the socio-
economic cleavage. We hypothesize that, in the
latter case, the language use of the different parties
is more similar to each other, blurring the lexical
boundaries and thus reducing the risk of classifica-
tion errors based solely on the presence of specific
words. This may be related to a long-standing polit-
ical science debate on position- vs. salience-based
party competition (Dolezal et al., 2014): in the
former perspective, parties compete with different
stances on the same topics, which would mean that
they share a high number of words. In the latter per-
spective, parties compete by emphasizing different
topics, which should be related to greater lexical
diversity across tweets from different parties.
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Dimension Data Distribution (%) F1 Accuracy
socio-economic Die Linke FDP Die Linke FDP

unbalanced 43.82 56.7 0.825 0.861 0.845
balanced 50 50 0.841 0.833 0.837

cultural Die Grünen AfD Die Grünen AfD
unbalanced 47.33 52.66 0.884 0.894 0.889

balanced 50 50 0.898 0.897 0.897

Table 3: Evaluation of the GBERT model trained on only half of the Polly train data. For each dimension, we see
the model’s performance in balanced and unbalanced setups indicated by per-class F1 score and overall accuracy.
The two classes for each dimension are the two extremes of the dimension represented by political parties.

In terms of future work, we plan to evaluate our
classifiers on other datasets of political language,
such as extant collections of German parliamen-
tary speeches (Blätte and Blessing, 2018; Rauh
and Schwalbach, 2020). Besides, we need to em-
pirically explore possible reasons for the different
classification performance in our two dimensions.
Furthermore, creating new annotations specifically
for our proposed model of PB would enable re-
searchers to train classifiers with a higher con-
struct validity. Finally, while our bi-dimensional
scheme for PB detection is better than the single-
dimensional scheme, exploring other dimensions
is worthwhile following new political science re-
search.
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A Detailed Results

In this section, we provide additional plots and
information that further strengthen the discussions
provided in the main paper.

A.1 Error Analysis
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Figure 6: Percentage of tweets consisting of a confusing
word receiving the highest attention from the model for
the socio-economic dimension with the TF-IDF vocabu-
lary.
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Figure 7: Percentage of wrong predictions and correct
predictions with varying thresholds of confusing words
computed using the PMI vocabulary for the cultural
dimension.
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Figure 8: Percentage of wrong predictions and cor-
rect predictions with varying thresholds of confusing
words computed using the PMI vocabulary for the socio-
economic dimension.
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Figure 9: Percentage of tweets consisting of a confusing
word receiving the highest attention from the model for
the socio-economic dimension with the PMI vocabulary.
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Die Linke FDP Die Grünen AfD
btw17 cl darumgruen afd
heute tl darumgrün traudichdeutschland
linke btw17 btw17 btw17
mehr denkenwirneu get merkel

merkel fdp heute mehr
spd jamaika mehr zeit

menschen beer katrin wer
cdu heute geht fdp

müssen mal klimaschutz eu
soziale mehr jamaika morgen

Table 4: Top 10 important words based on WI with TF-IDF as α.

Die Linke FDP Die Grünen AfD
linke fdp klimaschutz afd

soziale netzdg kohleausstieg traudichdeutschland
merkel cl sondierungen dr
btw17 tl bdk17 merkel

gerechtigkeit sondierung sondierung guten
cdu kurdistan umwelt bitte
spd freut jamaika grenzen

arbeit denkenwirneu zukunft spitzenkandidatin
menschen digitalisierung grün bundestag

rente trendwende klima zeit

Table 5: Top 10 important words based on WI with PMI as α.

TF-IDF as α PMI as α
Cultural Socio-Economic Cultural Socio-Economic

zeit mal btw17 btw17
statt bt mehr mal
fdp geht statt mehr
mal ab zeit müssen

berlin dank mal warum
merkel klar gibt jamaika
ganz besser jamaika menschen

immer genau fdp eu
politik interview politik wohl
warum bildung merkel brauchen

Table 6: Examples of some commonly confused words for each dimension.
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Abstract

GermaNet1 (Hamp and Feldweg, 1997) is
a lexical-semantic net that relates German
nouns, verbs, and adjectives semantically. For
this purpose, it groups lexical units that ex-
press the same concept into synsets and it de-
fines semantic relations between them. Ger-
maNet has been developed since 1997, and
its most recent edition contains over 200,000
lexical units and about 160,000 synsets. The
GermaNet resource is of high quality as all its
entries have been manually entered with great
care. GermaNet has been linked with the In-
terLingual Index and with Wiktionary, and it
is our goal to increase such linkage with other
resources such as the Leipzig Corpora Collec-
tion and the DWDS-Wörterbuch. For this pur-
pose, GermaNet is converted to RDF, a format
that facilitates the interlinking of data sources
significantly.

1 Introduction

GermaNet is a rich lexical resource that describes
German vocabulary as a light-weight ontology.
While GermaNet has been inspired by the Prince-
ton Wordnet, the German resource deviates from
it by a number of design decisions aimed to better
represent the German language, e.g., by giving an
adequate account of German compounds. The cre-
ation of GermaNet started in 1997 and it has been
maintained and extended ever since. The latest
version of GermaNet (release 17.0, April 2022) of-
fers about 205,000 lexical units and nearly 160,000
synsets. It defines 173,742 conceptual relations be-
tween synsets, and 12,204 lexical relations between
lexical units; the number of segmented compounds
is 115,366. GermaNet already has some substan-
tial linking to external data sources such as 28,564
pointers to the interlingual index and 29,546 links
to Wiktionary.

1https://uni-tuebingen.de/en/142806

GermaNet data is stored in a relational database
from which an XML-based serialisation can be gen-
erated. Although the database is part of the yearly
GermaNet releases, its main purpose is to serve
as a reliable way to store and manage continuous
and simultaneous updates by the GermaNet team.
The XML representation, which is stored in sev-
eral XML files, gives programmers easy access to
the data, as Java and Python libraries are available
to read and access all information. However, it
is not practical, nor intended, to extract informa-
tion about synsets and their lexical entries from
the XML representation using a text editor. In this
paper, we describe how we map GermaNet’s XML-
based format to RDF, the standard format for data
interchange in the Semantic Web. The new format
gives users a compact, human-readable representa-
tion, as all information about a synset (or a lexical
unit) is directly attached to it. The RDF format also
makes it possible to easily link such information
with external knowledge sources such as Babelnet,
Wikidata, DWDS, or the Leipzig Corpus Collec-
tion.

2 Background

2.1 GermaNet

In many ways, GermaNet’s XML serialisation re-
flects its original database-centered representation
of database tables. With 23 files for nouns, 15 files
for verbs, and 16 files for adjectives, the informa-
tion on synsets is spread over 54 synset files. The
names of these 54 files encode the word category
and the semantic class of the synsets they contain.
For instance, all nouns related to humans are given
in the XML file nomen.Mensch.xml.

In addition, there are three XML files to encode
the wiktionary links for nouns, verbs, and adjec-
tives, respectively. Also, there is an XML file to
encode the entries for the interlingual index and
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Figure 1: Lexical units Eisbär and Polarbär in XML

another file to encode the conceptual and lexical
relations. Each type of XML file is accompanied
by a DTD file that defines the syntactic validity of
their content.

In the remainder of this section, we describe
how each type of information is described in XML.
Fig. 1 depicts the lexical entries Eisbär and Po-
larbär (taken from the file nomen.Tier.xml), both
sharing the same meaning, and therefore, they are
part of the same synset. Each synset has a unique
identifier (here, s50724), a category (nomen), and
a class (Tier), naming the part of speech (noun)
and the semantic class (animal) of its members. A
synset consists of one or more lexical units. Each
unit has an orthographic form, and if applicable, a
child tagged compound, which defines its head and
its modifiers. A lexical unit also comes with a num-
ber of attributes, for instance, information about
whether it represents a named entity or whether it
is stylistically marked.2

A separate file (gn relations.xml) specifies lexi-
cal relations between lexical units and conceptual
relations between synsets. For our synset s50724,
we find the following entry, a conceptual relation:

<con_rel name="has_hypernym"
from="s50724"
to="s50721"
dir="revert"
inv="has_hyponym" />

The representation reads as follows: the synset
s50724 is in a hypernym relationship with the
synset s50721 (which in turn has a single lexical
unit with orthographic form Bär). The direction of

2Our description lacks some detail. For an in-depth de-
scription of the GermaNet data format, see Appendix B of
Henrich’s dissertation (Henrich, 2015).

the semantic relation can be reverted, reading that
the synset s50721 is in a hyponym relationship to
the synset s50724.

In the same file, we find an example of a lexical
relation for our lexical entry l71792:
<lex_rel name="has_habitat"

from="l71792"
to="l69189"
dir="one" />

It shows that it is in an has habitat relationship
with ”l69189”, a lexical unit with the orthographic
name Eis and class Substanz. The relationship is
uni-directional.

The lexical entry ”l71792” has also been linked
with Wiktionary as the following entry from the
file wiktionaryParaphrases-nomen.xml testifies:
<wiktionaryParaphrase

lexUnitId="l71792"
wiktionaryId="w19163"
wiktionarySenseId="0"
wiktionarySense="Bär mit weißem Fell,

lebt in den nörd-
lichen Polargebieten"

edited="no" />

And the lexical unit for Eisbär is also part of
the interlingual index3 (encoded in the file interLin-
gualIndex DE-EN.xml):
<iliRecord

lexUnitId="l71792"
ewnRelation="synonym"
pwnWord="Thalarctos maritimus"
pwn20Id="ENG20-02049886-n"
pwn30Id="ENG30-02134084-n"
pwn20paraphrase="white bear of arctic

regions"
source="initial" >

As the examples show, GermaNet provides ex-
tensive information about the German language,

3GermaNet’s interlingual index stems from the EuroWord-
Net project, for details see (Kunze and Lemnitzer, 2002).
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and our resource has grown considerably in the
last 25 years. Purpose-built software is used to up-
date GermaNet’s database (Henrich and Hinrichs,
2010a), and we publish a new release of GermaNet
on a yearly basis.

Users of GermaNet can query the lexical re-
source via Rover4, a web-based interface that gives
users easy access to all of GermaNet’s content, and
also allows users to calculate the semantic similar-
ity between synsets.

2.2 Format Evolution of GermaNet
Since its beginning, GermaNet has undergone sev-
eral format adaptations and conversions. A first ver-
sion for an XML-based format of GermaNet was
proposed by Lemnitzer and Kunze (2002). The cur-
rent XML format of GermaNet is largely based on
the work reported by Henrich and Hinrichs (2010b),
with several extensions since then.

In (Henrich and Hinrichs, 2010b), a conversion
from GermaNet’s XML format to WordNet-LMF
(Lexical Markup Framework5) is given. The con-
version helped identifying some representational
shortcomings of WordNet-LMF (e.g., the lack of
encoding for lexical relations; the lack of entail-
ment relations for synsets; the omission of syntac-
tic frames for word senses), and hence a number
of DTD adaptations were proposed to deal with
this issue. Note, however, that the WordNet-LMF
format has evolved since then, and that the new
version6 addresses some of these shortcomings.

2.3 Wordnets and their Move to Linked Data
The Princeton WordNet (Fellbaum, 1998) was the
first wordnet that was given a representation in
RDF.7 In 2006, two formalisations were created
independently from each other. While Graves and
Gutierrez (2006) insist on staying within pure RDF,
van Assem et al. (2006) give a representation that
makes use of RDF-Schema (RDFS)8 and OWL se-
mantics.9 In the latter work, classes, sub-classes,
and property definitions are explicitly encoded in
RDFS, and there are also additional OWL-based
restrictions on classes. In this representation it
is hence possible to specify that, say, isAntonym

4https://weblicht.sfs.uni-tuebingen.
de/rover/

5http://www.lexicalmarkupframework.org
6https://github.com/globalwordnet/

schemas/blob/master/WN-LMF-1.1.dtd
7https://www.w3.org/RDF/
8https://www.w3.org/TR/rdf-schema/
9https://www.w3.org/TR/owl-ref/

is a symmetrical relation, or that a fact such as
isAntonym(l60336,l186616) can be used to auto-
matically derive isAntonym(l186616, l60336).

Recently, the Princeton Wordnet has been forked
into the Open English WordNet and given a pub-
lic repository home on GitHub so that it can be
further developed under an open source methodo-
logy.10 There exists a searchable web interface11

and the wordnet can be downloaded in yet another
RDF-based format, one which makes use of the
OntoLex12 conceptualisation. Other download for-
mats include WordNet-LMF, a format advocated by
the Global WordNet Association, and Princeton’s
original format.

There exist linked data wordnets for a number
of other languages such as the Danish WordNet13,
the Dutch WordNet14, and the Polish Wordnet15,
most of which are directly accessible on a central
website.16 The wordnets are available in JSON-
LD17, OntoLex-based RDF (both using the lemon
vocabulary), but also in WordNet-LMF.18

The benefits of having all wordnets in a common
and easily searchable format is demonstrated by a
browser-based search interface to the Open Multi-
lingual WordNet19, where a word can be searched
in a selected language, and where the search result
can then be used to find semantically equivalent
words in the other available languages.

3 GermaNet in RDF

In this section we discuss the design choices of
our RDF-based representation of GermaNet. Ex-
pressing GermaNet in RDF forces us to express
all information in terms of subject-predicate-object
triplets.

Clearly, synsets and their lexical entries must be
first class citizens of the triple store. It is about
these two classes of resources for which GermaNet
has an abundance of information. Consequently,
they must take the subject position in the triple

10https://github.com/globalwordnet/
english-wordnet

11https://en-word.net
12https://www.w3.org/2016/05/ontolex/
13https://github.com/kuhumcst/DanNet
14https://github.com/cltl/

OpenDutchWordnet
15http://plwordnet.pwr.wroc.pl/wordnet/
16http://compling.hss.ntu.edu.sg/omw/
17http://json-ld.org
18https://globalwordnet.github.io/

schemas
19http://compling.hss.ntu.edu.sg/omw/

cgi-bin/wn-gridx.cgi?gridmode=grid
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Figure 2: Lexical unit ”Eisbär” and its synset in RDF
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representation. Given that GermaNet encodes lexi-
cal relations between lexical units and conceptual
relations between synsets, it is also clear that the
two classes of resources can also take the object
position. This also holds for expressing the facts
that a lexical unit is part of a synset, or that a synset
consists of lexical units.

Reconsider the definition of the synset s50724
in Fig. 1 with its three attributes id, category, and
class and its two children, the lexical units l71792
and l199681. The RDF representation of the synset
is given at the bottom of Fig. 2. The synset resource
s50724 is given an identifier with the same name
(using Dublin Core terminology), and for the other
two attributes (as for all others), we have chosen to
keep the attribute name of the XML representation
as predicate name in our RDF format. Similarly,
the XML names for our lexical and conceptual
relations are reused in our RDF representation.

The information that a synset has children, or
that a lexical unit node has a synset parent node
(in XML, this is encoded through hierarchical em-
bedding) is expressed by introducing two newly
defined predicates hasMember and isMemberOf.

Note that the RDF representation of the lexical
unit l71792 has a corresponding predicate isMem-
berOf, so each lemma has a direct link to the synset
it is part of. Clearly, this duplicates information,
but we wanted instances of lexUnit and synset to
know about their interrelationship.

The information on compounds is directly en-
coded using the three relations compoundHead,
compoundModifier, and compoundModifierCate-
gory, flattening the tree structure in the XML rep-
resentation accordingly.20

Consider the following lexical relation:
<lex_rel name="has_antonym"

from="l60336"
to="l186616"
dir="both"
inv="has_antonym" />

It represents the fact that the lexical unit l60336
(Kunstschnee, engl. artificial snow) is an antonym
to the lexical unit l186616 (Naturschnee, engl. nat-
ural snow). In GermaNet, antonymy is a symmetri-
cal sense relation, which is encoded by the attribute
value for the relation’s direction (both). In our con-
version to RDF, our algorithm generates two triples
for this (only one is shown in Fig. 2).

20Here, we could have chosen to introduce a blank node in
RDF, and relating it both to the lexical unit it belongs to and
the two relations for modifier and head, respectively, but we
opted for the simpler, more readable representation.

Similarly, for the example conceptual relation
given above two triples are asserted, namely that
the synset s50724 with the lexical units Eisbär
and Polarbär is a hypernym to S50721 (Bär), and
that vice versa, the latter synset has as hyponym
the former synset (only one direction is shown in
Fig. 2).

As with the XML representation, all informa-
tion is explicitly encoded. As a consequence, we
have refrained from using RDF-Schema or OWL
to define an ontology of classes and relations at all.
We require no inference mechanism to infer new
information as all information is already made ex-
plicit. This does not stop Protégé21, an open-source
editor for RDF-based ontologies, to infer a number
of RDF class statements or OWL-type statements
when it is given our large set of triples (e.g., that
lexUnit, synset, and also compound are classes and
that, for instance, a lexical unit such as l71792 is
an instance of (rdf:type) class lexUnit (see Fig. 2).

In our RDF-based representation, the entire in-
formation relevant for a lexical unit is directly at-
tached to it. The same holds for synsets. Where
multiple database queries would be required to ob-
tain the information (or where multiple XML docu-
ments need to be looked up), in SPARQL, a simple
query with the subject position instantiated to the
lexical unit or synset in question (with the predicate
and object position kept variable) is needed.

Our conversion takes GermaNet’s XML-based
serialisation of its database content as a starting
point. The conversion has been implemented in
Prolog using SWI-Prolog, its built-in library sgml
for XML parsing and its semantic web library
semweb/rdf11. The conversion processes all
main input files for nouns, verbs, and adjectives,
the XML file that defines conceptual and lexical
relations, and the ILI and wiktionary files. While
those files are being parsed, RDF triples are be-
ing asserted. At the end of the process, the triple
store is written into a file resulting in 4015172 RDF
triples. We have loaded all triples into Protégé and
used the software to export them in turtle format,
an excerpt of which is shown in Fig. 2.

A SPARQL end-point for the triple store has
been tested and deployed as part of the Text+22

research infrastructure.

21https://protege.stanford.edu
22https://www.text-plus.org
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4 Discussion

The Resource Description Framework (RDF) is a
representational model that cannot get any more
simple. In fact, it almost appears as if the field of
knowledge representation with its many high-level
representation languages has been given a common,
low-level assembly language to which all knowl-
edge can be compiled to. With RDF, each piece
of data about some entity can be expressed as a
simple statement. This statement consists of a sub-
ject (the entity that is talked about), a predicate (the
property we would like to attribute to the entity),
and an object (the property’s value). In RDF, it is
important that this information can be combined
with information from other sources. For this, the
subject must get a unique identifier, preferably a
Uniform Resource Identifier that is web-resolvable.

The RDF platform makes it easy to realize the
AAA slogan ”Anyone can say Anything about Any
topic”. If two persons say something about the
same resource, but they use different identifiers
for it, one can combine the varying pieces of in-
formation once it is clear that the resource with
identifier, say id-1, is identical to the resource with,
say, identifier id-2.23

As we have said earlier, we have abstained from
defining an RDF schema or even OWL vocabulary
that would restrict us to express lexical or seman-
tic information about the German language. As
a result, we cannot draw a line between valid and
invalid RDF statements, but we do not need to draw
that line either.

In the past, we have converted GermaNet also
to the Lexical Markup Framework (Henrich and
Hinrichs, 2010b). The conversion, however, comes
with an information loss as the LMF DTD pre-
vented us to express lexical information in a valid
format. Where RDF actively promotes the AAA
slogan, the LMF DTD imposes a representational
straight-jacket that prevents us from encoding all
the information we have.

Moreover, the LMF standard is not open but be-
hind an ISO paywall. This makes it hard to access
the currently active standard and update our LMF
variant of GermaNet according to the new standard.
Open standards such as RDF score much better on
this aspect as its W3C specification is readable for
anyone.

23In OWL terms, the relation owl:sameAs relation be-
tween the two resources can be established: ns1:id1
owl:sameAs ns2:id2.

In contrast to LMF, RDF requires the use of
URIs where synsets and lexical units are univer-
sally addressable. This makes it much easier to
establish links across wordnets and other lexical
resources, making it straightforward to incorporate
those statements that others made about a particular
entity.

5 Conclusion and Future Work

In this paper, we have described our conversion
of GermaNet’s XML format to a pure RDF repre-
sentation. This makes it possible for GermaNet to
be part of a linked data cloud that combines rich
linguistic information from various, high-quality
resources.

Future work includes linking GermaNet with
other lexical resources. In part, this is already done,
but not in an ideal way. Reconsider Fig. 2 where
a lexical unit is also described with information
stemming from its interlingual index, for instance,
the relation hasPWN20Id and hasPWN20Id. Here,
their literal string values ENG20-02049886-n and
ENG30-02134084-n should be replaced by URIs
pointing to the respective RDF representation of the
Princeton Wordnet, or its new open source equiva-
lent, the Open English WordNet.24

At the time of writing, our GermaNet re-
source identifiers are not yet web-resolvable.
In the future, an HTTP request to, say,
https://uni-tuebingen.de/germanet/v16/

lexUnit/l71792, will return the top part of Fig. 2.
Rover, a web-based user interface for the explo-

ration and visualization of GermaNet data (Hin-
richs et al., 2020) is currently using the XML rep-
resentation and the Java API in the back-end. In
the future, we would like to experiment with using
a back-end that executes SPARQL queries on the
triple store.

The main reason for having an RDF-based rep-
resentation of GermaNet, however, is to unleash its
potential when properly linked to other high-quality
lexical sources. In the context of the Text+ project,
it is our aim to link GermaNet with the DWDS
dictionary of the German language25 and also with
the Leipzig Corpora Collection26. There are plans
to convert both resources into RDF, which would
allow the creation of a linked data cloud for the

24https://en-word.net/lemma/ice%20bear
25https://www.dwds.de
26https://corpora.uni-leipzig.de/
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German language. In addition, linkages to both Ba-
belnet27 and the lexicographical data of Wikidata28

will be possible.
In a pilot study, we have started linking Ger-

maNet synsets of type Ort (location) to a subset
of the Integrated Authority File (GND)29 of the
German National Library, namely, the subset hold-
ing Geographika with approximately 4.5 million
triples. In this exercise, for instance, the synset
s43887 with its lexical unit l63714 and its ortho-
graphic form Potsdam was automatically linked to
the entity https://d-nb.info/gnd/4046948-7

of the GND dataset. The semantic linkage gives
users access to a variety of information such as al-
ternative names or lexicalisations (e.g., Bostanium,
Potestampium, Pozdam), the geographical coordi-
nates in terms of latitude and longitude, and other
information (Hauptstadt vom Bundesland Branden-
burg, kreisfreie Stadt, 993 als Poztupimi urkundl.
erwähnt, 1317 Stadt), hence demonstrating the po-
tential of linked data. In this initial study, 1764
links between GermaNet entries to entities in the
subset of the GND dataset were established.

Mapping location entities of one dataset to the
locations of another dataset is relatively straight-
forward. In general, the main task to properly link
together nodes from different RDF graphs is – es-
sentially – a word disambiguation task. Our work
will build upon Henrich et al. (2014b), where Ger-
maNet senses were linked to wiktionary senses,
and Henrich et al. (2014a), where word senses in
GermaNet were linked with those in the DWDS
Dictionary of the German Language. The linking
task will be supported by the WebCAGe corpus
(Henrich et al., 2012).
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Abstract
This paper is about the analysis of the lin-
guistic complexity of texts written by high
school graduates as part of the final secondary-
school examinations. We measure complexity
on different levels (lexical diversity, perplexity
of part-of-speech-based language models, and
syntactic complexity) and compare the com-
plexity of high school graduation texts from
1963–2013. It turns out that, contrary to our
initial assumptions, linguistic complexity in-
creases over time.

1 Introduction1

Successful literacy acquisition represents an im-
portant building block in the educational process
of young people. Literacy is not only about the
acquisition of correct spelling and grammar, but
also about the ability to understand and produce
texts with complex content, and to use appropriate
registers in different situations.

Competent handling of texts with complex con-
tent is a prerequisite for successful study at uni-
versity. The teaching of these skills is one of the
main goals of the Gymnasium (secondary school).
The relevant competencies are tested at the Abitur
(the final secondary-school examinations), where
school graduates must produce extensive texts as
part of the German exam.

Over the past decades, the Gymnasium in Ger-
many has changed considerably. While nationwide
only a small minority of around 7% attended this
type of school in the 1960s, today the figure is
around 50%. This has been accompanied by a
change in the composition of the student body, from
a rather homogeneous, male-dominated selection
of the educated population to a more diverse com-
position that includes children from educationally

1All scripts, result tables and plots related to this work are
available at https://github.com/rubcompling/
konvens2022.

disadvantaged families and children from families
with a migration background who may acquire Ger-
man only as a second language.

In this paper, we investigate whether the chang-
ing composition of the school population has a
measurable impact on literacy acquisition. For this
purpose, we examine texts from the GraphVar cor-
pus (Berg et al., 2021) that were written as part of
the final secondary-school examinations for Ger-
man in the period 1963–2013.

We focus on aspects of linguistic complexity,
which we investigate at the lexical and syntactic
levels. We pursue two hypotheses:

1. Because of the more homogeneous composi-
tion, the results in the 1960s are more homo-
geneous and have less variance.

2. Because of the more elite composition, the
linguistic complexity of the texts is higher in
the 1960s than nowadays.

Most work on linguistic complexity concerns
data from foreign language (L2) acquisition, typi-
cally in the form of longitudinal studies over a few
months in instructed settings. Such studies show
that lexical and syntactic complexity typically in-
creases over time (cf. Crossley, 2020). Besides
complexity, the correctness (error rate) of texts is
often investigated.

Written language acquisition in the native lan-
guage is less frequently studied. A relevant cor-
pus is the KoKo Corpus (Abel et al., 2014, 2016).
It contains argumentative essays in German with
about 825,000 words, written by students of grad-
uating classes. The corpus is manually annotated
for different error types (spelling, grammar). It
has also been automatically enriched with part-of-
speech (POS) annotations and lemmas. Addition-
ally, it has been annotated on a textual level with
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366 features related to linguistic complexity. How-
ever, we are not aware of any studies focusing on
the complexity features.

The Falko corpora are a collection of different
German-language corpora, mostly of L2 learners.2

Parallel to the L2 data, there is usually a compar-
ative corpus of L1 students. The data is richly an-
notated with linguistic information (lemma, POS),
and errors are also annotated with corrected forms.
In studies using these corpora, the L1 texts usually
serve as a reference corpus, but this is not unprob-
lematic, as Shadrova et al. (2021) show.

As a factor influencing complexity, task effects
have been examined, and factors such as the task
type, topic, and genre have been shown to have
a significant impact on complexity (e.g., Alex-
opoulou et al. (2017); Weiss (2017)).

In contrast to the aforementioned corpora, the
GraphVar corpus is a diachronic corpus and our
focus is on the change of complexity through time.
We investigate linguistic complexity using different
methods: word-based measures of lexical complex-
ity, and POS bigram probabilities and a selection of
traditional syntactic features for syntactic complex-
ity. For lexical and syntactic features, see, e.g., the
overview in Crossley (2020). Further references
to related literature can be found in the respective
sections.

The paper is structured as follows. In Sec. 2,
we present the corpora our investigations are based
on. Sec. 3 introduces the different measures that
we apply to assess complexity: lexical diversity,
POS-based perplexity, and various syntactic fea-
tures related to complexity. Sec. 4 presents the
results and Sec. 5 concludes the paper.

2 Data

For our investigations, we use a subset of the
GraphVar corpus (Sec. 2.1).

In addition, we use two reference corpora that we
compiled in the context of this work: first, the EX-
PRESS corpus with a rather simple linguistic style;
second, the ZEIT corpus which has a rather com-
plex and sophisticated linguistic style (Sec. 2.2).
We exploit the reference corpora in two ways:

First, for measuring POS-based perplexity we
train two models on the full reference corpora. Sec-
ond, for assessing lexical diversity and syntactic
complexity, we compare the results from the Graph-

2https://hu-berlin.de/falko.

Figure 1: Boxplots of number of tokens per text,
grouped by survey year.

Figure 2: Plot of number of tokens (red) and total num-
ber of texts (green) per survey year (rescaled).

Var corpus with results from subsets of the refer-
ence corpora.

Text samples of each corpus can be found in
Appendix A.

2.1 The GraphVar Corpus

The current version 1.4.2 of the GraphVar corpus
(Berg et al., 2021) contains more than 1600 high
school graduation essays from the years 1923–2018
from the subjects German, Biology and History.
For our research, we use a subset containing only
essays from the subject German from 1963–2013.
The texts were collected at intervals of roughly five
years.

We preprocessed the texts and excluded all to-
kens that were annotated as headers. Such tokens
were not produced by the students but were part of
the task description. Figure 1 displays information
on the number of tokens per text. The boxplots
show that the average text length has increased
continuously since 1963. We decided to consider
all data, though, because the subsets (per survey
year) are rather small, with an average number of
tokens of 75,000 (average per text: 1,600). In study-
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ing the development of complexity over time, it is
therefore important to use normalized complexity
measures or measures that are not sensitive to text
length.

Figure 2 shows the total number of tokens and
texts per survey year. It can be seen that slightly
fewer texts were included in the corpus from the
1980s and 1990s, and the total number of tokens in
these years is also slightly lower. In the most recent
years, 2008 and 2013, there is a clear increase in
the number of texts and tokens.

The GraphVar corpus has been annotated manu-
ally and automatically with various linguistic infor-
mation, including lemma, part of speech (POS) ac-
cording to the STTS scheme (Schiller et al., 1999),
and syntax according to the TüBa/DZ scheme
(Telljohann et al., 2012). For calculating lexical di-
versity and syntactic complexity, we use the lemma
forms and syntactic annotations provided by the
corpus. Syntactic annotations are represented in
GraphVar as spans spanning the dominated tokens.
For further processing, we converted the Graph-
Var data into a column format, translating the syn-
tactic annotation into a path notation that repre-
sents the dominating nodes (BIE tags3) as a path
from the root to the terminal node. For instance,
I-SIMPX|B-MF|NX|PPER is the syntactic an-
notation of a personal pronoun (PPER) embedded
in a singleton nominal phrase (NX) which is the
first node in the middle field (B-MF) inside a clause
(I-SIMPX).

We randomly divided the corpus into a dev set
(20%, 107 texts) and a test set (80%, 404 texts).
The test set is the basis for the evaluations in
Sec. 4.

2.2 Reference Corpora

For the EXPRESS corpus, we downloaded arti-
cles of the daily German newspaper “EXPRESS”
from 2021/01/02 to 2022/07/03. For the ZEIT
corpus, we downloaded articles of the German
weekly newspaper “DIE ZEIT” from 2021/03/11
to 2022/03/02. Both data sets were downloaded
from wiso-net.de, an online database that offers
eBooks and journals as well as newspaper articles
for research purposes.

We filtered out articles from categories that do
not consist of plain newspaper text4 and articles

3B: begin of a span/node; I: inside a span/node; E: end of
a span/node. Singletons are not marked as such.

4E.g. “Impressum” (imprint), “Schach” (chess), “Witz der
Woche” (joke of the week), “Glückszahlen” (lucky numbers),

Corpus #Articles #Tokens #Types

EXPRESS 4,565 3.4M 180K
ZEIT 2,022 3.4M 190K

Table 1: The two reference corpora.

Subcorpus #Fragments #Tokens #Sentences

EXPRESS 138 70,398 3,758
ZEIT 137 70,134 3,796

Table 2: The subsets of the two reference corpora.

with less than 500 tokens. Both corpora contain
roughly the same number of tokens, see Table 1.

We use the full corpora for training POS-based
language models (Sec. 3.2).

In addition, we use randomly selected subsets of
the reference corpora for assessing lexical diversity
(Sec. 3.1) and syntactic complexity (Sec. 3.3) of the
reference texts, see Table 2. These subsets contain
about 70,000 tokens, which roughly corresponds
to the median size of GraphVar texts of one survey
year. The subsets consist of article fragments with
at least 500 tokens each.5

3 Measures of Complexity

We study linguistic complexity at different levels
and with different measures. First, we look at lexi-
cal diversity (Sec. 3.1); second, we use perplexity
of part-of-speech (POS) based language models to
estimate syntactic complexity (Sec. 3.2); third, we
apply different measures to syntactic annotations
(Sec. 3.3).

3.1 Lexical Diversity

Lexical complexity of learner data is measured
in several ways. Lexical sophistication looks at
the proportion of “complicated” words in the text.
Complicated words are determined, for example,
by word lists or by their general frequency: the
rarer, the more complicated (Laufer and Nation,
1995).

Another aspect is lexical density, which is mea-
sured by measures such as Type-Token Ratio (TTR)
or improved variants thereof. TTR is the ratio of
word types to the total number of tokens in a text.
However, it is well known that TTR depends on

“Leserbriefe” (letters to the editor).
5In calculation the lexical diversity measure MATTR, we

use a window of 500 tokens, so this is the minimum length for
individual texts (see Sec. 3.1).
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the text length, hence, it cannot be used for com-
paring texts of different length. Other TTR-based
measures have been proposed in the past, such as
Corrected TTR, Log-TTR, and Root TTR, all of
which, however, have been shown to be affected
by text length (e.g., Zenker and Kyle, 2021). Mea-
sures that turned out stable and are used in the cur-
rent study are MTLD (McCarthy and Jarvis, 2010),
MATTR (Covington and McFall, 2010), and HD-D
(McCarthy and Jarvis, 2007), which we describe in
the following sections. With all three measures, a
higher score indicates a lexically more diverse text.

3.1.1 MTLD
McCarthy (2005) and McCarthy and Jarvis (2010)
propose MTLD (“Measure of Textual Lexical Di-
versity”) as a length-independent measure of lexi-
cal density. This measure is calculated as the mean
length of segments (i.e., sequences of words) with
a given TTR. The TTR is calculated for increasing
bits of text, with the first round starting at the begin-
ning of the text and going on until the given TTR
threshold (default = 0.72) has been reached. At
this point, the next round starts with TTR reset to 1.
This process is repeated until the end of the text.
Usually there are tokens left at the end of a text
whose TTR does not reach the threshold. For these
tokens, a partial factor is calculated, so that no data
is discarded (see McCarthy and Jarvis (2010) for
details). The whole process is first run forward and
then reverse, hence, bidirectional, which produces
consistent and accurate MTLD scores. MTLD is
calculated as the total number of words in the text
divided by the number of rounds.

MTLD has been proven to be a reliable measure
of lexical diversity in studies such as Koizumi and
In’nami (2012) and Fergadiotis et al. (2013). Only
for short texts (with < 100 words), which do not
even reach the given TTR score, the results are
unreliable.

3.1.2 MATTR
Covington and McFall (2010) introduce MATTR
(“Moving Average Type-Token Ratio”). Similar
to MTLD, MATTR is based on TTR. Yet, while
MTLD uses segments that can be of different
length, MATTR uses a window of a fixed size that
moves forward by one token at a time and whose
TTR is calculated in each case. Covington and
McFall (2010) suggest a large window for lexical
diversity. Since the shortest GraphVar texts contain
roughly 550 tokens, we chose a window size of

500. The MATTR score of the text is the mean of
all these TTR scores.6

3.1.3 HD-D
McCarthy and Jarvis (2007) propose HD-D (“Hy-
pergeometric Distribution D”), which is a simpli-
fied version of vocd-D (Malvern et al., 2004). vocd-
D calculates TTR scores for random samples of
different size. In contrast, HD-D is based on proba-
bilities: For every type in a text, the probability of
occurring in a sample of n tokens is calculated. As
recommended by McCarthy and Jarvis (2007), we
use n = 42. HD-D is the sum of all probabilities.

3.2 Perplexity of POS-based Language
Models

Perplexity is a common measure to evaluate lan-
guage models, by comparing perplexity of two
models on a test set. The model with the lower
perplexity score fits the test data better.

We assume that the ZEIT corpus has a more com-
plex language style than the EXPRESS corpus. A
language model trained on the ZEIT corpus should
therefore have a lower perplexity on a linguistically
complex test text than a language model trained on
the EXPRESS corpus. However, the perplexity of
two models can only be compared if they use iden-
tical vocabularies. Therefore, it is not possible to
compare language models based on word ngrams
here. Instead, we compare POS ngrams (more pre-
cisely: POS bigrams), since here the vocabulary
of both training corpora is identical. So essentially
we compare syntactic properties.

We calculated the perplexity as described in Ju-
rafsky and Martin (2022) with the log probabilities
of the bigrams. For the test set, we randomly ex-
tracted the same number of bigrams from each text
of the same year such that a total of 5000 bigrams
per survey year are included in the test set.

3.3 Syntactic Complexity
For measuring syntactic complexity, we use the
syntactic annotation provided by the GraphVar cor-
pus, which we converted into path representations
(Sec. 2.1). We implemented a range of measures
that have been listed in Chen and Meurers (2016)
for measuring syntactic complexity, in particular
measures that relate to complex constituents (like

6MATTR is an improved version of MSTTR (“Mean Seg-
mental Type-Token Ratio”). MSTTR uses non-overlapping
segments and has to discard remaining words at the end of the
text (for details, see the description in Covington and McFall
(2010)).
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No Feature Definition

1 Mean Sentence Length #tokens / #sentences
2 Clauses per Sentence #(SIMPX + R-SIMPX + P-SIMPX) tokens / #sentences
3 Subordinate Clauses per Sentence #C / #sentences

4 Mean Clause Length #(SIMPX + R-SIMPX + P-SIMPX) tokens /
#(SIMPX + R-SIMPX + P-SIMPX)

5–6 Mean {Simplex | Relative} Clause Length #{SIMPX | R-SIMPX} tokens / #{SIMPX | R-SIMPX}
7–9 {Simplex | Relative | Paratactic} Clauses Ratio #{SIMPX | R-SIMPX | P-SIMPX} /

#(SIMPX + R-SIMPX + P-SIMPX)

10–12 Mean {Prefield | Middle Field | Postfield} Length #{VF | MF | NF} tokens / #{VF | MF | NF}
13–14 Mean {NP | PP} Length #{NX | PX} tokens / #{NX | PX}

15–16 {Verbs | NPs} per Sentence #{VXFIN + VXINF | NX} tokens / #sentences
17 Verb/Noun Ratio #VV.* / #NN

18 Mean Token Embedding Depth #nodes / #tokens
19 Mean Maximum Embedding Depth per Sentence sum of maximum embedding depth per sentence / #sentences

Table 3: Syntactic complexity features and their definitions.

embedded clauses) within sentences, or length of
specific constituents. In addition, we included mea-
sures that relate to topological fields, in particu-
lar the prefield (“Vorfeld”, VF), the middle field
(“Mittelfeld”, MF), and postfield (“Nachfeld”, NF)
(cf. Telljohann et al., 2012). Similar features have
been used in other studies for automatically evaluat-
ing syntactic complexity (Chen and Zechner, 2011;
Meyer et al., 2020).

Table 3 shows all of our features along with
their definitions.7 Mean length of constituents is
calculated as follows: First, all tokens within the
relevant constituents are counted by counting all
nodes pertaining to the constituent (i.e., singletons
and BIE nodes). Next, this sum is normalized by
the total number of relevant constituents, which is
calculated by counting the number of nodes mark-
ing the beginning of the constituent (singletons and
B nodes). For instance, mean length of SIMPX
is calculated as shown in (1). In Table 3, we use
the simplified notation “#SIMPX tokens / #SIMPX”
for the formula in (1).

(1) Mean length of SIMPX

= #SIMPX+#B-SIMPX+#I-SIMPX+#E-SIMPX
#SIMPX+#B-SIMPX

Features 1–3 concern the complexity of sen-
tences, measured in number of tokens, clauses, and
subordinate clauses.8

7“X” as part of a syntactic label stands roughly for
“phrase”; e.g., “NX” corresponds to “NP”. Syntactic nodes
labeled “VXFIN” and “VXINF” dominate a finite or infinite
verb (infinitives and participles), respectively (Feature 16).
For the exact definitions of the syntactic labels, see Telljohann
et al. (2012). “VV.*” and “NN” refer to POS tags (Feature 17).

8Virtually all subordinate clauses contain a node labeled
“C”, which hosts the subordinating conjunction in complemen-

Features 4–9 concern the complexity of clauses
in general and specific clause types. Features 7–
9 record the proportions of different clause types.
Unfortunately, the annotation scheme only distin-
guishes between relative clauses, paratactic (i.e.,
coordinated) clauses, and the rest, called simplex
clauses. Simplex clauses cover a huge and hetero-
geneous class with verb-second main clauses as
well as verb-final subordinate clauses.9

Features 10–12 and 13–14 measure the length of
the topological fields and of NPs and PPs, respec-
tively.

Features 15–17 concerns the number and ratio of
verbs and nouns, which can indicate a more verbal
(i.e., oral) style vs. a more nominal (i.e., written)
style.

Features 18 and 19 concern the depth of embed-
ding in general. Feature 18 calculates an overall
mean embedding depth, considering all tokens in
the text. The embedding depth is measured by the
number of nodes which form the path from the root
node to a token’s terminal node. Topological field
nodes do not contribute to the path length. Fea-
ture 19 considers only the maximum embedding
depth per sentence, and calculates the mean over
all sentences in a text.

Appendix B illustrates the syntactic annotation
and the resulting complexity scores with an exam-

tizer and adverbial clauses, the relative pronoun in relative
clauses, and the interrogative pronoun in (embedded) inter-
rogative clauses. An exception are embedded verb-second
clauses, which do not contain a node C and are therefore not
covered here.

9We do not include mean length of paratactic clauses be-
cause they connect two or more simplex clauses, whose length
we include. Moreover paratactic clauses are very rare, as
shown by Feature 9.
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Figure 3: Boxplots of the scores according to MTLD (left), MATTR (center), and HD-D (right) for the EXPRESS
and ZEIT corpora (left vs. right box, respectively).

ple sentence from the GraphVar corpus.
Our basic assumption is that a higher number of

clauses and a greater length of clauses is an indica-
tor of a higher syntactic complexity.10 Expectations
concerning the topological fields are less straight-
forward. A complex middle field is often consid-
ered a feature of the written register. In contrast, a
complex postfield typically results from postpon-
ing complex constituents from the middle field and,
hence, can possibly be considered a characteristics
of the oral register and less complex. Regarding
length and embedding depth of constituents, higher
scores also imply higher complexity.

4 Results

4.1 Lexical Diversity

4.1.1 Reference Corpora
For the two reference corpora, we assumed that
the ZEIT corpus should result in higher scores of
lexical diversity than EXPRESS corpus. To vali-
date this assumption, we lemmatized the reference
subsets with the TreeTagger (Schmid, 1994) and
determined MTLD, MATTR, and HD-D scores for
both subsets.

The results vary, as shown in Fig. 3: Contrary
to our assumption, the EXPRESS corpus achieves
slightly higher MTLD and HD-D scores than the
ZEIT corpus, i.e., it is lexically more diverse than
the ZEIT corpus according to these scores (the
difference is not significant with MTLD, though).
Only with MATTR the ZEIT corpus achieves the
higher scores (no significant difference, though).

Perhaps this unexpected result can be attributed
to the way the subcorpora were sampled, see our
considerations in Sec. 5.

10However, as mentioned above, a nominal style (i.e., using
nominalizations instead of clauses) is also an indication of
high complexity (see Features 15–17).

4.1.2 GraphVar Corpus
With regard to the GraphVar corpus, we assumed
that due to the changing composition of the stu-
dents (i) the results from the early years would be
more homogeneous and have less variance, and (ii)
the lexical diversity of texts written in the 1960s
and 1970s would be rather high and would gradu-
ally decrease when progressing in time.

However, the results from the lexical diversity
study do not confirm our hypothesis. We calcu-
lated the measures for each text separately, and
computed mean and standard deviation per year.

We start with the second hypothesis. All three
measures show an increasing trend over time, see
Fig. 4. This is especially clear with MTLD and
HD-D, so our hypothesis is clearly refuted. With
regard to the first hypothesis, the boxplots in Fig. 4
show that variance is smallest in 2003–2013, again
contrary to our expectations.

The texts from 1998 seem to be an interesting
outlier: The mean is very clearly below the trend
line, and there is also an unusually high variance
this year.

Compared to the EXPRESS and ZEIT corpora,
the GraphVar texts turn out lexically less diverse
than both the EXPRESS and ZEIT texts, with all
measures.11 Presumably, this can be attributed to
the different tasks: Essays written as part of the
German exam deal with one predefined topic, e.g.
a question on a novel that has to be answered and
discussed, and therefore tend to use recurring vo-
cabulary rather than newspaper texts, aimed at a
broad public.

Regarding the first hypothesis, there seems to

11Means per subcorpus:

Measure EXPRESS ZEIT GraphVar

MTLD 215.60 203.11 74.74
MATTR 0.56 0.57 0.41
HD-D 0.87 0.86 0.77
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Figure 4: MTLD (left), MATTR (center), and HD-D (right) scores for the GraphVar corpus: means (top) and
boxplots (bottom) per year.

be a trend toward less variance, i.e., toward more
homogeneous texts, which again contradicts the
hypothesis.

4.2 Perplexity of POS-based Language
Models

As argued in Sec. 3.2, we assume that a POS-
based language model trained on the ZEIT corpus
should have a lower perplexity on a linguistically
complex text than a POS-based language model
trained on the EXPRESS corpus.

We tagged both reference corpora with the
SoMeWeTa POS tagger (Proisl, 2018) with the
model “german_newspaper_2020-05-28”12 and
trained two models on the POS tags of the ZEIT
corpus and the EXPRESS corpus, respectively. We
used the same tagger to re-tag the GraphVar corpus
such that the annotation can be compared to the
reference corpora.13

12The SoMeWeTa tagger comes with two pre-
trained models: “german_newspaper_2020-05-28”,
which was trained on German newspaper texts, and
“german_web_social_media_2020-05-28”, which was
trained on German web and social media data. In an
informal evaluation, we compared these models and eval-
uated 50 randomly selected tokens from each of the three
corpora (EXPRESS, ZEIT, GraphVar) where the models
yielded different results. It turned out that the model
“german_newspaper_2020-05-28” performed slightly better
than the model “german_web_social_media_2020-05-28”.
In addition, we evaluated the model “german_newspaper_-
2020-05-28” on 100 randomly selected tokens from each of
the three corpora. The tagger achieved very good accuracies
of 97% (ZEIT and GraphVar) and 96% (EXPRESS).

13We used the NORMAL forms of the GraphVar texts for
tagging. These are normalized word forms with (corrected)
modernized spellings.

Fig. 5 displays the result from the POS-based
models trained on the ZEIT and EXPRESS corpora
when applied to the GraphVar corpus. For each
year, first the perplexity of the EXPRESS model is
shown, followed by the one of the ZEIT model.

Overall, later years tend to yield higher perplexi-
ties, i.e., the syntactic distance between the Graph-
Var texts and the two newspapers models increases
over time. This is remarkable because the newspa-
per models have been trained on data from 2021
and 2022, but perplexity is very low with the Graph-
Var data from the 1960s. Interestingly, however,
the upward trend breaks off abruptly in 2008 (as-
suming that 1998 is again an outlier and that the
upward trend continues to 2003).

Concerning the reference corpora, it is inter-
esting to note that most of the time, the ZEIT-
based perplexity is lower than the EXPRESS-based
one, even though the differences are not signifi-
cant (as indicated by the overlapping regions of the
notches).

With regard to our first hypothesis, the boxplots
show a relatively high variance for the entire pe-
riod.

4.3 Syntactic Complexity

4.3.1 Reference Corpora
For the two reference corpora, we assumed that
the ZEIT corpus should have a higher syntactic
complexity than the EXPRESS corpus. For the
comparison, we parsed the subsets of the reference
corpora with the Berkeley Parser (Petrov and Klein,
2007), using a model for German that provides
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Figure 5: Mean perplexity per year using the EXPRESS and ZEIT models

syntactic as well as topological field annotations
(Cheung and Penn, 2009).14

Table 4 lists the different measures and scores
of the subsets (columns “EXPRESS” and “ZEIT”).
As the table shows, ZEIT texts tend to have higher
scores (with 12 out of 19 measures, column “E/Z”),
although the scores are often close to each other.
With Features 3, 6 and 12, the differences are more
pronounced. At least for Features 3 and 6, a higher
score clearly indicates higher complexity.

We conclude that the ZEIT texts are generally
more syntactically complex than the EXPRESS
texts, so that our assumption is confirmed here.

4.3.2 GraphVar Corpus
Table 4 shows that the GraphVar corpus achieves
higher scores than the reference corpora with most
of the measures. In fact, there is often a very clear
gap to the scores of the reference corpora, in par-
ticular for Features 1–5 and 18–19, which are all
clearly related to syntactic complexity.

The final column “Trend” shows that the vast
majority of the features tend to have lower scores
in early years (1963–1978) and higher scores in
late years (1983–2013), clearly contradicting our
second hypothesis. These features are marked by
“+” in Table 4.15

Texts written in 1998 represent a remarkable
exception, again, showing low average scores for

14We downloaded the parser and the model “tue-
badz_topf_no_edge.gr” from https://www.cs.mcgill.
ca/~jcheung/topoparsing/topoparsing.html.

15We fit linear models for each of the features, with the year
as the predictor and the score as the dependent variable (in
R: lm(formula = score ˜ year)). If the year has a
highly significant effect (p < 0.001), the feature is marked
as “+” in Table 4. A (weak) significant effect (p < 0.05) is
recorded as “(+)” in the table.

most of these features, see the plots in Fig. 7 in
Appendix C.

Contrary to our initial hypothesis, these results
suggest that the syntactic complexity of the Graph-
Var texts is higher in late years.

With regard to our first hypothesis, the tenden-
cies are less clear and there is a relatively high
variance for the entire period, as in the case of
perplexity.

5 Conclusion

In this paper, we examined high school graduation
texts over five decades (1963–2013). Our initial
hypotheses were: (i) variance increases; (ii) com-
plexity decreases. However, these hypotheses were
not confirmed by our tests.

Lexical diversity does not distinguish clearly be-
tween the two reference corpora EXPRESS and
ZEIT. For the GraphVar corpus, diversity increases
over time according to all three measures, but vari-
ance seems to decrease. The results by perplexity
show a growing distance to both reference corpora,
with an abrupt break in the year 2008. Variance is
rather high for the entire period. There is no real
difference in perplexity between the two reference
models. According to the syntactic measures, the
GraphVar texts are clearly more complex than both
of the reference corpora, and the ZEIT texts are
slightly more complex than the EXPRESS texts.
The GraphVar corpus shows an increase in syntac-
tic complexity over time with most features. Again,
variance is rather high for the entire period. In sum-
mary, GraphVar texts are becoming more complex
over time.

With regard to the reference corpora, we could
hypothesize that the unexpected results could be
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No Feature E/Z EXPRESS ZEIT GraphVar Trend

1 Mean Sentence Length E 17.59 17.57 21.30 +
2 Clauses per Sentence Z 1.90 1.96 2.21 ns
3 Subordinate Clauses per Sentence Z 0.40 0.51 0.73 (+)

4 Mean Clause Length Z 13.03 13.30 14.63 +
5 Mean Simplex Clause Length Z 13.34 13.61 15.19 +
6 Mean Relative Clause Length Z 9.04 10.05 9.42 +
7 Simplex Clauses Ratio E 0.92 0.90 0.88 ns
8 Relative Clauses Ratio Z 0.07 0.09 0.11 ns
9 Paratactic Clauses Ratio Z 0.00 0.00 0.01 ns

10 Mean Prefield Length E 3.64 3.35 3.46 +
11 Mean Middle Field Length E 5.14 5.02 5.30 +
12 Mean Postfield Length Z 9.48 10.36 10.98 +
13 Mean NP Length Z 2.46 2.55 2.57 +
14 Mean PP Length Z 3.57 3.72 3.82 +

15 Verbs per Sentence E 2.55 2.53 2.97 ns
16 NPs per Sentence E 6.96 6.84 7.62 +
17 Verb/Noun Ratio Z 0.49 0.51 0.52 ns

18 Mean Token Embedding Depth E 3.18 3.27 4.13 +
19 Mean Maximum Embedding Depth per Sentence Z 4.62 4.59 5.95 +

Table 4: Results of syntactic complexity measures. Column “E/Z” marks which of the reference corpora achieves
the higher score for the respective feature. Columns “EXPRESS”, “ZEIT” and “GraphVar” list the average scores
of each subcorpus. For each feature, the highest score is in bold, the second highest in italics. The column “Trend”
shows the GraphVar trend over the survey years: “+” means that late years show significantly higher scores than
early years. The feature marked by “(+)” still shows similar tendencies but the difference is less pronounced. “ns”
marks features that do not show clear trends between the scores of the different years of the GraphVar corpus.

Corpus #Articles Avg. #Tokens

EXPRESS complete 30K 295
filtered 4.6K 740

ZEIT complete 7.5K 1,094
filtered 2K 1,670

Table 5: The two reference corpora, complete and fil-
tered.

due to the way the text fragments were sampled.
Only articles that were at least 500 tokens long
were considered. This excludes a large number of
articles, especially in the EXPRESS corpus: out
of almost 30,000 articles, only 4,565 remain. The
average length of an EXPRESS article before this
filtering is 295 tokens, after the filtering 740 (see
Table 5). That is, it could be that the filtering sorts
out the “typical”, linguistically simple EXPRESS
articles and the more unusual, more complex arti-
cles remain. In contrast, the filter effect with the
ZEIT corpus is much smaller.

This could explain why the EXPRESS corpus
is lexically more diverse than ZEIT according to
MTLD and HD-D, and could also be a reason why
the EXPRESS corpus gets quite similar scores as

the ZEIT corpus with many syntactic features.
Concerning the GraphVar corpus, we have ob-

served two striking anomalies. First, texts from
1998 stood out as outliers in all studies. Second,
perplexity results indicate a major break in 2008.
Maybe these anomalies can be explained by some
external factor such as an important change in the
task.16

In general, increasing complexity of GraphVar
texts could be traced back to different reasons, all
of which require further investigation: Teaching
methods could have improved and students are
achieving better results in later years. The type
of task might have changed more than expected
over the years and therefore the results differ. We
leave this question open for future research.

Acknowledgments

We would like to thank the reviewers for their con-
structive and valuable feedback. Many thanks also
to Kristian Berg (Bonn), who provided us with
the GraphVar corpus and answered numerous ques-
tions about it.

16The anomalies cannot be due to the spelling reform from
1996: The lexical measures are based on normalized lemma
forms, which are not affected by the reform. The perplexity
and syntactic measures refer to abstract syntactic categories.

56



References
Andrea Abel, Aivars Glaznieks, Lionel Nicolas, and

Egon Stemle. 2014. KoKo: an L1 learner corpus
for German. In Proceedings of the 9th Interna-
tional Conference on Language Resources and Eval-
uation (LREC 2014), pages 2414–2421, Reykjavik,
Iceland.

Andrea Abel, Aivars Glaznieks, Lionel Nicolas, and
Egon Stemle. 2016. An extended version of the
KoKo German L1 learner corpus. In Proceedings of
the Third Italian Conference on Computational Lin-
guistics (CLIC-it 2016), pages 13–18, Naples, Italy.

Theodora Alexopoulou, Marije Michel, Akira Mu-
rakami, and Detmar Meurers. 2017. Task effects
on linguistic complexity and accuracy: A large-
scale learner corpus analysis employing natural lan-
guage processing techniques. Language Learning,
67(S1):180–208.

Kristian Berg, Jonas Romstadt, and Cedrek Neitzert.
2021. GraphVar – Korpusaufbau und Annota-
tion. Version 1.0. Friedrich-Wilhelms-Universität
Bonn, https://graphvar.uni-bonn.de/
dokumentation.html.

Miao Chen and Klaus Zechner. 2011. Computing and
evaluating syntactic complexity features for auto-
mated scoring of spontaneous non-native speech. In
Proceedings of the 49th Annual Meeting of the Asso-
ciation for Computational Linguistics: Human Lan-
guage Technologies, pages 722–731, Portland, Ore-
gon, USA. Association for Computational Linguis-
tics.

Xiaobin Chen and Detmar Meurers. 2016. CTAP:
A web-based tool supporting automatic complex-
ity analysis. In Proceedings of the Workshop on
Computational Linguistics for Linguistic Complex-
ity (CL4LC), pages 113–119, Osaka, Japan. The
COLING 2016 Organizing Committee.

Jackie Chi Kit Cheung and Gerald Penn. 2009. Topo-
logical field parsing of German. In Proceedings of
the Joint Conference of the 47th Annual Meeting of
the ACL and the 4th International Joint Conference
on Natural Language Processing of the AFNLP,
pages 64–72, Suntec, Singapore. Association for
Computational Linguistics.

Michael A. Covington and Joe D. McFall. 2010.
Cutting the Gordian knot: The moving-average
type–token ratio (MATTR). Journal of Quantitative
Linguistics, 17(2):94–100.

Scott A. Crossley. 2020. Linguistic features in writing
quality and development: An overview. Journal of
Writing Research, 11(3):415–443.

Gerasimos Fergadiotis, Heather Wright, and Thomas
West. 2013. Measuring lexical diversity in narrative
discourse of people with aphasia. American journal
of speech-language pathology / American Speech-
Language-Hearing Association, 22:397–408.

Daniel Jurafsky and James H. Martin. 2022. Speech
and Language Processing. Draft from Jan 12, 2022.

Rie Koizumi and Yo In’nami. 2012. Effects of text
length on lexical diversity measures: Using short
texts with less than 200 tokens. System, 40(4):554–
564.

Batia Laufer and Paul Nation. 1995. Vocabulary size
and use: Lexical richness in L2 written production.
Applied Linguistics, 16(3):307–322.

David Malvern, Brian Richards, Ngoni Chipere, and
Pilar Duran. 2004. Lexical diversity and language
development: Quantification and assessment. Bas-
ingstoke, Hampshire: Palgrave Macmillan. Cited in
McCarthy and Jarvis (2010).

Philip M. McCarthy. 2005. An Assessment of the
Range and Usefulness of Lexical Diversity Measures
and the Potential of the Measure of Textual, Lexical
Diversity (MTLD). Ph.D. thesis, The University of
Memphis.

Philip M. McCarthy and Scott Jarvis. 2007. vocd: A
theoretical and empirical evaluation. Language Test-
ing, 24(4):459–488.

Philip M. McCarthy and Scott Jarvis. 2010. MTLD,
vocd-D, and HD-D: A validation study of sophisti-
cated approaches to lexical diversity assessment. Be-
haviour Research Methods, 42(2):381–392.

Jennifer Meyer, Torben Jansen, Johanna Fleckenstein,
Stefan Keller, and Olaf Köller. 2020. Machine
Learning im Bildungskonstext: Evidenz für die
Genauigkeit der automatisierten Beurteilung von Es-
says im Fach Englisch. Zeitschrift für Pädagogische
Psychologie, 0:1–12.

Slav Petrov and Dan Klein. 2007. Improved inference
for unlexicalized parsing. In Human Language Tech-
nologies 2007: The Conference of the North Amer-
ican Chapter of the Association for Computational
Linguistics; Proceedings of the Main Conference,
pages 404–411, Rochester, New York. Association
for Computational Linguistics.

Thomas Proisl. 2018. SoMeWeTa: A part-of-speech
tagger for German social media and web texts. In
Proceedings of the Eleventh International Confer-
ence on Language Resources and Evaluation (LREC
2018), pages 665–670, Miyazaki. European Lan-
guage Resources Association ELRA.

Anne Schiller, Simone Teufel, Christine Stöckert,
and Christine Thielen. 1999. Guidelines für das
Tagging deutscher Textcorpora mit STTS (Kleines
und großes Tagset). Technical report, Univer-
sitäten Stuttgart und Tübingen, http://www.ims.
uni-stuttgart.de/forschung/ressourcen/
lexika/TagSets/stts-1999.pdf.

Helmut Schmid. 1994. Probabilistic part-of-speech tag-
ging using decision trees. In Proceedings of Inter-
national Conference on New Methods in Language
Processing.

57

https://graphvar.uni-bonn.de/dokumentation.html
https://graphvar.uni-bonn.de/dokumentation.html
https://aclanthology.org/P11-1073
https://aclanthology.org/P11-1073
https://aclanthology.org/P11-1073
https://aclanthology.org/W16-4113
https://aclanthology.org/W16-4113
https://aclanthology.org/W16-4113
https://aclanthology.org/P09-1008
https://aclanthology.org/P09-1008
https://doi.org/10.17239/jowr-2020.11.03.01
https://doi.org/10.17239/jowr-2020.11.03.01
https://econtent.hogrefe.com/doi/full/10.1024/1010-0652/a000296#_i2
https://econtent.hogrefe.com/doi/full/10.1024/1010-0652/a000296#_i2
https://econtent.hogrefe.com/doi/full/10.1024/1010-0652/a000296#_i2
https://econtent.hogrefe.com/doi/full/10.1024/1010-0652/a000296#_i2
https://aclanthology.org/N07-1051
https://aclanthology.org/N07-1051
http://www.lrec-conf.org/proceedings/lrec2018/pdf/49.pdf
http://www.lrec-conf.org/proceedings/lrec2018/pdf/49.pdf
http://www.ims.uni-stuttgart.de/forschung/ressourcen/lexika/TagSets/stts-1999.pdf
http://www.ims.uni-stuttgart.de/forschung/ressourcen/lexika/TagSets/stts-1999.pdf
http://www.ims.uni-stuttgart.de/forschung/ressourcen/lexika/TagSets/stts-1999.pdf


Anna Shadrova, Pia Linscheid, Julia Lukassek, Anke
Lüdeling, and Sarah Schneider. 2021. A challenge
for contrastive L1/L2 corpus studies: Large inter-
and intra-individual variation across morphological,
but not global syntactic categories in task-based cor-
pus data of a homogeneous L1 German group. Fron-
tiers in Psychology, Section Language Sciences, 12.

Heike Telljohann, Erhard W. Hinrichs, Sandra Kübler,
Heike Zinsmeister, and Katrhin Beck. 2012. Style-
book for the Tübingen Treebank of Written German
(TüBa-D/Z). Seminar für Sprachwissenschaft, Uni-
versität Tübingen.

Zarah Weiss. 2017. Using measures of linguistic com-
plexity to assess German L2 proficiency in learner
corpora under consideration of task-effects. Mas-
ter’s thesis, University of Tübingen, Germany.

Fred Zenker and Kristopher Kyle. 2021. Investigating
minimum text lengths for lexical diversity indices.
Assessing Writing, 47:100505.

58

https://doi.org/https://doi.org/10.1016/j.asw.2020.100505
https://doi.org/https://doi.org/10.1016/j.asw.2020.100505


A Text Samples

GraphVar corpus (1963)
Franz Werfel setzt über das Gedicht einen lateinischen Spruch, der übersetzt heißt: Komm Schöpfer
Geist. So gemahnt dies Gedicht an einen liturgischen Hymnus. In den Versen und mit Endreimen erhält
das Gedicht eine andere Form als ein mittelalterlicher Hymnus. Der Dichter hat wohl diese Überschrift
gewählt, um den Menschen heute, die auf der Suche nach einem Weltbild sind, die Geschlossenheit
des mittelalterlichen Weltbildes zu zeigen, damit sie aus diesem lernen. Rainer Maria Rilke setzt keine
Überschrift über das Gedicht. Er gibt keinen Fingerzeig, sondern stellt uns so vor das Gedicht, das kein
Versmaß hat, sondern unregelmäßige Langzeilen mit Endreimen. B I Gott kommt zu den Menschen nur
durch schöpferische Tätigkeit. Der Mensch muss sich Gott wie ein großes Kunstwerk erst erarbeiten. Er
muss um Gott kreisen, "um den alten Turm". Hat der Mensch ihn gefunden, dann kommt er "mit ihm" -
mit Gott - "aus der Nacht." Gott führt ihn aus dem Chaos zum Licht.

GraphVar corpus (2013)
In der damaligen Ständegesellschaft waren ständeübergreifende Beziehungen sehr problematisch. Mit
einer solchen Beziehung zwischen einer Bürgerlichen und einem Adligen beschäftigt sich auch Theodor
Fontane in dem Auszug aus seinem Roman "Irrungen und Wirrungen", erschienen im Jahre 1887. In
dem Textauszug aus dem fünften Kapitel findet ein Dialog zwischen der Bürgerlichen Lene und ihrem
adeligen Geliebten Botho statt, in welchem die Aussichtslosigkeit der Liebe der beiden aufgrund der
Ständegesellschaft thematisiert wird. Das Paar trifft sich bei Nacht in einem Garten zum Spaziergang. Sie
unterhalten sich zunächst über die Mutter von Botho, wobei Lene ihre Furcht vor dieser Person äußert.
Botho ist der Ansicht, dass sie seine Mutter falsch einschätzt, woraufhin Lene ihre Bedenken bezüglich
ihrer Liebe und ihrer Beziehung anspricht.

EXPRESS
Heftiger Regen. Und das fast den ganzen Tag. Zig Straßen sind überflutet, Hunderte Keller sind
vollgelaufen, Menschen müssen raus aus ihren Wohnungen, es gibt Vermisste. Tief “Bernd” setzt fast ganz
Deutschland mächtig zu. Besonders hart hat der Starkregen Nordrhein-Westfalen getroffen. In Hagen
musste ein Altenheim evakuiert werden, weil Wassermassen einströmten. Es ist unbewohnbar geworden.
Eltern wurden gebeten, ihre Kinder nicht in die Kita zu schicken. Eine verschüttete Person wurde
leicht verletzt gerettet worden. Mehrere Fahrer mussten aus ihren von Wassermassen eingeschlossenen
Autos befreit werden. Es gab mindestens 200 Einsatzorte. Einige Ortsteile waren zum Teil nicht
mehr zu erreichen. “Die Leute sind verzweifelt”, sagte ein Sprecher des Polizeipräsidiums Hagen.
Bundeswehrpanzer sollen helfen, die Straßen wieder frei zu machen.

ZEIT
Der zerbrochene Krug, der chaotische Schreibtisch oder die Fahrt nach Rimini mit einem Diesel verbren-
nenden alten Opel - das alles sind Anwendungsfälle des Zweiten Hauptsatzes der Thermodynamik. Der
besagt in aller Kürze, dass jedes System den Zustand höchster Unordnung anstrebt - solange niemand
Extraenergie reinsteckt. Dieses »Extraenergiereinstecken« aber ist die vornehmste Aufgabe der Politik.
Ein hervorragendes Beispiel dafür ist die Mülltrennung. Früher (bis in die Sechzigerjahre) gab es für
den gesamten Müll eine einzige große Tonne : für Zeitungen und faule Äpfel, für leere Flaschen und
Konservendosen, für alte Batterien, löchrige Socken und Asche aus dem Kohleofen. Manchmal war die
noch heiß, dann fing der Mülleimer an zu qualmen. In dieser (guten) alten Zeit - in Teilen der USA ist das
heute noch so - war die einzige ernst zu nehmende Frage: Wer bringt den Müll runter?
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B Syntactic Complexity: An Example

We illustrate the Syntactic Complexity measures
with an example sentence from the GraphVar cor-
pus, shown in (i).

(i) Dies ist ein Werk aus der Zeit des Naturalis-
mus.
‘This is a work from the period of naturalism.’

Fig. 6 displays the syntactic analysis produced
by the Berkeley parser (Petrov and Klein, 2007), us-
ing the model “tuebadz_topf_no_edge.gr” (Cheung
and Penn, 2009).17 It further shows the correspond-
ing BIE path notation and presents the results for
the individual syntactic complexity measures.

C Syntactic Complexity: Results

Fig. 7 shows the means and boxplots per survey
year for all syntactic features. The numbers refer to
the numbered features listed in Table 4 in Sec. 4.3.

17The tree view has been produced by the Syntax Tree
Generator, http://mshang.ca/syntree/.
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Word Lemma POS Syntax

Dies dies PDS B-SIMPX | VF | NX | PDS
ist sein VAFIN I-SIMPX | LF | VXFIN | VAFIN
ein eine ART I-SIMPX | B-MF | B-NX | ART
Werk Werk NN I-SIMPX | I-MF | E-NX | NN
aus aus APPR I-SIMPX | I-MF | B-PX | APPR
der die ART I-SIMPX | I-MF | I-PX | B-NX | B-NX | ART
Zeit Zeit NN I-SIMPX | I-MF | I-PX | I-NX | E-NX | NN
des die ART I-SIMPX | I-MF | I-PX | I-NX | B-NX | ART
Naturalismus Naturalismus NN E-SIMPX | E-MF | E-PX | E-NX | E-NX | NN
. . $. $.

No Feature Score

1 Mean Sentence Length 10
2 Clauses per Sentence 1
3 Subordinate Clauses per Sentence 0
4 Mean Clause Length 9.0
5 Mean Simplex Clause Length 9.0
6 Mean Relative Clause Length –
7 Simplex Clauses Ratio 1
8 Relative Clauses Ratio 0
9 Paratactic Clauses Ratio 0

10 Mean Prefield Length 1.0
11 Mean Middle Field Length 7.0
12 Mean Postfield Length –
13 Mean NP Length 2.2
14 Mean PP Length 5.0
15 Verbs per Sentence 1
16 NPs per Sentence 5
17 Verb/Noun Ratio 0
18 Mean Token Embedding Depth 3.6
19 Mean Maximum Embedding Depth 5

Figure 6: Syntactic analysis of the example sentence. The tree (top) shows the output of the parser. The first table
(center) shows the corresponding path notation using BIE tags in the column “Syntax”; the last node of each path
consists of the POS tag. The second table (bottom) lists the scores of the syntactic complexity measures that result
for the example sentence; note that Features 18 and 19 do not consider the topological nodes (VF, LK, MF in the
example)
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Figure 7: Syntactic features: mean and boxplot per survey year.
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Abstract

Recent abstractive summarization systems fail
to generate factually consistent – faithful – sum-
maries, which heavily limits their practical ap-
plication. Commonly, these models tend to mix
concepts from the source or hallucinate new
content, completely ignoring the source. Ad-
dressing the faithfulness problem is perhaps the
most critical challenge for current abstractive
summarization systems. First automatic faith-
fulness metrics were proposed, but we argue
that existing methods do not yet utilize the full
potential that this field has to offer and intro-
duce new approaches to assess factual correct-
ness. We evaluate existing and our proposed
methods by correlating them with human judge-
ments and find that BERTScore works well. Fi-
nally, we conduct a qualitative and quantitative
error analysis, which reveals common prob-
lems and indicates means to further improve
the metrics.

1 Introduction

Abstractive summarization is the task of generating
an informative and fluent summary that is faith-
ful to the source document. Recent progress in
neural text generation has led to significant im-
provements and well-performing state-of-the-art
abstractive summarization systems (Zhang et al.,
2019; Lewis et al., 2020). Despite these advances,
recent models fail to meet one of the essential re-
quirements of practical summarization systems: in-
formation of a generated summary must match the
facts of the source document. We follow Cao et al.
(2018) and refer to this aspect as faithfulness in
this work. Recent studies have shown that around
30% of automatically generated summaries from
neural summarization systems contain unfaithful
information (Cao et al., 2018; Falke et al., 2019;
Kryscinski et al., 2019), especially when a sentence
combines content from multiple source sentences
(Lebanoff et al., 2019). Table 1 shows a misleading
and unfaithful summary demonstrating this issue.

Source The restaurant began serving puppy platters
after a new law was introduced allowing dogs
to eat at restaurants – as long as they were
outdoors!

Summary New rules have come into place that you can
eat your dog.

Table 1: A generated, unfaithful summary found in the
XSUM hallucination dataset by Maynez et al. (2020).

Researchers identified multiple challenges for
developing faithful systems. One challenge is eval-
uation, as current automatic metrics are inadequate.
Typical metrics like ROUGE (Lin, 2004), BLEU
(Papineni et al., 2002) or METEOR (Banerjee and
Lavie, 2005) are insensitive to semantic errors.
These n-gram-based approaches weight all portions
of the text equally, even when only a small fraction
of the n-grams carry most of the semantic content.
Consequently, factual inconsistencies caused by
small changes are overshadowed by high n-gram
overlaps. Another challenge is the optimization of
abstractive models. Generating summaries that
highly overlap with human references does not
guarantee faithful summaries (Zhang et al., 2020b).

Initial work on metrics to automatically assess
faithfulness will be discussed in Section 2 and 3,
however, no consensus has been reached to date.
We argue that the currently available means to au-
tomatically evaluate faithfulness do not use the full
potential that current NLP methods offer. In this
work, we explore new methods to assess the faith-
fulness of generated texts and compare them to
existing approaches. Finally, we perform a qualita-
tive and quantitative error analysis by investigating
the outputs of all methods to analyze their problems
and to reveal ways to improve them. We study the
following research questions (RQs) in this work:

1. Which faithfulness metric correlates best with
human judgements?

2. What are problems of faithfulness metrics and
how can we address them?
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Together with this work, we release an open-source
Python library1 that allows reproduction of our re-
sults and utilization of all discussed metrics by
others to evaluate faithfulness.

2 Related Work

The lack of automatic evaluation metrics for faith-
fulness has motivated researches to develop new
metrics that ideally mimic human judgements of
factual consistency. Popular approaches are based
on question answering (Wang et al., 2020; Durmus
et al., 2020), textual entailment (Falke et al., 2019;
Maynez et al., 2020) and contextual embeddings
(Kryscinski et al., 2020).

Nan et al. (2021) focus on the problem of un-
faithful entities where model-generated summaries
contain named entities that do not appear in the
source document. The authors perform named en-
tity recognition and calculate the percentage of enti-
ties in the summary that can be found in the source.
A low percentage means entity hallucination is se-
vere. In addition, they propose precision-target and
recall-target, which capture the entity-level accu-
racy of the generated summary with respect to the
ground truth summary.

Goodrich et al. (2019) propose to measure the
factual correctness with relation extraction meth-
ods. Facts are represented as subject-predicate-
object triples and faithfulness is defined as the pre-
cision between the facts extracted from the gener-
ated summary and target summary.

3 Methods

We re-implement and modify popular faithfulness
metrics as well as propose new methods (SentSim,
NER, SRL) that extract and compare different in-
formation from text to assess factual consistency.

3.1 BERTScore
BERTScore (Zhang et al., 2020a) is an automatic
evaluation metric for text generation. It utilizes con-
textual embeddings to compute a similarity score
between every token in the candidate sentence and
reference sentence. Computing the similarity with
contextual embeddings is effective for matching
paraphrases as well as capturing distant dependen-
cies and ordering.

Let x be a reference sentence x = x1, ..., xn and
a y be candidate sentence y = y1, ..., ym tokenized
into tokens xi and yj , respectively. An embedding

1https://github.com/bigabig/faithfulness

model maps theses sentences to two sequence of
vectors x1, ...,xn and y1, ...,ym. Every token in
x is matched to a token in y to compute recall
and each token in y is matched to a token in x
to compute precision using maximum matching:
each token is aligned to the most similar token in
the other sentence. Three variants of BERTScore
(precision, recall, F1) are shown below:

RBERT =
1

|x|
∑
xi∈x

max
yj∈y

xi
Tyj

PBERT =
1

|y|
∑
yj∈y

max
xi∈x

xi
Tyj

F1BERT = 2
PBERT ×RBERT

PBERT +RBERT

We optimize BERTScore by selecting layer 8 of
RoBERTa-large (Liu et al., 2019) fine-tuned on
Multi-NLI (Williams et al., 2018) (roberta-large-
mnli on Hugging Face) to compute embeddings.

3.2 Textual Entailment (TE)
Textual Entailment (Dagan et al., 2005) is a popular
approach to measure factual consistency employed
e.g. by Falke et al. (2019), Maynez et al. (2020),
Durmus et al. (2020). The basic intuition is that
all information in a summary should ideally be en-
tailed by the source document or perhaps be neutral
to the source document, but the summary should
never contradict it.

Let E be a TE model that predicts the probabil-
ity E(a, b) that text b is entailed by text a. The
faithfulness score f of a summary S consisting of
sentences s1, ..., sn with respect to the original doc-
ument D with sentences d ∈ D can be computed
in 3 different ways:

fs2s(S) =
1

n

n∑
i=1

maxd∈DE(d, si)

fd2s(S) =
1

n

n∑
i=1

E(D, si)

ftop2s(S) =
1

n

n∑
i=1

E(P, si)

The sentence-to-sentence (s2s) scoring method
checks if every summary sentence is entailed by
any source sentence. The document-to-sentence
(d2s) checks if every summary sentence is entailed
by the source document. The top-to-sentence (t2s)
checks if every summary sentence is entailed by
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the k (=3) most similar source sentences (calcu-
lated by comparing cosine-similarities of sentence
embeddings) forming paragraph P .

We use BART-large (Lewis et al., 2020) and
RoBERTa-large fine-tuned on Multi-NLI in our
experiments to compute entailment and sentence-
transformers2 to compute sentence embeddings
(for t2s).

3.3 Question Generation & Question
Answering (QGQA)

The QGQA framework was introduced by Dur-
mus et al. (2020) and Wang et al. (2020) and has
been used in follow-up work, e.g. Maynez et al.
(2020); Dong et al. (2020). The basic intuition of
this framework is: if we ask questions about a sum-
mary and its source, we expect to receive similar
answers if the summary is faithful. Naturally, more
matched answers imply a more faithful summary
as the information addressed by these questions is
consistent between summary and source.

QGQA framework performs the following steps
to detect factual inconsistencies:

1. An answer candidate selection (AS) model se-
lects important text spans from the summary.

2. A question generation (QG) model generates
a set of question about the summary using the
answer candidates.

3. A question answering (QA) model answers
these questions using both the source docu-
ment and the generated text.

4. The faithfulness score is computed based on
the similarity of the corresponding answers.

A similarity metric is necessary to compare corre-
sponding answers. We empirically find F1 surface
(token-level) similarity performs best (Appendix
A.1).

We use the transformers library (Wolf et al.,
2020) to implement this framework. Named enti-
ties and noun phrases are extracted with spaCy3 as
answer candidates. We use T5-base4 as QG model
to generate 5 questions per candidate, but filter out
duplicates, bad questions (questions that cannot be
answered by QA model given the summary) and
low probability questions to have at most 10 ques-
tions per summary. RoBERTa-large fine-tuned on
SQUAD2 (Rajpurkar et al., 2018) is used as QA

2all-mpnet-base-v2 from https://www.sbert.net/index.html
3en_core_web_lg from https://spacy.io/
4https://github.com/fajri91/question_generation

model (deepset/roberta-large-squad2 on Hugging
Face).

3.4 Sentence Similarity (SentSim)
The intuition of SentSim to measure faithfulness
is that the information expressed in the summary
should be the same as in the source document
but paraphrased. Therefore, a summary sentence
should be very similar to one or multiple important
source sentences.

Abstractive summaries are written using differ-
ent wordings and formulations to express the same
information. Consequently, SentSim has to success-
fully deal with highly paraphrased text detecting
similar concepts expressed with different words on
the one hand. On the other hand, it has to differen-
tiate between similar and contrasting or contradict-
ing information so that it can actually be used to
score faithfulness.

We propose the following strategy to asses faith-
fulness with sentence similarity:

1. Apply sentence splitting to the source docu-
ment and summary to obtain lists of sentences.

2. Match every summary sentence with the most
similar source sentence to compute precision;
vice-versa to compute recall.

The precision variant (recall is analog, F1 as
usual) of SentSim is defined as follows: let S =
{s1, s2, ..., sN} be the set of summary sentences
and let D = {d1, d2, ..., dM} be the set of docu-
ment sentences, then

PSentSim =
1

|S|
∑
sj∈S

max
di∈D

sim(di, sj)

We utilize spaCy to apply sentence splitting and
experiment with various implementations of sim().
We empirically find that F1 and BERTScore per-
form well to score and align sentences (Appendix
A.1).

3.5 Named Entity Recognition (NER)
Factual inconsistencies can occur at different levels.
The entity hallucination problem occurs when a
summary contains named entities that do not appear
in the source document. Intuitively, a summary
containing many entities that do not appear in the
source is less faithful than a summary that contains
the same entities as the source.

We propose the following strategy to calculate
faithfulness with NER:
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1. Identify entities in summary and source.
2. Group entities by their label (e.g. PER).
3. For each summary entity, calculate the most

similar entity of the same group in the source
document and its similarity score.

4. The faithfulness score is the average over all
similarity scores.

We use spaCy to extract named entities and empir-
ically find that Exact Match and F1 perform well
to compare them (Appendix A.1). Please note, this
approach does not capture other aspects that influ-
ence faithfulness like relations between entities or
context surrounding entities.

3.6 Open Information Extraction (Open IE)

At relation level, we compare the relations between
entities appearing in the source document and the
summary. The relation hallucination problem oc-
curs when a summary contains the same entities
as the source document but their relations do not
appear in the source document.

Naturally, if a summary contains many relations
not present in the source document it is less faithful
than a summary that contains the same relations.
More matched relations imply a more faithful sum-
mary since not only the entities but also their inter-
action is consistent. In contrast to NER, a perfect
match of summary relations with source relations
can guarantee a faithful summary.

We propose the following strategy to calculate
faithfulness with Open IE:

1. Apply a co-reference resolution system to re-
place all pronouns in the texts with their re-
spective entity.

2. Apply an Open IE system to extract summary
triples (R(s)) and source triples (R(d)) of the
form (subject, relation, object) representing
any fact in the given text.

3. Compute a faithfulness score based on the
comparison of the extracted relations.

We use the Stanford CoreNLP toolkit for Open
IE (Angeli et al., 2015), which includes an option
to apply co-reference resolution as pre-processing
step. We experiment with different methods to
compare triples. The Relation Matching Rate (Zhu
et al., 2021) operates on fact triples and basically
measures the ratio of correct hits. Additionally,
we linearize fact triples by concatenating the sub-
ject, relation and object to measure similarity with
typical metrics. We empirically find that F1 or

BERTScore work best (Appendix A.1).

3.7 Semantic Role Labeling (SRL)
This approach is inspired by the YiSi metric (Lo,
2019). YiSi measures similarity between two sen-
tences by aggregating the semantic similarities of
semantic structures. We argue that comparing se-
mantic frames in contrast to comparing tokens as
e.g. in BERTScore brings more linguistic struc-
ture into the faithfulness assessment. This process
can find crucial differences between the argument
structure of summary and source, which is a desir-
able property considering faithfulness. It verifies
whether summary phrases are used in a semanti-
cally similar way as in the source document and
should help to identify cases where the summary
differs from the originally intended meaning.

We propose the following strategy to calculate
faithfulness with SRL:

1. Apply a SRL model to the summary and
source document to obtain labeled phrases.

2. Optionally, filter and merge semantic role la-
bels to increase robustness.

3. Group phrases by their label.
4. Align (a) source and summary phrases with

same label using a similarity metric.
5. Aggregate the similarity scores of aligned

phrases and average over all labels to com-
pute faithfulness (f ).

Formally, this calculation can be denoted as

arecall(l) =
1

|PS,l|
∑

pi∈PS,l

max
pj∈PD,l

sim(pi, pj)

fmetric =
1

|L|
∑
l∈L

ametric(l)

where metric ∈ {precision, recall, F1}. The
precision variant of alignment (a) is analog to
arecall, F1 is calculated as usual. L is the set of all
semantic labels, sim is a similarity metric compar-
ing two texts, PD,l and PS,l are sets of phrases with
label l ∈ L for source D and summary S.

We use SRL BERT (Shi and Lin, 2019) of Al-
lenNLP (Gardner et al., 2018) toolkit trained on the
English OntoNotes 5 dataset (Hovy et al., 2006)
for semantic role labeling. Following Lo (2019),
we merge semantic role labels into more general
role types (who, what, whom, when, where, why,
how) for more robust performance. We empirically
find computing similarity scores of phrases (sim())
works best with cosine-similarity (Appendix A.1).
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4 RQ1: Best faithfulness metrics

We evaluate all faithfulness metrics described in
Section 3 on the XSUM hallucination dataset
(Maynez et al., 2020) as well as the SummEval
dataset (Fabbri et al., 2021) and compute the cor-
relation with human judgements. XSUM contains
human faithfulness judgements (averaged to faith-
fulness scores) for 2000 document-summary pairs
obtained by randomly sampling 500 articles from
the XSUM (Narayan et al., 2018) test set and ap-
plying four different summarization models. Three
annotators per document-summary pair were given
the task to identify unfaithful text spans (halluci-
nation spans) in the summary. The faithfulness
score is roughly equivalent to the number of faith-
ful words divided by number of total words of a
summary. SummEval contains human faithfulness
judgements for 1600 document-summary pairs ob-
tained by randomly sampling 100 articles from the
CNN/DailyMail (Hermann et al., 2015) test set and
applying 16 different neural summarization models.
Five crowd-sourced and 3 expert annotators were
given the task to rate the factual consistency on a
Likert scale from 1 to 5.

We apply a faithfulness metric on all document-
summary pairs and calculate Spearman correla-
tion (p) and Pearson correlation (r) coefficients
between human judgements and predicted faith-
fulness scores. Results are reported in Table 2.

On the XSUM dataset, BERTScore achieves the
highest correlation with human judgements. En-
tailment, SentSim and SRL perform similarly. On
the SummEval dataset, SentSim and Entailment
achieve the best correlation with human judge-
ments. Open IE is last in both rankings.

Comparing XSUM and SummEval, there is a
huge performance difference. This reason is two-
fold: First, we developed and optimized the met-
rics with the XSUM dataset in mind and checked
other available datasets to test the generalizability
later. Second, there is a huge methodical difference
between the XSUM and SummEval faithfulness
annotations. In the XSUM hallucination dataset,
annotators worked closely with the text annotating
unfaithful passages, whereas in SummEval, anno-
tators used Likert scales, a more distant approach.
To exemplify this difference, consider the two sen-
tences "I love you" vs. "I hate you". Using a Likert
scale, annotators would most likely rate the sum-
mary 1 or 2 (faithfulness score ≤ 25%). When
using span annotations, the only unfaithful word

Method (on XSUM) Pearson (r) Spearman (p)
BERTScore 0.501 0.486
Entailment 0.366 0.422
SentSim 0.392 0.389
SRL 0.393 0.377
NER 0.252 0.259
QGQA 0.228 0.258
Open IE 0.169 0.185

Method (on SummEval) Pearson (r) Spearman (p)
SentSim 0.24 0.24
Entailment 0.22 0.22
BERTScore 0.17 0.17
QGQA 0.13 0.13
SRL 0.13 0.13
NER 0.12 0.12
Open IE 0.10 0.10

Table 2: Pearson (r) and Spearman (p) correlation coef-
ficients for faithfulness measured between human faith-
fulness judgements and different automatic methods.

Method Correct Delta
Random 50.0% 0
NER 29.5% -20.5
Open IE 49.0% -1
ESIM 67.6% +17.6
(Falke et al., 2019)
SRL 69.4% +19.4
SentSim 69.7% +19.7
FactCC 70.0% +20
(Kryscinski et al., 2020)
QGQA 71.9% +21.9
BERTScore 77.5% +27.5
Entailment 88.5% +38.5
Human (Falke et al., 2019) 83.9% +33.9

Table 3: Results on the sentence re-ranking experi-
ment. Human performance was crowd-sourced. Ties
are counted as incorrect predictions.

is "hate", resulting in a faithfulness score of 66%.
Both approaches are valid, but for our experiments
and quantitative analysis, we stick with the closer,
span-annotation-based faithfulness computation.

We also evaluate all faithfulness metrics on the
sentence re-ranking experiment by Falke et al.
(2019). This dataset contains contains 373 triples,
each triple consists of a source sentence and two
summary sentences. Source sentences are taken
from the CNN/DailyMail dataset, summary sen-
tences are generated by the summarization model
from Chen and Bansal (2018). One summary sen-
tence is faithful to the source sentence, whereas the
other summary sentence is factually inconsistent.

We test how often a metric prefers the correct
sentence i.e. gives a higher score to the faithful
sentence. Results are shown in Table 3.

Entailment distinguishes best between unfaithful
and faithful sentences, achieving 88.5% correct pre-
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dictions outperforming even human performance.
All other faithfulness metrics perform in a compara-
ble range on this task, ranking about 70% example
sentences correctly. The only exceptions are Open
IE and NER. Both metrics perform worse than Ran-
dom. We qualitatively find that, in almost every
example, the entities mentioned in the summary
sentences are also present in the source sentence
explaining the poor ranking performance.

Finally, in our search for the best faithfulness
metric, we experiment with combining multiple
metrics. Since the discussed faithfulness metrics
compare fairly different information (tokens, enti-
ties, answers to questions etc.), we believe a combi-
nation of metrics can lead to a better faithfulness as-
sessment. We correlate all faithfulness metrics with
each other using the XSUM hallucination dataset.
The results are shown in Figure 1, indicating that
a combination of BERTScore, QGQA and either
Entailment or NER is promising.

Data to learn a reliable combination of metrics
is not available, since manual faithfulness evalu-
ation is time-consuming and expensive. Still, to
analyze the effectiveness of combining metrics, we
learn a linear combination of multiple metrics with
10-fold cross-validation on the XSUM hallucina-
tion dataset. Table 4 shows combining BERTScore,
Entailment and QGQA achieves an average Spear-
man correlation of 0.559, which is a relative im-
provement of 15% over BERTScore, combining all
metrics leads to a relative improvement of 20%.

5 RQ2: Error Analysis of faithfulness
metrics

In order to reveal weaknesses and room for
improvement, we investigated outputs for 100
randomly selected source-summary pairs of the
XSUM hallucination dataset per metric, of which
50 are underprediction cases and 50 are overpre-
diction cases. A detailed breakdown of the most
prevalent error categories (E1 - E37) and their rela-
tive frequency is shown in Table 5 for all metrics.
To set these errors in perspective, Figure 2 visual-
izes how often, and by how much a metric over-
and underpredicts. BERTScore, for example, is
much more prone to overpredicting (75%), indicat-
ing that these errors are more critical. Next, we
discuss ideas to tackle some of the found problems.

The F1 similarity metric is used in many faithful-
ness metrics (QGQA, SentSim, OpenIE) because it
leads to best correlation with human faithfulness.

Figure 1: Spearman correlation of faithfulness metrics
with each other computed on the XSUM hallucination
dataset.

Combination Correlation
1· BERTScore (BS) 0.485
1.5· BS +0.1· NER 0.493
1.5· BS +0.26· QGQA 0.514
1.3· BS +0.26· Entailment 0.535
1.3· BS +0.24· Entailment +0.24· QGQA 0.559
0.86· BS +0.22· Entailment +0.03· NER
+0.21· QGQA + 0.3· SRL +0.34· SS 0.582

Table 4: Averaged Spearman correlations of linear met-
ric combinations with human faithfulness judgements.

This metric performs exact match on a token-level,
which comes with many disadvantages: it fails to
match synonyms (Error 12 in Table 5), does not
comprehend meaning (E14, E29) and stopwords
can falsify its results (E24). Further, less frequent
errors include inability to correctly compare ab-
breviations (e.g. "GB" with "Great Britain"), sin-
gular and plural (e.g. "men" with "man"), gen-
eralizations (e.g. "save 5$" with "save money"),

Figure 2: Differences between human and metric faith-
fulness predictions. Documents and their corresponding
difference are sorted in descending order per metric.
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locations (e.g. "London" with "England") and e.g.
"pharmaceutical firm" with "Accord Healthcare"
as it lacks background knowledge. A possible so-
lution is to replace F1 with a metric that has back-
ground knowledge and can deal with paraphrases,
like BERTScore.

However, the error analysis revealed that
BERTScore, which aligns and compares token em-
beddings, tends to assign too high similarities to
phrases that appear in different contexts and to
negations, opposites, and contradictions as well
as to different numbers. For example, whether
someone was jailed for 4 or 7 years makes no dif-
ference to BERTScore (similarity of 97%). Cur-
rently, BERTScore operates on contextualized em-
beddings. Paraphrases and synonyms are used in
similar context, thus, their embeddings are simi-
lar. But, negations, opposites and contradictions
typically appear in similar contexts as well, which
leads to some of BERTScores problems. Using
contrastive embeddings where opposites are distant
in the embedding space is a promising direction.

QGQA struggles with questions having not
enough variation (E7) or targeting irrelevant infor-
mation (E9). Questions are generated by providing
a model with text and answer candidate, thus, de-
veloping an answer candidate selection method that
focuses on critical parts of the summary can solve
these issues. Further, some generated questions are
not answerable, but the QA model finds answers
anyway (E8). Here, a QA model that can output
"NO ANSWER" is a possible solution.

NER often finds no entities at all (E17) or not
enough entities (E20) for the following reason: gen-
erated summaries are written in lowercase only.
However, one important feature of NER models
is capitalization, leading to either not finding en-
tities or incorrect entity labels (E22). Applying
a re-capitalization model to generated summaries
before extracting entities seems promising.

OpenIE suffers mostly from triples not cover-
ing important information (E25). By definition,
Open IE triples should cover subject, predicate,
object which will always lead to a sentence (or sub-
sentence) representation that misses information.
In its current state, we do not think OpenIE is a suit-
able method to assess faithfulness. Instead, SRL
is a solid alternative as these models predict more
detailed labels (e.g. who, what, whom, why etc.).

SRL uses cosine similarity of phrase embeddings
to align and compare phrases with similar seman-

tics. Similar to BERTScore, cosine similarity of
phrases tends to be too high (E30), despite differ-
ent contexts (E31). We calculate embeddings per
phrase and, thus, the remaining sentence has no
influence on phrase embeddings. Including more
context to the phrase embedding calculations could
help issue E31. Other issues attribute to SRL la-
bels. The SRL model predicts wrong labels (E33)
or similar summary and source phrases have differ-
ent labels (E37). We already group SRL labels as
described in Section 3.7 to increase robustness and
number of matches. Refining this grouping with
aid of experts could be beneficial.

The current protocol of SentSim, aligning and
comparing one summary with one source sentence,
is not a good fit to assess faithfulness (E16). A
sophisticated approach that splits sentences into
clauses and compares them seems more suitable.

Entailment calculates the entailment probability
of a summary sentence given the source document.
Analyzing this metric posed quite the challenge as
its calculations are in-transparent. We found that
verbs have most impact on the predictions: when-
ever a verb is not entailed, the metric predicts very
low scores (E5). Cases where mostly the verbs
are unfaithful are problematic as human faithful-
ness is usually high for summaries that contain few
unfaithful words.

6 Conclusion

We re-implemented, modified and proposed new
metrics to assess faithfulness of automatically gen-
erated summaries. Next, we conducted several
experiments and found that BERTscore and Entail-
ment correlate with human judgements and are able
to successfully re-rank sentences. In a comprehen-
sive error analysis, we revealed common problems
of faithfulness metrics and identified possible so-
lutions to their most prevalent issues. We want to
highlight that the discussed metrics do not seem to
generalize well to other datasets and cannot replace
human faithfulness evaluation yet.

With this work, we laid a solid basis for fur-
ther development and improvement on faithfulness
metrics. We also released an open-source library
including all discussed metrics to encourage further
experimentation and to facilitate evaluation.

In further work, we experiment with contrastive
embeddings and combine multiple metrics to im-
prove performance. Also, we collect new faithful-
ness datasets to build metrics that generalize well.
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# BERTScore Errors Over Under
1 Phrases or entities appearing in different context have too high similarity 45% -
2 Negations, opposites and contradictions have too high similarity 24% -
3 Different numbers (amounts, counts, money, age, dates etc.) have too high similarity 13% -
4 Arbitrarily assembled compound nouns have high faithfulness 8% -

e.g. "Macedonia’s Prime Minister Justin Riot"

# Entailment Errors Over Under
5 Faithful phrases connected by unfaithful verbs drastically reduce the score - 52%

Summary: Moscow imposed sanctions on Turkey. Score: 0%
Src: Russia suspended all sanctions against Turkey.

6 Robustness: summary contains grammatical errors or word repetitions - 18%

# QGQA Errors Over Under
7 Questions do not have enough variation (target the same information, are similar, too few) 44% 48%
8 Question is not answerable, but an answer matching the unfaithful summary is found anyway 32% -

Q: Which county has signed Colin? Src: Worcestershire signed John. A: Worcestershire
9 Questions target irrelevant information (answers do not help to assess the faithfulness of the text) 12% 12%

10 QA component cannot find the correct answer - 36%
11 Question is unanswerable (since no answer can be found, faithfulness decreases) - 24%
12 F1 answer similarity fails to match correct answers - 44%

e.g. "optometrist" vs. "eye specialist" or "a number of whales" vs. "thirty six whales"

# SentSim Errors Over Under
13 Stopwords increase the similarity (faithfulness based on stopwords or incorrect alignment) 52% -
14 F1 does not comprehend meaning (different terms mean the same, or vice versa) 14% 36%

"police appeal for witnesses" vs. "anyone with information can call 101"
15 Summary sentence paraphrases multiple sentences. Comparing with one sentence is insufficient. 32% 56%
16 Erroneous sentence splitting (information is wrongly split into multiple sentences) - 12%

# NER Errors Over Under
17 No entities in the summary (faithfulness defaults to 100%) 50% -
18 No source entities with corresponding tag to summary entity (→ not considered in calculation) 16% -
19 Entities match correctly, but faithfulness is not related to entities 14% 30%
20 Important entities not found in summary and / or source (e.g. Leukaemia not detected as entity) 26% 61%
21 Tokenization problems lead to incorrect entities (e.g. 1.5million = 1[Money].5m[Quantity]) - 12%
22 Incorrect entity labels (e.g. World is labeled as Person) - 12%
23 Similarity of different mentions of same entity is low (e.g. "Myles Anderson" vs. "Anderson") - 24%

# OpenIE Error Over Under
24 Stopwords increase the similarity of completely different triples 40% -
25 Summary triples miss important information (dates, locations, etc.) 44% 52%

e.g. a man | has been | found instead of a man | has been found guilty | of murdering a soldier
"More than a third of children in the UK have been sexually abused" → Children | in | UK

26 Faithful information of source document not part of a triple - 26%
27 Summary is too abstract (highly paraphrased, aggregate information of multiple sentences) - 20%
28 Summary has no triples - 16%
29 F1 does not comprehend meaning (different terms mean the same, or vice versa) - 8%

# SRL Errors Over Under
30 Similarity of (apparently randomly) aligned phrases is incomprehensibly high 44% -
31 Single word phrases match exactly with other single word phrases, but context is different 28% -
32 Similarity of detailed, information-rich summary phrases and simple source phrases is too high 16% -

e.g. "Double olympic champion Nicola Adams" is very similar to "Adams"
33 SRL model errors (incorrect labels, incorrect split of phrases, incorrect grouping of phrases) 12% -

e.g. "IS" (abbreviation of islamic state) or "united" of "Manchester United" is labeled as verb
34 Important information is not part of a phrase and cannot be considered in faithfulness calculation 16% -
35 Summary phrases are coarse grained. Split into smaller phrases necessary to validate faithfulness - 40%
36 Summary is too abstract (understanding of whole text necessary to validate faithfulness) - 24%

e.g. summary presents the result of a soccer match, source is soccer live ticker
37 Faithful phrases have different tags in summary & source and, thus, are not aligned & compared - 32%

Table 5: Quantitative error analysis of 100 randomly selected examples of the XSUM hallucination dataset for all
faithfulness metrics, of which 50 are underprediction (Under) and 50 are overprediction (Over) cases.
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A Appendix

A.1 Comparing texts
Most faithfulness metrics introduced in Section 3
compare texts to compute the faithfulness score.
We experiment with various similarity metrics to
implement the faithfulness metrics and evaluate
them on the XSUM hallucination dataset (Table
7 and the sentence re-ranking experiment (Table
8). The cosine-similarity (CS) metric is calcu-
lated on sentence embeddings generated by off-
the-shelf sentence-transformers5. We find using
F1 in QGQA is the best trade-off between perfor-
mance and computation time. SRL performs best
with CS. Depending on the task, NER performs
best with either F1 or CS. Both, SentSim and Open
IE perform best with either F1 or BERTScore.

A.2 Input for textual entailment
We evaluate different input techniques (sentence-
to-sentences (s2s), document-to-sentence(d2s), top-
to-sentence (top2s) for an entailment model on
the XSUM hallucination dataset and find that d2s
works best as shown in Table 6.

Method Pearson (r) Spearman (p)
s2s 0.152 0.190
d2s 0.366 0.422
top2s 0.251 0.302

Table 6: Evaluation of different input techniques for
entailment models. The table lists correlations with
human faithfulness judgements.

5https://www.sbert.net/index.html

Method Similarity Pearson (r) Spearman (p)
QGQA EM 0.200 0.226
QGQA F1 0.228 0.258
QGQA BERTScore 0.252 0.258
QGQA CS 0.216 0.222
NER EM 0.251 0.255
NER F1 0.252 0.259
NER BERTScore 0.151 0.195
NER CS 0.200 0.204
SRL EM 0.234 0.273
SRL F1 0.359 0.363
SRL BERTScore 0.270 0.344
SRL CS 0.393 0.377
SentSim EM -0.039 -0.039
SentSim F1 0.392 0.389
SentSim BERTScore 0.374 0.372
SentSim CS 0.387 0.369
Open IE EM 0.042 0.076
Open IE F1 0.169 0.185
Open IE BERTScore 0.013 0.212
Open IE CS 0.134 0.186

Table 7: Comparison of different similarity metrics used
in various faithfulness metrics. The table lists corre-
lations with human faithfulness judgements. We ex-
periment with Exact Match (EM), F1 (on token-level),
BERTScore and cosine-similarity of embeddings (CS).

Method Similarity Correct
QGQA EM 67.29%
QGQA F1 68.36%
QGQA BERTScore 69.17%
QGQA CS 69.71%
NER EM 18.50%
NER F1 18.50%
NER BERTScore 26.54%
NER CS 29.49%
SRL EM 50.67%
SRL F1 66.76%
SRL BERTScore 67.83%
SRL CS 69.44%
SentSim EM 2.95%
SentSim F1 56.03%
SentSim BERTScore 69.71%
SentSim CS 68.36%
Open IE EM 26.27%
Open IE F1 46.11%
Open IE BERTScore 49.06%
Open IE CS 47.99%
Open IE RMR1 21.98%
Open IE RMR2 26.27%

Table 8: Comparison of different similarity metrics used
in various faithfulness metrics evaluated on the sentence
ranking experiment from Falke et al. (2019). We ex-
periment with Exact Match (EM), F1 (on token-level),
BERTScore and cosine-similarity of embeddings (CS).
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Abstract

We present the results of a project perform-
ing sentiment analysis on tweets from Ger-
man politicians and party accounts for the 2021
German federal election. We collected over
58,000 tweets from the Twitter accounts of the
seven parties represented in the German Bun-
destag, of which a selection of 2,000 tweets
were annotated by three annotators. Based on
the annotated data, we implemented multiple
sentiment analysis approaches and evaluated
the sentiment classification performance. We
found that transformer-based models like bidi-
rectional encoder from transformers (BERT)
performed better than traditional machine learn-
ing models such as Naive Bayes and lexicon-
based models like GerVADER. The best per-
forming BERT model achieved an accuracy of
93.3% and macro f1 score of 93.4%. Applying
sentiment analysis on the overall corpus via this
method showed that overall, negative sentiment
was most frequent and that there were multiple
major shifts in sentiment a few months before
and after the election. Furthermore, we found
that tweets from opposition parties had on av-
erage more negative sentiment than those from
governing parties.

1 Introduction

The 2021 federal election in Germany led to a dra-
matic change in power of the leading parties. An-
gela Merkel’s chancellorship and the reign of the
CDU (Christlich Demokratische Union) came to an
end after 16 years and a new coalition now forms
the government (see table A.1 in the appendix for
election results). Whereas former election cam-

paigns only took place in the real world through
posters and election events, ever since the rise of
social media, campaigns additionally focus on gain-
ing support on the internet (Freelon, 2017). During
elections, politicians of all parties are strategic ac-
tors focused on gaining voters’ support (Druckman
et al., 2010). Besides online advertisements, politi-
cal discussions via social media have gained more
and more importance. This is a worldwide phe-
nomenon but can especially be seen in the United
States (Tumasjan et al., 2010) where former presi-
dent Donald Trump used Twitter almost on a daily
basis to share his opinion on a wide variety of top-
ics. Twitter is a micro-blogging platform and one
of the most popular social-media channels for on-
line communication. Sharing content takes place
in form of a short text, limited to 280 characters,
which is called a tweet. Twitter has become an
important platform for research in computational
social science and a source for research conduct-
ing sentiment analysis (Drus and Khalid, 2019).
Sentiment analysis is the computational method to
predict the sentiment, attitude or opinion of media,
predominantly text (Liu, 2015). It is often regarded
as a classification task with the categories positive,
neutral and negative (Wagh et al., 2018). Sentiment
analysis can also be differentiated into three differ-
ent description levels: document level, sentence
level, feature level (Liu, 2015). In this study, we
are focusing on complete tweets as level of anal-
ysis (i.e. sentiment analysis on document level).
There are a variety of methods to perform senti-
ment analysis ranging from rule-based approaches
to the application of transformer-based language

74

Proceedings of the 18th Conference on Natural Language Processing (KONVENS 2022) 
Distributed under Creative Commons License Attribution 4.0 International (CC BY 4.0)



models (Drus and Khalid, 2019; Guhr et al., 2020).
In this study, we analyze the social media be-

haviour of German politicians and parties during
the federal election of 2021 by applying sentiment
analysis on the tweets of the entire election year for
a selection of party accounts (58,864 tweets). The
goal of this work is to gain insights about political
parties’ sentiment during the election year 2021.
Our research questions are as follows:

• What is the best performing sentiment anal-
ysis technique in this use case of political
tweets in regards to common methods and
state-of-the-art recommendations?

• How does the sentiment of parties expressed
in tweets differ from each other in general
and with respect to government/opposition
and election winner/loser relations?

• How does the sentiment of parties expressed
in tweets change across the election year?

Our main contributions to the research area are
as follows:

• The acquisition and preparation of all tweets
of 89 Twitter accounts for the year 2021 of
the most important German political parties
(58,864 tweets)

• The annotation of a subset of 2,000 tweets
with sentiment information for evaluation and
machine learning (ML) purposes

• The implementation and evaluation of a
lexicon-based approach, sentiment analysis
based on traditional machine learning and the
application of a large German BERT model on
our annotated data set and a larger additional
corpus

• The investigation of the above research ques-
tions applying the best performing sentiment
model on our overall corpus

We release our annotated data sets and best
performing model as well as additional data and
visualizations via GitHub 1 to support further
research. We apply the best performing model
on our overall corpus to investigate the proposed
research questions.

1https://github.com/lauchblatt/
Twitter_German_Federal_Election_2021

2 Related Work

Ever since the rise of social media, sentiment anal-
ysis on social media platforms is a very active re-
search area (Wang et al., 2012; Elbagir and Yang,
2019). Sentiment analysis is used, for example, to
explore sentiment in Reddit forums (Schmidt et al.,
2020c; Moßburger et al., 2020), on Twitter (Elba-
gir and Yang, 2019) or social media artefacts like
memes (Schmidt et al., 2020b). In the following
chapters, we summarize important research in the
context of political analysis on Twitter and offer an
overview of current sentiment analysis methodol-
ogy.

2.1 Sentiment Analysis on Twitter for Political
Research

Research in political sentiment analysis on Twitter
differs between the analysis of accounts of political
actors and the analysis of public sentiment towards
political events or actors. As examples for the lat-
ter, Bermingham and Smeaton (2011) investigated
whether it is possible to predict the election results
for the Irish general election 2011. The results
showed that the analysis of sentiment indeed of-
fers predictive qualities. Furthermore, there was
a big sentiment-shift two days before the election
day which already gave indications on the elec-
tion results. In similar research for India, Sharma
and Moh (2016) showed that parties which were
mentioned in tweets with a positive sentiment are
more likely to win election votes than parties with
a negative sentiment.

Considering the analysis of political actors, Tu-
masjan et al. (2010) analyzed the sentiment during
the German federal election in 2009. For politi-
cians and parties they discovered that the politi-
cians’ sentiment profiles reflected different nuances
of the election campaign. Furthermore, polarizing
politicians from the opposition showed inversed
sentiment. Budiharto and Meiliana (2018) focused
on the Indonesian presidential candidates and were
able to predict popularity with various Twitter met-
rics including results of sentiment analysis. Re-
cently Costa et al. (2021) analyzed the communi-
cation of parties and their sentiments in Portugal in
one year. When comparing the results, the authors
found a great variability between the parties. They
revealed that the party being at the opposition had
the most positive sentiment profile and the right
wing generally expressed more positive sentiment
than the left wing.
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Overall, research shows that sentiment analysis
of political actors and the public on Twitter can
serve as source of analysis and predictor of popu-
larity. Similar to previous research, we will focus
on the identification of sentiment shifts and differ-
ences among parties.

2.2 Methods for Sentiment Analysis

Large transformer-based language models like
BERT and ELECTRA are currently considered
state-of-the-art for sentiment analysis tasks (Qiu
et al., 2020; Chouikhi et al., 2021; Chan et al.,
2020) and outperform traditional ML approaches
using Naive Bayes or Support Vector Machines
(SVM) (Geetha and Renuka, 2021). The large Ger-
man language model gbert by deepset outperforms
other models on a variety of tasks including senti-
ment analysis (Chan et al., 2020).

Nevertheless, another type of regularly used
sentiment analysis approaches are lexicon-based
methods. Lexicon-based sentiment analysis is a
rule-based method using a dictionary, in which
words with positive and negative connotations are
stored.The basic idea is that the majority of the
occurring words (or their values) of a class de-
cides about the classification of a text unit, e.g.
if predominantly positive connoted words occur
in the text, it will be classified as positive (Jurek
et al., 2015; Schmidt et al., 2021a). This branch
of rule-based methods, while being outperformed
by ML approaches in most settings, is still pop-
ular and common for German language research
(Fehle et al., 2021). Lexicon-based methods are
often applied in settings that lack annotated cor-
pora and ML possibilities in German like literary
texts (Schmidt and Burghardt, 2018; Schmidt et al.,
2020a) or in human-computer interaction (Ortloff
et al., 2019; Schmidt et al., 2020d). Thus we in-
cluded this method in our evaluation. Indeed, in
the context of the U.S. presidential elections 2016,
the well-known lexicon-based sentiment analysis
module VADER (Hutto and Gilbert, 2014) was
used for the analysis of tweets (Elbagir and Yang,
2019). Besides lexicon-based methods, traditional
ML approaches have also been used in research of
political tweet analysis (Bermingham and Smeaton,
2011; Sharma and Moh, 2016). Traditional ML ap-
proaches follow a two-step process, which first ex-
tracts manually annotated features from the tweet to
subsequently feed them into a classifier, e.g. SVM,
which in turn makes predictions on novel (or un-

seen) data (Minaee et al., 2021). While transformer-
based models have shown to outperform the afore-
mentioned methods, we also implemented exam-
ples of lexicon-based methods and traditional ML
to serve as baselines.

3 Methods

3.1 Data Acquisition

We gathered tweets from the seven parties currently
represented in the German Bundestag for an entire
year. For each party, we selected the ten most rele-
vant politicians (according to their Twitter follower
count) as well as the three largest official party-
accounts (as of January 2022), which are mostly the
national or regional party accounts (see Fig. 7 and
Fig. 8 in the appendix for the full list of accounts).
This results to tweets by 89 Twitter accounts (the
party-accounts for the parties CDU and CSU were
summarized to 4 accounts). In the following we do
however report results for 6 parties by combining
the tweets by CDU and CSU since both parties
are in political proximity and the CSU is basically
the Bavarian representative of the party. We used
the Scweet (Jeddi and Bengadi, 2022) package for
the acquisition of tweets, which downloads tweets
from specific accounts and stores them in a CSV-
File. For the data collection, we set the time frame
to January 2021 to December 2021 to cover a large
period before the election on September 26th as
well as several months after the election. Tweet
replies or retweets were not taken into account to
obtain only those tweets that were written by the
respective user themselves and thus contain the
user’s own wording and sentiment. The final tweet
corpus contains of 58,864 distinct tweets. Table
1 summarizes general corpus statistics and further
party information. The corpus consists of over 3
million tokens. A tweet consists on average of 53
tokens and the number of tweets per party differ
with the AfD having the most tweets and the FDP
the fewest.

3.2 Data Annotation

We selected a subset of 2,000 tweets using strat-
ified (in respect to the proportion of tweets per
party) random sampling to create an annotated sub
corpus to use for evaluation and machine learning
purposes. Each tweet was annotated by three anno-
tators independently from each other. The annota-
tors were three native-speaking students or research
assistants respectively. We created an annotation
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Partei political
orientation pre-election post-

election
#

tweets % # tokens
avg.

tweet
length

AfD far right opposition opposition 11,625 20 592,828 51.00
CDU/CSU center right government opposition 10,072 17 512,803 50.91
Die Linke far left opposition opposition 9,628 16 522,322 54.25

FDP liberal opposition government 6,610 11 356,789 53.98
Die Grünen left, ecological opposition government 9,576 16 537,408 56.12

SPD center left government government 11,353 19 623,572 54.93
Absolute - - - 58,864 100 3,145,722 53.44

Table 1: General corpus statistics of the overall tweet corpus.

manual with examples and instructions for the an-
notation of a tweet to ensure consistent annotation.
Annotators were instructed to annotate the senti-
ment the tweet expresses. The annotation-classes
were as follow:

1. Positive. Tweets with a predominantly posi-
tive sentiment

2. Negative. Tweets with a predominantly nega-
tive sentiment

3. Neutral. Tweets expressing no sentiment or
neutral

4. Mixed. Tweets with a mix of positive and
negative sentiment

Table 2 shows annotation examples. We used
Fleiss’ κ and Krippendorff’s α as metrics to mea-
sure the inter-rater agreement between annota-
tors. This was implemented with the Statsmodels
(Seabold and Perktold, 2010) and Krippendorff 2

Python packages. The results of Fleiss’ κ and Krip-
pendorff’s α with a value of 0.53 show moderate
agreement according to the interpretation of Landis
and Koch (1977). Indeed, agreement metrics for
sentiment annotation on tweets do differ between
very high and rather low depending on the number
of classes and overall setting and our results are
slightly below the average in similar settings (cf.
Salminen et al., 2018). Studies in the context of
German literary texts (Schmidt et al., 2019b,a) or
movie subtitles (Schmidt et al., 2020a) do report
similar or lower levels of agreement. In our case,
the mediocre agreement shows the challenges of
the annotation and that the tweets were often open
to interpretation.

2https://pypi.org/project/
krippendorff/

To deal with the mediocre agreement, the final
annotation of a tweet was determined according to
the majority of individual decisions. If no majority
could be determined or the tweets were classified
as mixed by the majority, these tweets were not
considered in the further process. Table 3 shows
the distribution of the annotated tweets. In total,
this majority decision leads to an annotated corpus
of 1,785 tweets.

3.3 Sentiment Analysis
We regard the sentiment analysis as single-label
classification task with the classes positive, neutral
and negative. We implemented and evaluated the
following approaches:

3.3.1 Lexicon-Based Approaches
We used GerVADER (Tymann et al., 2019) which
is a German adaption of the English tool VADER
(Hutto and Gilbert, 2014) and showed positive re-
sults in the context of German social media content
(Tymann et al., 2019). In GerVADER the German
sentiment dictionary SentiWS (Remus et al., 2010)
is used for the sentiment calculation. The lexicon
consists of 1,650 positive and 1,818 negative words
and their inflections resulting in over 32,000 dif-
ferent word forms. The words’ sentiment is scaled
between the values -1 and 1.

3.3.2 Traditional Machine Learning
Approaches

We compared Multinomial Naive Bayes and Sup-
port Vector Machines. To train and test these mod-
els, a bag-of-words approach with 5-fold cross-
validation was carried out. Since preprocessing
of texts is recommended for these approaches
(Krouska et al., 2016), we performed the follow-
ing preprocessing steps: filtering punctuation, stop
words and unique words, normalization via lower
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Annotation Tweet Account
positive @MikeJosef FFM ist ein engagierter SPD-Kandidat mit viel Einsatz und

Ideen für seine Stadt Frankfurt am Main. Am 14.3. könnt Ihr ihn wählen,
liebe Frankfurter*innen! Für eine lebenswerte, moderne und soziale
Metropole im Herzen von Europa.

@OlafScholz

negative Die CDU ist die Partei der sozialen Kälte. #Triell @Ricarda Lang
neutral Es ist nicht die Zeit für Einen zu sagen: Ich mache alles. Wir müssen uns

jetzt breit aufstellen. #CDUVorsitz #jetztabervoran
@n roettgen

mixed Medien berichten über Neuformierung der Parteispitzen von @spdde
@Die Gruenen + @CDU Vergleich hinkt, weil @CDU Weg aus tiefer
Orientierungs- +Personalkrise sucht, während @spdde + @Die Gruenen
Personalwechsel eher herausfordernde Begleiterscheinungen politischen
Erfolges sind

@Ralf Stegner

no major-
ity

Wir wollen nicht zurückfallen in ein Spiel der nationalen Mächte, in eine
Zeit, in der man im permanenten, destruktiven Wettstreit war - sondern
Dinge gemeinsam hinkriegen und an die Entspannungspolitik von Willy
Brandt und Helmut Schmidt anknüpfen. #Progressives4Europe

@OlafScholz

Table 2: Annotation examples. First three examples annotators agree upon. Last example is annotated as negative,
neutral and mixed.

Sentiment Count Percentage
Neutral 763 38,15%
Negative 536 26,80%
Positive 486 24,3%

No Majority 120 6,00%
Mixed 95 4,75%

Table 3: Sentiment class distribution of the annotated
subset.

casing and lemmatization. The aforementioned
steps were implemented in python using the li-
braries NLTK3, sklearn (Pedregosa et al., 2011)
and spaCy (Honnibal and Montani, 2017).

3.3.3 Transformer-Based Approaches
We also evaluated the, to our knowledge, one of
the largest publicly available German transformer-
based language model gbert-base by deepset (Chan
et al., 2020). The model was acquired via the Hug-
ging Face platform (Wolf et al., 2020) and was
implemented with the library Simple Transformers
(Rajapakse, 2019), an adaption of Hugging Face’s
library Transformers.

We used gbert-base4 and fine-tuned it to the
downstream task of sentiment classification differ-
ing between three different data sets for the training:
(1) the 1,785 annotated tweets of our own data set,

3https://www.nltk.org/
4https://huggingface.co/deepset/

gbert-base

(2) the freely available GermEval 2017 data set
(Wojatzki et al., 2017), consisting of around 28,000
annotated German posts from various social media
sources, representing one of the largest data sets
of German sentiment-annotated posts, and (3) the
combination of data sets (1) and (2). Each model
is trained and evaluated in 5x5 stratified setting
containing only the annotated data set. For meth-
ods (2) and (3) the GermEval data set is added to
the training set while the test sets remain the same
(consisting only of the annotated data). In the fol-
lowing, we refer to these approaches as BERT-1,
BERT-2 and BERT-3 respectively. Each model is
fine-tuned according to the default recommenda-
tions of BERT (Devlin et al., 2018) and trained for
4 epochs, with a train and evaluation batch size of
32, learning rate of 4e-5 and Adam optimizer for
stochastic gradient descent. As GPU, a Tesla K80
was used.

4 Results

4.1 Evaluation of the Different Approaches

To evaluate the different approaches we used well
established ML evaluation metrics including ac-
curacy, macro (ignoring class distribution) and
weighted (including class distribution in the cal-
culation) f1 score.

Table 4 shows the results of the different ap-
proaches. For the traditional ML and transformer-
based approaches we report averages over all 5 runs.
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SVM NB GerVADER BERT-1 BERT-2 BERT-3
Accuracy 57.6 65.0 52.0 85.8 81.5 93.3
F1 Macro 54.5 65.3 52.0 82.1 73.8 93.4

F1 Weighted 55.9 65.1 54.0 85.9 81.5 93.3

Table 4: Results of the evaluation of the different sentiment analysis approaches. Best results per metric are marked
in bold.

Figure 1: Overall sentiment distribution with 25% posi-
tive, 34% negative and 41% neutral tweets.

The best overall performance was achieved with
BERT-3, followed by BERT-1 as the second best
approach. The BERT-3 model reached an accuracy
of 93.3%, a macro and weighted f1 score of 93.4 %
and 93.3%. Thus, the best run of this model was
used to predict the sentiment of the whole corpus
of 58,864 tweets. In terms of traditional ML ap-
proaches, the Naive Bayes classifier performed best
with an accuracy of 65.0% and macro and weighted
f1 scores of 65.1% and 65.3% respectively. SVM
performed considerably worse with an accuracy of
57.6% and macro as well as weighted f1 scores of
54.5% and 55.9%. GerVADER obtained the worst
accuracy score with 52.0% and worst macro and
weighted f1 scores with 52.0% and 54.0%.

4.2 Data Analysis

We classified each of the tweets of our overall cor-
pus with the best run of BERT-3 and analyze the
results in the following chapter. We focus on party-
based and diachronic analysis.

Figure 1 shows the distribution of neutral, pos-
itive and negative sentiment predictions for all
tweets. Figure 2 gives a more detailed view on
the sentiment distribution per party. Overall, most
of the tweets were predicted as neutral which is
in line with the distribution of the annotated data
set. Additionally, there are more negative than pos-
itive tweets. Regarding specific parties, the AfD

Figure 2: Percentage distribution of sentiment classes
for all parties.

(Alternative für Deutschland) is the party with the
highest percentage of negative tweets. Die Grünen
has the second most percentage of negative tweets.
Additionally, AfD got the lowest count of posi-
tive tweets. Parties which were part of the opposi-
tion before the election such as AfD, FDP (Freie
Demokratische Partei), Die Grünen and Die Linke
express more negative sentiment than the two gov-
ernment parties SPD (Sozialdemokratische Partei
Deutschlands) and CSU/CDU who indeed have the
highest percentage of tweets classified as positive.

For semantic analysis, we looked at word clouds
for the different sentiment classes after stop words
removal. The word clouds for the overall corpus
- Figure 3 and Figure 4 - as well as further term
frequency analysis that can be found in our github
repository, show that topics like “Corona”, “lock-
down”, “Afghanistan” or “Klimawandel” (German
for “climate change”) are often mentioned in neg-
ative tweets. Positive tweets, however, frequently
treat acceptance speeches with words like “Danke”
(German for “Thanks”). Additionally, they often
include mentions of the own party that the specific
account represents. In negative tweets, there are
regularly mentions of competing parties.

For diachronic analysis, we calculated a mean
sentiment value by assigning -1 to negative, +1 to
positive and 0 to neutral tweets. We then summed
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Figure 3: Word cloud of negative tweets with all parties
combined.

Figure 4: Word cloud of positive tweets with all parties
combined.

the values for all tweets of a month per party and
calculated the average. The lower the number the
more negative, the higher the more positive. Fig-
ure 5 shows the mean sentiment per month of the
different parties in 2021, with the dashed line sym-
bolizing the election month. First, the figure shows
that each party has nearly the same tops and val-
leys. It can be seen that there is a decrease in sen-
timent from June to August over all parties. This
sentiment decrease turns around before the elec-
tion in September, where all parties increased their
mean sentiment. Surprising winners like FDP got a
strong increase also after the election, whereas elec-
tion losers like AfD or Die Linke got a sentiment
decrease after the election.

To present more detailed results shortly before
and after the election, Figure 6 shows the average
sentiment value of each party’s tweets over a 6-
week period before and after the election on Sept.
26, 2021. For the average sentiment of all parties,
there is a noticeable drop for mid to late August.
However, the average sentiment of all parties in-
creased significantly one week before the election.
For the parties CDU/CSU, SPD, Die Grünen, this
trend remains until one week after the election be-

fore the average sentiment drops again. For the
parties FDP and AfD, sentiment remains roughly
the same in the week after the election, while the
average sentiment of the party Die Linke drops im-
mediately after the election. A rise in sentiment
can be seen again towards the end of October and
the beginning of November.

5 Discussion

Considering the performance of the sentiment anal-
ysis approaches, results of the current state-of-the-
art are confirmed with transformer-based models
outperforming other approaches and the best model
achieving an accuracy of 93% in a three class set-
ting. However, in regards to the traditional machine
learning approaches, please note that we did not
include the “GermEval 2017” data set for training
as we did in the BERT setting. The lexicon-based
approach performs worst which is due to the fact of
very bad recall values for the neutral class. Investi-
gating the results of the different BERT approaches,
we see that a combination of the “Germeval 2017”
data and our data set for training achieves the best
results (BERT-3) which proves that more data of
the same domain for training is beneficial for over-
all performance.

Considering the analysis of the tweet classifica-
tion on the overall corpus, we identified a predom-
inance of neutral sentiment followed by negative
sentiment for the overall distributions of the entire
year. The higher frequency of negative sentiment
compared to positive may be due to the period in
which we collected the tweets. In 2021 the Covid
pandemic posed major challenges to everyday life
and was present all over the media. As the deci-
sions of the government in dealing with the virus
were often much disputed by the parties, this may
explain the overall negative sentiment. This can
be seen by inspecting the word clouds of nega-
tive tweets from the different parties. The overall
word cloud for the negative tweets (see Fig. 3) in-
deed contains the word “Corona” in contrast to the
positive word cloud for which this word is often
missing.

Our results regarding differences between reign-
ing parties and the opposition are contrary to re-
search by Costa et al. (2021). They noticed that
parties at the opposition had the most positive senti-
ment profile. We observed a more negative overall
sentiment by the opposition parties AfD, Die Linke,
Die Grünen and the FDP in comparison to the reign-
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Figure 5: Mean sentiment per month for the political parties over the whole election year.

Figure 6: Average sentiment per week for the politi-
cal parties in the 6-week period before and after the
election.

ing parties rather consistently throughout the year
with major shifts appearing after the election with
the new reigning parties becoming more positive
(see fig. 5).

Next to the general distributions, we also investi-
gated sentiment progressions throughout the year.
The first shift of sentiment in figure 5, which oc-
curs for almost all parties in July could be explained
with the flood disaster in west and middle Europe.
It posed tremendous challenges to the country and
a lot of people were hurt, lost their homes or died
due to the catastrophe. In August, all parties ex-
cept AfD and SPD had one of their lowest mean
sentiment. One reason for this could be the the
withdrawal of American troops from Afghanistan
which has been heavily debated. One indicator
of this is the vocabulary used in negative tweets
by all parties in August. Tweets often refer to
“Afghanistan,” “Kabul,” “Taliban” or “Ortskräfte”
(German for “local forces”), which leads to the con-
clusion that topics related to troop withdrawals in
Afghanistan were often criticized by the parties.

Looking at the period of a few weeks around
the election, several sentiment changes are notice-
able (see fig. 6). Towards the election week the
sentiment of all parties increased again after the
rather low average sentiment of July and August. If
we compare the changes in sentiment in detail for
the week after the election and in context with the
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results of the election (see table A.1), we identify
that for the clear winners and losers of the elec-
tion, such as the SPD, Die Grünen (both winners)
and Die Linke it is also reflected in their senti-
ment trend. For those parties for which the pro-
portional change in votes tended to be small, no
major changes in sentiment can be observed. Only
the CDU/CSU contradicts this pattern: the party
records the highest percentage loss of all parties,
8.8 %, but still shows a strong increase in sentiment.
This may be due to the optimistic attitude of the
CDU/CSU towards the emerging opportunities of
once again belonging to the opposition rather than
the government-forming parties after a long period
of time.

After the average sentiment of the parties went
back to previous levels in mid-October, the next
burst of positive sentiment towards the end of Octo-
ber and the beginning of November of some parties
can be explained by the fact that the formation
of a coalition of the governing parties was final-
ized. It has to be kept in mind that the new gov-
ernment constellation wasn’t build directly after
the election. The new government constellation
with the SPD, FDP and Die Grünen are ruling
just since November. In addition, the first ses-
sion of the Bundestag of the new election period
was held and a new president for the Bundestag
was chosen. This is reaffirmed with the general
vocabulary used between the last week of Octo-
ber and the first week of November. Examples
are an increasing use of words and phrases like
“Herzlichen Glückwunsch” (German for “congrat-
ulations”), “Bundestagspräsidentin” (German for
“President of the Bundestag”) and “Demokratie”
(German for “democracy”). In autumn, it can be
seen that the mean sentiment of most parties was on
a lower level again, most likely caused by stronger
Covid restrictions and more infections in Germany.
However, the sentiment of all parties rose to the
end of the year with events like Christmas and New
year’s Eve.

While our work provides in-depth insight on the
sentiment of political parties before, during and
after the German federal election, there are certain
limitations we want to approach in future work.
First, we only annotated a small subset of the over-
all corpus and achieved mediocre agreement among
annotators. We currently plan further annotation
studies with an extended annotation manual and
guided training annotations to improve upon this

problem. Furthermore we intend to discuss exam-
ples with low agreement to investigate this problem
and we will annotate on a more fine-grained level
marking words and word sequences to get a bet-
ter understanding of the sentiment expression in
the tweets and explore other prediction approaches.
More annotation are beneficial for more precise
evaluations and can improve the performance of
our models.

On a methodological level, while an accuracy of
93% represents current state-of-the-art results in
sentiment analysis in German (Chan et al., 2020),
there is room for improvement. We see potential in
further pretraining the language model with texts
of political Twitter as recommended in the research
area of domain adaptation of language models (Gu-
rurangan et al., 2020). Furthermore, the exploration
of more sophisticated emotion categories instead
of basic sentiment could lead to further more fine-
grained insights. Indeed, recent experiments in
the branch of emotion classification for German
texts (Schmidt et al., 2021b,c) show the possibili-
ties of the application of transformer-based models
for multi-class emotion classification. We intend
to integrate emotion annotation in our annotation
process as well.

Please also note that we only investigated a sub-
set of party representatives and that the selection as
well as Twitter overall do not represent the entire
party and its political dissemination, especially in
lights of different parties pursuing different goals
on Twitter or even having varying emphasize con-
sidering the usage of Twitter. It is also noteworthy
that Twitter is not as popular in Germany as in other
countries. According to current surveys only 10%
of Germans use Twitter regularly5 compared to
23% of U.S. adults.6 Thus the implications and the
importance of Twitter for political parties are lim-
ited. Nevertheless the importance of Twitter grows
in Germany as well and we intend to build upon
our research as described to further gain insights
about the influence and development of sentiment
of German political actors.

5https://de.statista.com/statistik/
daten/studie/171006/umfrage/
in-anspruch-genommene-angebote-aus-dem-internet/

6https://www.statista.com/statistics/
232818/active-us-twitter-user-growth/
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A Appendix

A.1 Results of German Federal Election 2021

Party Full Name 2021 2017 Change
SPD Social Democratic Party of Germany 25.7 % 20.5 % + 5.2 %

CDU/CSU Christian Democratic Union/ Christian Social Union (Bavaria) 24.1 % 32.9 % - 8.8 %
Die Grünen The Greens 14.8 % 8.9 % +5.9 %

FDP Free Democratic Party 11.5 % 10.7 % + 0.8 %
AfD Alternative for Germany 10.3 % 12.6 % - 2.3 %

Die Linke The Left 4.9 % 9.2 % - 4.3 %

Table 5: Election results per party for the election years
2017 and 2021.
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A.2 Twitter Accounts from Data Acquisition

Figure 7: Ten biggest user user accounts of all parties
used for the acquisition of tweets.

Figure 8: Three biggest main accounts of all parties
used for the acquisition of tweets.
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Abstract
In German, substituting gendered role nouns
with gender neutral versions, known as gen-
dergerechte Sprache, has rapidly been gaining
ground, with the primary aim being the inclu-
sion of non-male people. Its effectiveness, how-
ever, has not been conclusively demonstrated.
Previously, word embeddings have been shown
to contain gender biases similar to natural lan-
guage. They thus can be used to measure
whether this practice impacts gender associ-
ation of role nouns. Methods of debiasing pre-
trained word embeddings have been devised,
but their effectiveness in German, especially
compared to gendergerechte Sprache, has not
been tested. In this paper, we systematically
compare two methods of gender neutral affix-
ation to a base corpus to examine the effect
on gender bias of role nouns. We also com-
pare the gender biases of analogy resolutions
generated with embeddings trained on the base
corpus, on the base corpus after undergoing
an established post-hoc debiasing method, and
the corpus after introduction of gender neutral
affixation. Our results show a mixed picture:
affixation leads to increased gender bias of role
nouns, but decreased gender bias of generated
analogy resolutions, even outperforming post-
hoc debiasing methods.

1 Introduction

Gender bias in word embeddings and its reduction
have received significant attention from compu-
tational linguists and NLP researchers over the
past years, and a substantial body of research
around the topic has accumulated (Bolukbasi et al.
2016; Caliskan et al. 2017; Ethayarajh et al. 2019;
Kaneko and Bollegala 2019 among others). Given
the wide use of word embeddings and the result-
ing danger of perpetuating and reinforcing gender
stereotypes (Hansen et al., 2015; Musto et al., 2015;
Dastin, 2018; Schnitzer et al., 2019), this is a press-
ing concern. But existing research has failed to

address two aspects of the issue: firstly, as is a
common problem in NLP, it mostly investigates
English (but see Sahlgren and Olsson 2019 and
Katsarou et al. 2022 for investigations of Swedish,
Chávez Mulsa and Spanakis 2020 for Dutch, and
Basta et al. 2020 for Spanish), which, in contrast
to German, does not have regular gender marking
on nouns.

Secondly, and possibly as a result of this, it ig-
nores societal efforts to mitigate gender bias in nat-
ural language. Blodgett et al. (2020, p. 5458) criti-
cise this detachment from such societal processes,
instead calling for researchers to “[e]xamine lan-
guage use in practice by engaging with the lived ex-
periences of members of communities affected by
NLP systems”. One way in which language users
are addressing gender biases in their languages is
by changing these gender markings, such as the -e
suffix in Spanish or the addition of the female suffix
-in to German role nouns,1 which is the subject of
the present study. Instead, research has focused on
post-hoc debiasing of pre-trained word embeddings
rather than the impact of these societal processes.

The practice of adding the female role noun affix
-in to male role nouns in German is known is gen-
dergerechte Sprache (henceforth GGS). GGS has
become a controversial topic in Germany (Stöber,
2021), which may (at least partially) be rooted in
the fact that a quantitative investigation into its ef-
fectiveness has not yet been conducted. While this
paper sets out to begin an investigation into quantifi-
able gender bias reduction through GGS, due to the
complex nature of the subject and its ideological
components, the question whether it measurably
reduces gender bias may not be answerable, espe-
cially in the short term. Nevertheless, given the
tools supplied with word embeddings, an initial

1For the purposes of this work, “role noun” refers to nouns
that denote someone’s activity or occupation, such as runner,
teacher, or listener.
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investigation is warranted and valuable. We thus
investigate two research questions:

RQ1: Does gender neutral language in German
lead to a reduction in gender association of
role nouns’ embeddings?

RQ2: Is altering corpora on which embeddings are
trained so as to make their language more gen-
der neutral as effective as post-hoc debiasing
of word embeddings?

To answer these questions, we conduct two ex-
periments. First, we train word embeddings on a
corpus of German language texts and measure the
gender association of role nouns in the text before
and after altering them to conform to GGS (Section
3.4). Second, we compare the reduction of gender
association of this to hard-debias (Bolukbasi et al.
2016; see also Section 2.2) to gauge its effective-
ness (Section 3.5). Although it is not its focus, this
research will also contribute to the growing body
of research of gender bias in word embeddings in
non-English languages.

2 Background

2.1 Gendergerechte Sprache: gender neutral
language in German

German, like many Indo-Eurpean languages, has
grammatical gender with a regular derivational pat-
tern for role noun generation. For example, Pro-
grammierer means “male programmer”, while Pro-
grammiererin means “female programmer”; -er
serves as a derivational morpheme with which male
role nouns can be generated from verbs (program-
mieren, “to program”), and -in changes male to
female role nouns. Gender neutral alternatives to
these gendered suffixes do not exist.

Masculine generics have, therefore, been used
to refer to not only male individuals in occupa-
tions, but all individuals – Programmierer could
refer to male as well as female and non-binary
programmers, despite being morphologically mas-
culine. Criticism of this practice goes back sev-
eral decades (see Braun et al., 2005 and Kotthoff,
2020 for an overview), but has been mounting in
recent years. This has led to the establishment of
more formalised ways of explicitly including none-
male people in generic role nouns (Kotthoff, 2020).
These largely add the female suffix -in, separated
by a typographic symbol such as * (see Table 1 for
an example).

2.2 Gender bias in word embeddings

Given the wide use of word embeddings in down-
stream tasks, the mitigation of gender biases
present in them has been of interest to researchers.
This necessitates a method to measure gender bias
in word embeddings first, which Ethayarajh et al.
(2019) provide with the Relational Inner Product
Association (RIPA). This method identifies the vec-
tor

−→
b , which captures the subspace of the embed-

ding space that denotes gender. This is done by
first creating a set (S) of pairs of words that define
the gender association. The two words in each pair
only differ by gender, but the relationship between
the pairs can be arbitrary. An example for S would
be ({woman, man}, {queen, king}, {girl, boy}). Of
these pairs, the difference vectors (−−−−−→woman–−−→man,
−−−→queen–

−−→
king, etc.) are taken, and the first principal

component of all difference vectors is computed.
This first principal component is

−→
b , and a word’s

gender association is simply the dot product of its
embedding and

−→
b . RIPA is highly interpretable:

if, as in the example, the first word in each pair in
the set S is the female word, positive RIPA scores
show female association and negative scores show
male association. The strength of the association is
reflected by the absolute value of the score.2

Once a gender subspace is captured, debiasing
can proceed. Bolukbasi et al. (2016) establish sev-
eral methods, of which only hard-debias will be
discussed here. To hard-debias an embedding, it is
re-embedded with the following formula:

w⃗ :=
w⃗ − w⃗B

||w⃗ − w⃗B||

Where −→w is the word’s embedding and −→wB is the
embedding’s projection on the gender subspace - in
our case, this subspace is

−→
b as introduced above.

Vectors enclosed in || denote the vectors’ norms.
Investigations of gender bias in contextualised

embeddings are emerging, but still less well-
researched than static embeddings. However, it has
been shown that despite their sensitivity to context,
gender bias is still present in contextualised em-
beddings, especially for occupations (Basta et al.,
2020), though less pronounced than in static em-
beddings (Sahlgren and Olsson, 2019). Established
debiasing methods may not mitigate gender bias in
contextualised embeddings well (Sahlgren and Ols-

2For a more in-depth discussion of RIPA and other bias
measurements, see Ethayarajh et al., 2019 and Caliskan et al.,
2017.
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Original sentence (male role noun) Der Programmierer schläft
Original sentence (female role noun) Die Programmiererin schläft
New sentence after affixation <[ART]> Programmierer*in schläft
New sentence after inserting the *in-token <[ART]> Programmierx <*in> schläft
Translation The programmer sleeps

Table 1: Example of a sentence that was changed with both methods.

son, 2019). Translingual research has also revealed
that in Swedish, occupations are less gender biased
than in English (Katsarou et al., 2022).

Post-hoc debiasing methods like hard-debias
have the advantage of being employable on large
pre-trained models, thus circumventing the need
to gather large corpora of gender neutral language
to train new embeddings. However, they rely on
several assumptions. Most importantly, for post-
hoc debiasing to be at all effective, it is crucial that
the gender subspace with regards to which words
are debiased accurately captures gender. But, as
Ethayarajh et al. (2019) point out, the selection of
words that define the gender subspace is arbitrary
and subject to beliefs and biases of those who con-
duct the debiasing, even with the more robust RIPA.
Additionally, they crucially ignore the contextual
and societal aspects of language. Language users
are already implementing their idea of gender neu-
tral language, but this type of language, which is
desired by its users, may not be reflected in the cor-
pora that word embeddings are trained on. Post-hoc
debiased word embeddings therefore do not reflect
natural gender neutral language, but a computa-
tionally altered version of gender biased language.
Given that gender bias is, at its core, a societal and
cultural phenomenon, this is a serious shortcoming
which the present study aims to investigate. For
the purposes of this study, we will refer to these
natural-language-like debiasing methods as corpus
debiasing, and to post-hoc debiasing methods like
hard-debias as embedding debiasing.

3 Experiments

3.1 Data
We use the Gebrauchsliteratur subset of the
German-language fiction corpus (henceforth DTA-
Gebrauchsliteratur; available at https://www.

deutschestextarchiv.de/download) on works
from 1750 onwards, totalling some 120 books. Us-
ing the CBOW implementation in Word2Vec from
gensim (Řehůřek and Sojka, 2010, version 4.1.2),
we train embeddings on this corpus with a vector

size of 50 (due to the comparatively small size of
the corpus) and a window size of 10.

3.2 Role Nouns
We extract role nouns from the corpus by filter-
ing out capitalised words (as all German nouns are
capitalised) that end in -er or -erin (see Section
2 for information on the morphology of German
role nouns). Using spaCy (Honnibal and Johnson,
2015), we then filter this list of nouns twice: the
first step removes all plural nouns, as -er is also
a standard plural morpheme for German nouns –
not just role nouns – resulting in many false posi-
tives. This is filtered again, allowing only entries
that were clearly derived from verbs. For this, we
remove the role noun suffixes (-er and -erin) and
replace them with -en, the default ending for Ger-
man non-finite verbs. Only if spaCy recognises this
as a verb is the noun retained in the list. We then
manually investigate this final list and remove any
false positives. False negatives, however, cannot be
added back in. In total, the list includes 764 role
nouns: 636 male and 128 female, with 71 of them
occurring in both the male and female forms.

3.3 Affixation patterns
Then, we alter the role nouns in the corpus in two
ways:

Affixation: Substituting each role noun with a ver-
sion of itself with the role noun endings re-
moved and -er*in appended (both Program-
mierer and Programmiererin become Pro-
grammierer*in

Inserting an *in-token: Substituting each role
noun with a version of itself with the role
noun endings removed and -x appended (both
Programmierer and Programmiererin become
Programmierx) and inserting *in as an addi-
tional token after every role noun.

In both cases, we replace any determiner pre-
ceding the role noun with the token [ART] (from
German Artikel, “determiner”). See Table 1 for an
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example. We then train embeddings from scratch
on both altered versions of the corpus with the same
hyperparameters as above.

The reason for inserting *in as a token after
the role nouns is that simple affixation (i.e. ex-
changing all instances of role nouns with gender
neutral versions of themselves) should necessarily
lead to a reduction in gender association, provided
the male and female versions have different gen-
der associations. If, in a hypothetical corpus, the
words Programmierer and Programmiererin are of
equal frequency and the former is male-associated
while the latter is female-associated, the new ver-
sion (which would substitute both in the entire text)
would have the mean gender assocation of the two,
i.e. it would lie somewhere in between them. This
would reduce measurable gender bias, but would
likely not work in cases where the two versions’
frequencies are unequal or one does not occur at all.
Introducing the new token *in while also changing
all role nouns to a gender neutral version allows
the gender neutralising effect that GGS has on role
nouns where both versions occur to carry over to
those of which only either the male or the female
version occurs – though potentially not as strong –
as all role nouns now occur in the vicinity of the
*in-token. The validity of this approach will be
tested in this experiment.

Note that if sub-word embeddings had been
learned (using e.g. fastText, Bojanowski et al.,
2017), this approach may not have been necessary
in cases where the role noun would be recognised
as consisting of a verb (e.g. programmier-) and
the derivational affixes (er and *in, respectively).
However, gender association and bias are much
more well-researched in word embeddings gener-
ated with Word2Vec, making it the preferred ap-
proach here.

3.4 Experiment 1: Impact of gendergerechte
Sprache on gender association

We calculate the RIPA score (Ethayarajh et al.,
2019) of the role nouns we extracted in the base
corpus and of the altered role nouns in the corpus-
debiased corpora (see Sections 3.2 and 3.3). For
the gender defining set S we use kinship terms (see
Table 2).

Shapiro tests from scipy.stats (version 1.6.2, Vir-
tanen et al., 2020) show that RIPA scores are not
normally distributed. Thus, we use two-sided
Wilcoxon tests (from the same package) for sig-

nificance testing. We run separate tests for each
gender. We use the median function from statistics
to calculate medians, and create boxplots with py-
plot from matplotlib (Hunter, 2007, version 3.3.4).
Since multiple tests were run, we Bonferroni ad-
just p-values with multipletests from statsmodels
(Seabold and Perktold, 2010, version 0.12.2).

3.5 Experiment 2: Analogy resolution
We debias the role nouns’ embeddings from the
base corpus (Sections 3.1 and 3.2) using hard-
debias (Bolukbasi et al. 2016; see Section 2.2).
It is not possible to evaluate the resulting gender
associations with RIPA, since hard-debias reduces
gender association w.r.t. RIPA – that is, the RIPA
scores of words after undergoing hard-debias are
necessarily minimal.

Instead, we alter the methodology used by Boluk-
basi et al. (2016), who generate analogy resolutions
for each investigated word, e.g. “he is to doctor
as she is to X”, with the analogy being solved
for X. In Bolukbasi et al. (2016), crowd-workers
then rate whether the analogy resolution is biased
(e.g. nurse) or not (e.g. physician). This works
well for their research, but is expensive and time-
consuming. There are also other reasons why it
would not work for our experiment:

• Ambiguity of German nouns and pronouns.
Sie is the third person singular female pro-
noun, but also the gender neutral third person
plural pronoun, and, if capitalised, the second
person honorific pronoun. Frau (“woman”)
also is a honorific for women (“Mrs”), so they
do not differ only by gender. This means that
the analogy “er verhält sich zu Arzt wie sie zu
X” (“he is to doctor as she is to X”) would not
necessarily have a gendered resolution, as sie
does not refer strictly to female individuals.
The analogy therefore cannot be constructed
using pronouns nor words for man and woman

• Loss of natural language gender bias. The
corpus-based gender bias reduction methods
introduced in Section 3.3 lead to analogies like
“man is to male or female doctor as woman is
to male or female nurse”. Human raters would
rate these as gender neutral, as they employ
the gender neutral suffixes that they are used
to from natural language

To solve the first issue, we calculate the mean
embeddings of the male and female words in S (see
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German kinship terms English translation
Frau, Mann woman, man

Schwester, Bruder sister, brother
Tante, Onkel aunt, uncle
Tochter, Sohn daughter, son

weiblich, männlich female, male
Cousine, Cousin female cousin, male cousin

Nichte, Neffe niece, nephew
Enkelin, Enkel granddaughter, grandson

Schwägerin, Schwager sister-in-law, brother-in-law

Table 2: Set S that defines the gender association.

Figure 1: Boxplot of gender associations of role nouns: RIPA scores of unaltered role nouns and after undergoing
gender association reduction. Outliers omitted. Whiskers end at 1.5*IQD. Positive scores indicate female, negative
scores male association.

Table 2) for each corpus and insert them into their
respective embedding spaces, thus getting a better
measure of gender than using only a pronoun. Then,
we generate ten analogy resolutions per role noun
and compute the mean RIPA score for them. The
hard-debiased data, however, still poses a problem
here. Since, in a good model, role nouns should
be generated for the analogy resolutions, we would
encounter the same problem as above: the analogy
might still be solved as e.g. “man is to doctor as
woman is to nurse”, only that both doctor and nurse
would have been debiased w.r.t. RIPA. Thus, the
model could generate a clearly biased resolution
that would still have a low RIPA score.

We generate the analogy resolution in the hard-
debiased embedding space and then take the RIPA
score of the generated resolutions in the base, non-
debiased space. The analogy (µmaleHD is to male
doctorHD as µfemaleHD is to XHD), where HD denotes
the hard-debiased embedding space and µmale and

µfemale are the mean male and female embeddings
described above, is solved for XHD. Then, we com-
pute the RIPA scores not of XHD, but of Xbase in the
base corpus. This means that analogy resolutions
that would still be perceived as biased by human
raters (“he is to doctor as she is to nurse”) will be
recognised as such. This is not possible for the
corpus-debiased embeddings, as role nouns gener-
ated in those models have no gender markings on
them, meaning it would be impossible to decide
whether to calculate the RIPA score of the male
or female version in the base corpus. Their RIPA
scores are thus computed in their own embedding
spaces. We also calculate how many nouns and
role nouns are generated for each analogy as an
indicator of the quality of the resolutions.
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RIPA scores

Comparison
1st

median
2nd

median
median

change (abs.) p padj signif.
Male role nouns
base vs affixation -0.0249 -0.0321 -0.0072 1.24E-16 2.23E-15 · · ·
base vs *in-token -0.0249 0.0286 -0.0037 2.57E-91 4.63E-90 · · ·
affixation vs *in-token -0.0321 0.0286 0.0035 1.95E-96 3.51E-95 · · ·
Female role nouns
base vs affixation 0.0023 -0.0524 -0.0501 2.27E-16 4.08E-15 · · ·
base vs *in-token 0.0023 0.0907 -0.0885 1.34E-17 2.41E-16 · · ·
affixation vs *in-token -0.0524 0.0907 -0.0384 1.53E-22 2.74E-21 · · ·

Table 3: Gender association of role nouns before and after corpus debiasing, separated by gender. Significance
codes: · (p <.05), ·· (p <.01), · · · (p <.001); codes also apply to other tables.

Figure 2: Boxplot of gender associations of role nouns: RIPA scores of unaltered role nouns and after undergoing
gender association reduction. Outliers omitted. Whiskers end at 1.5*IQD. Positive scores indicate female, negative
scores male association.

4 Results

In Tables 3 and 4, positive RIPA scores show fe-
male association and negative RIPA scores show
male association. The absolute value of the scores
shows the strength of the association. The first me-
dian refers to the median RIPA score of the first
part of the comparison (e.g. role nouns in the base
corpus in the comparison base vs affixation), the
second median to the second one (e.g. role nouns
after undergoing affixation in that same compari-
son). The higher the absolute value of the RIPA
score, the stronger the association. Negative me-
dian changes indicate that gender association is
stronger in the second part of the comparison, posi-
tive ones indicate that it is weaker.

4.1 Experiment 1
The mean absolute RIPA scores for male role
nouns in the base corpus (-0.0249, male biased) are
lower than after affixation (-0.0321; padj<0.001)
and inserting the *in-token (0.0286, female biased;
padj<0.001; see Table 3). The difference between
both debiasing methods is significant (padj<0.001).

For female role nouns, mean absolute RIPA
scores are lower in the base corpus (0.0023) than
after affixation (-0.0524; padj<0.001) and insert-
ing the *in-token (0.0907; padj<0.001 see Table 3).
The difference between both debiasing methods is
significant (padj<0.001).

4.2 Experiment 2
For male role nouns, mean absolute RIPA scores of
analogy resolutions in the base corpus (0.0935, fe-
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RIPA scores

Comparison
1st

median
2nd

median
median

change (abs.) p padj signif.
Male role nouns
base vs hard-debias 0.0935 0.0670 0.0264 6.55E-10 1.18E-08 · · ·
base vs affix 0.0935 0.0555 0.0380 5.10E-34 9.19E-33 · · ·
base vs *in-token 0.0935 0.0037 0.0898 3.86E-65 6.95E-64 · · ·
hard-debias vs affix 0.0670 0.0555 0.0116 3.16E-12 5.69E-11 · · ·
hard-debias vs *in-token 0.0670 0.0037 0.0633 1.67E-61 3.01E-60 · · ·
*in-token vs affix 0.0580 0.0572 0.0008 1.14E-13 5.36E-12 · · ·
Female role nouns
base vs hard-debias 0.1078 0.0866 0.0212 1.63E-06 2.94E-05 · · ·
base vs affix 0.1078 0.0545 0.0533 3.37E-17 6.08E-16 · · ·
base vs *in-token 0.1078 -0.0486 0.0592 2.95E-20 5.32E-19 · · ·
hard-debias vs affix 0.0866 0.0545 0.0321 2.39E-09 4.30E-08 · · ·
hard-debias vs *in-token 0.0866 -0.0486 0.0380 1.06E-19 1.90E-18 · · ·
*in-token vs affix 0.2254 0.0584 0.1670 3.16E-12 1.49E-10 · · ·

Table 4: Gender association of role noun: base, after hard-debias, after affixation, after adding the *in-token,
separated by gender. Significance codes: · (p <.05), ·· (p <.01), · · · (p <.001).

Model Word Generated analogy resolutions
Base Erzieherin Erzieherin, Lehrerin, zieherin, Gesellschafterin, Dichterin

Hard-debiased Erzieherin Erzieherin, Dichterin, Zahl, Cuvier’schen, Aufbewahrung
Affixation Erzieher*in Erzieher*in, Lehrer*in, Beamter, Gesellschafterin, Buchhalter
*in-token Erzieherx Erziehx, Pflegx, Leitx, Schülx, Verwaltx

Base Maler Maler, Tieck, verwandt, Kaufmann, Nadelbäume
Hard-debiased Maler Freundschaft, Censoriade, vollkommnen, Freundin, geneigt

Affixation Maler*in Maler*in, Sieger*in, Dichter*in, entschiedener, Musiker
*in-token Malx Malx, Beschreibx, Kellnx, Porträtmalx, Nothelfx

Table 5: Sample analogy resolutions from each model. Role nouns in resolutions in italics. First five resolutions per
word.

male biased) are significantly higher than after hard-
debias (0.0670; padj<0.001), affixation (0.0555;
padj<0.001), or inserting the *in-token (0.0037;
padj<0.001). Analogies generated after affixation
have significantly (padj<0.001) weaker gender as-
sociation than those generated after hard-debias or
inserting the *in-token (see Table 4, Figure 2).

For female role nouns, mean absolute RIPA
scores of analogy resolutions in the base corpus
(0.1078; female biased) are significantly higher
than after hard-debias (0.0866; padj<0.01), after
affixation (0.0545; padj>0.99), or after inserting
the *in-token (-0.0486, male-biased; padj>0.99).
Affixation leads to significantly (padj>0.99) lower
gender association than hard-debias or inserting the
*in-token (see Table 4, Figure 2).

The base model generates a mean of 0.71 nouns
and 0.27 role nouns per analogy resolution, the

hard-debiased model 1.20 nouns and 0.85 role
nouns, the model that we debiased by inserting
the *in-token 7.54 nouns and role nouns, and the
model that we debiased by affixation generates a
mean of 2.07 nouns and 1.86 role nouns per anal-
ogy resolution (see Table 5 for examples).

5 Interpretation

The experiments conducted in this research have
demonstrated that GGS, i.e. the practice of substi-
tuting role nouns with gender neutral versions (e.g.
turning Programmierer (“male programmer”) and
Programmiererin (“female programmer”) into Pro-
grammierer*in) does not lead to a significant reduc-
tion in gender association of these words’ embed-
dings. As can be seen in Figure 1, the two methods
of implementing GGS in the corpus (see Section
3.4) lead to different results: affixation leads to an
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overall shift to male associations, while adding the
*in-token shifts gender association to female values.
Affixation also leads to a greater spread of gender
associations compared to adding the *in-token, es-
pecially for female role nouns. While adding the
*in-token leads to overall greater absolute gender
association for female role nouns, they are shifted
towards female association, while they were al-
ready almost completely gender neutral in the base
corpus. This indicates that GGS may simply shift
gender associations towards the female end overall.

The second experiment (see Section 3.5) shows
that hard-debias (see Bolukbasi et al., 2016) does
work on languages with grammatical gender such
as German, though it consistently performed worse
than corpus debiasing. The results after adding
the *in-token also had a far greater spread than any
other condition (see also Figure 2), while affixation
had the smallest spread.

The corpus-debiased models also generate a far
greater proportion of role nouns per analogy resolu-
tion, with the model that was debiased by inserting
the *in-token performing best in this regard. While
this underlines their strong performance, it must
be noted that this is not a fair comparison. We
compute RIPA scores from the base model for the
hard-debiased role nouns, while for the other two
we compute them in their respective models. Role
nouns, in the two altered corpora, occur in more
similar environments, as they (and only they) are
often preceded by the token [ART], and in the case
of the corpus that we debiased by inserting the *in-
token, all role nouns are always followed by the the
*in-token (see Table 1). This leads to role nouns’
embeddings being more similar compared to other
models, impacting the results of the experiment
overall. This is a limitation of the methodology
that we could not circumvent. However, the fact
that all methods, but especially corpus debiasing,
outperformed the base model by such a large mar-
gin is interesting, as it suggests that debiasing may
lead to better analogy resolution performance, at
least when it comes to role model analogies.

This may also be the reason for the seemingly
contradictory results from both experiments: GGS
leads to increased gender association in role nouns’
embeddings, but reduced bias in analogy reso-
lution. It appears that the analogy resolutions
from the base corpus are fewer role nouns, but
that those resolutions have stronger gender asso-
ciation than role nouns. The samples in Table 5

also (subjectively) appear qualitatively better to us:
for example, Maler*in (“painter”) is analogous to
Dichter*in (“poet”) and Musiker*in (“musician”),
and Malx (“painter”) is analogous to Porträtmalx
(“portrait painter”) after corpus debiasing, but not
after other methods. In the base corpus, Erzieherin
(“governess”) is analogous to Lehrerin (“female
teacher”), but also to Dichterin (“female poet”) –
the latter is not a good analogy, since the only rela-
tion appears to be gender.

The poor performance of the base model in anal-
ogy resolution, where it only managed to generate
a noun in its top ten resolutions in 71% of cases,
suggests that there may be issues with the data used,
and a larger corpus (or one more tailored to role
noun usage) may be necessary.

6 Conclusion and outlook

While GGS significantly increases gender associa-
tion of role nouns, this does not necessarily inval-
idate the practice. Other than the ideological and
philosophical questions that cannot be answered
here, initial research on a smaller subset of this
corpus yielded different results, where GGS signif-
icantly reduced gender association for male role
nouns, but not female ones. This, once more, points
to a weakness of this research: the results seem to
depend on the corpus, and the corpus we use is
rather small and may be too general, limiting the
number of occurrences of role nouns even more.
Further research with better suited corpora is nec-
essary. Job postings, as one of the chief domains
of GGS, would be particularly interesting data, but
such corpora were not available. Use of larger or
better suited corpora may also address the poor per-
formance of the base model in analogy resolution
and yield more informative data. Future research
may also investigate if substituting gendered role
nouns with gender neutral versions leads to the
same results as balancing the occurrences of male
and female versions of the role nouns.3

The research presented here has also demon-
strated an additional weakness of existing debi-
asing methods, namely that their evaluation is
very time consuming and usually involves crowd-
sourcing (such as in Bolukbasi et al., 2016). For
German, no pre-made evaluation methods for hard-
debias were available, and the method used here is
far from perfect, as it evaluates analogies generated

3We would like to thank an anonymous reviewer for this
suggestion.
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from hard-debiased role nouns in the non-debiased
model (to circumvent the problem where effec-
tively, the same metrics to debias the role nouns are
used to then measure their remaining bias), but for
corpus-debiased embeddings, analogies are gen-
erated in their own models. This means that in
reality, hard-debias may perform much better than
the results in this research indicate. Nevertheless, it
must be considered that debiasing methods that al-
ter the data that embeddings are trained on perform
comparably to hard-debiasing in this research.

Despite some weaknesses, this research demon-
strates that natural language debiasing strategies
are fundamentally different from post-hoc debias-
ing of pre-trained embeddings, and thus, the latter
must be viewed with caution. It may still be used
for practical purposes, but users must be aware that
it is not analogous to societal efforts to reduce gen-
der bias. These results are in line with Blodgett
et al. (2020), who encourage researchers to more
strongly relate their work to the experiences of real-
world members of affected communities. While
we do not directly engage with members of such
affected communities, our findings that post-hoc
debiasing is not equivalent to real-world natural
language debiasing strategies lend further weight
to their calls.

Lastly, we also partially address the question
posed in (Bolukbasi et al., 2016) regarding the use
of post-hoc word embeddings debiasing methods
for language with grammatical gender. For the lim-
ited set of words investigated here, it does indeed
lower gender association in analogy resolution. Fu-
ture research with more sophisticated evaluation
methodologies will shed more light on this area.
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Robert Stöber. 2021. Genderstern und Binnen-I. Pub-
lizistik, 66(1):11–20.

Pauli Virtanen, Ralf Gommers, Travis E. Oliphant, Matt
Haberland, Tyler Reddy, David Cournapeau, Ev-
geni Burovski, Pearu Peterson, Warren Weckesser,
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Abstract

This paper summarizes the current state of de-
velopment in improving an open source subti-
tling tool. This includes improvements to the
speech recognition model for German, the re-
placement for the punctuation reconstruction
architecture and the addition of an audio seg-
mentation. The goal of these adjustments is
an overall better subtitle quality. The most
crucial part of the existing pipeline, the Ger-
man speech recognition, is replaced by a new
Kaldi TDNN-HMM model trained on 70% of
additional audio data, resulting in a word er-
ror rate of 6.9% on Tuda-De. The punctuation
reconstruction model for German texts is re-
placed by a Transformer-based approach that
is also trained on new data. English is added as
a fully supported second language, including
speech recognition and punctuation reconstruc-
tion models. Furthermore, to improve speech
recognition in long videos, audio segmentation
was also added into the pipeline to support long
videos flawlessly without quality issues.

1 Introduction

Remote learning with lecture videos has become
the norm in the Covid-19 pandemic. Subtitling
videos make them accessible for persons with hear-
ing limitations. Since subtitling videos by hand
is a time-consuming and cost-intensive task, this
work offers a solution for automatic subtitling. Au-
tomatic speech recognition (ASR) is the most im-
portant step in the creation of subtitles, but for suf-
ficient results, the text must also be supplemented
with punctuation marks and be separated at appro-
priate places to achieve a good reading flow.

This paper presents the results of a revised
pipeline to create German and English subtitles
with open source algorithms and models. It also
introduces the addition of audio segmentation as

well as improvements to automatic speech recog-
nition and punctuation reconstruction models. The
entire pipeline is shown in Figure 1. The model for
German ASR was revised and a model for English
language was added. Also, the existing punctu-
ation reconstruction model is replaced by a new
Transformer-based architecture and trained on new
data. It is now also possible to get live status in-
formation about the current processing step via a
Redis database.

The tool is already in operation at the Universität
Hamburg lecture video portal Lecture2Go1 and the
generated subtitles serve as a starting point for fur-
ther manual annotation. Users of the platform can
also correct the subtitles with a web-based subtitle
editor.

2 Related Work

Generating subtitles with ASR can be performed
both semi-automatically and automatically. In
semi-automatic generation systems, texts are re-
spoken in a controlled environment by a trained
speaker (Sperber et al., 2013; Romero-Fresco,
2020; Vashistha et al., 2017). However, automatic
systems are already being used to subtitle videos
and conferences (Milde et al., 2021; Geislinger
et al., 2021).

There are several models for German speech
recognition available. A model based on Kaldi
TDNN-HMM with ARPA rescoring and RNNLM
achieved a word error rate (WER) of 7.4% on Tuda-
De (Milde, 2022). The currently lowest WER on
Tuda-De is a Conformer Transducer model with
5.8%, which is trained on about 4,600 hours of
training data (Wirth and Peinl, 2022). The model
presented in this paper with Kaldi TDNN-HMM
architecture is trained on about 1,720 hours with a
WER of 6.9%. A model for English speech recog-

1https://lecture2go.uni-hamburg.de
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Figure 1: Full processing pipeline of the tool

nition achieved a WER of 5.9% on Switchboard
(Tüske et al., 2021).

For punctuation reconstruction, there are also
several available models. Multilingual models for
German, English, French as well as Transformer
based models for Polish (Chordia, 2021; Guhr et al.,
2021; Wróbel and Zhylko, 2021). Recurrent Neu-
ral Networks are used by Hládek et al. (2019) to
supplement a Slovak speech recognition system.

3 Speech Recognition Models

The most important feature that is needed in order
to create suitable and understandable subtitles is a
well-trained ASR model. This work is divided into
the improvement of an existing, freely available
German model speech recognition model and the
creation of a new English speech recognition model
under the Apache License 2.0 . Kaldi was used as
a speech recognition framework to train our ASR
models, as it is under the Apache License 2.0 and
provides multiple training scripts for German and
English, which were used as a starting point for this
work (Povey et al., 2011). For decoding, we use
Kaldi’s nnet3 lattice decoder with PyKaldi (Can
et al., 2018).

3.1 German Model

For automatic speech recognition in German, the
freely available Kaldi-Tuda-De model was used
as a basis for improvement. The training script
uses 1,000 hours of audio data to train the acoustic
model and about 100 million German sentences
from several free available sources to train the lan-
guage model (Milde and Köhn, 2018).

The training data for the acoustic model was in-
creased from 1,000 hours by 720 hours to a total
of 1,720 hours. This was achieved by replacing the
Common Voice version 3 data set with the updated
Common Voice version 8 data set (Ardila et al.,
2020). This resulted in an expansion of the number
of speakers about all data used from 5,546 to a total
of 16,929. One of the model training data sets is
Tuda-De which was also revised in this work to
remove errors (Radeck-Arneth et al., 2015). Sev-

eral broken audio files in the test and training data
were removed and corrections were made to the
transcript. In total, these corrections removed less
than one minute of data, which is far less than one
percent of the total data.

The training data for the language model were
also part of the revision with the aim to achieve a
lower WER and also to incorporate current words
and terms into the language model. The data was
crawled for this purpose from several freely avail-
able sources with the german-asr-lm-tools2 project.
The data consist mainly of articles from the news
program Tagesschau, German Wikipedia, subtitles
of German TV stations such as ARD and proceed-
ings of the EU Parliament (Koehn, 2005).

The script to train the model itself was also im-
proved to remove pitfalls in the training and make it
easier to train and extend it with additional data for
individual purposes (e.g. adding university lectures
as training data). This should also give persons
with limited language processing knowledge the
possibility to train a model for their requirements.

The modifications in the Tuda-De data set and
the additional data for the language and acoustic
model lead to lower WER. The previous WER of
the model was 14.4% with a lexicon of more than
350,000 words and without LM rescoring (Milde
and Köhn, 2018). The newly trained model lowered
the WER to 10.2% which is 29% relatively lower.
This may be due to the increased lexicon of more
than 900,000 words as well as the 70% more data.

When also using ARPA and RNNLM rescoring
the model performs at 6.9% WER which is a rela-
tive reduction of 52% compared with the previous
model. The results in comparison with other mod-
els are shown in Table 1. The training script and
pretrained models are available3 under the Apache
License 2.0.

2https://github.com/bmilde/
german-asr-lm-tools/

3https://github.com/uhh-lt/
kaldi-tuda-de
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System Model Data test WER

Radeck-Arneth et al., 2015 TDNN-HMM hybrid, FST 108h 20.5
Milde and Köhn, 2018 ” 375h 14.4
Milde, 2022 ” 1720h 7.4
Wirth and Peinl, 2022 E2E / Conformer CTC 4520h 7.8
” E2E / Conformer T ” 5.8

This model TDNN-HMM hybrid, FST 1720h 6.9

Table 1: The WER results of the German models on the Tuda-De test set

3.2 English Model
To support speech recognition for English videos as
well, an own expandable training script for English
was created. The script is based on the TEDLIUM
TDNN-HMM script for Kaldi. The TEDLIUM
corpus consists of recordings of TED Talks. In
total, the data set contains 118 hours of audio data
(Hernandez et al., 2018).

To expand the training data, the Librispeech
corpus was added. Librispeech contains record-
ings of audiobooks of the LibriVox and Gutenberg
Project (Panayotov et al., 2015). This dataset is
read speech, i.e. books read aloud in a quiet en-
vironment. A total of 100 hours of audio data are
added to the script. This makes a total training data
for the acoustic model of 218 hours.

Language model training material was expanded
by YouTube subtitles from the pile data set. These
additional texts add current topics and words to the
training data (Gao et al., 2020). To prepare the texts,
punctuation as well as languages other than English
are removed. The toolkit to clean up English texts
for language modelling in an ASR contest is avail-
able as a separate project4. Unknown words in the
lexicon were added by using a Sequitur G2P model
(Bisani and Ney, 2008), which was trained on al-
ready existing words in the combined lexicon of
the TEDLIUM and Librispeech data set.

After Arpa and RNNLM rescoring the WER
of the new model is 13.1% on Librispeech test
set ”test-other” and 4.8% on ”test-clean” which is
12% lower compared to the model by Panayotov
et al., 2015. On the TEDLIUM test data the WER
is 10.3% which is 53% higher than the model by
Hernandez et al., 2018. In their current state, the
results on the TEDLIUM test set are still clearly
in need of improvement. This can be achieved by
adding further data sets like Gigaspeech, increasing

4https://github.com/uhh-lt/
english-asr-lm-tools

System Data WER
LS TED

Panayotov et al., 2015 100h 5.5
Hernandez et al., 2018 118h 6.7
This model 218h 4.8 10.3

Table 2: The WER results of Kaldi TDNN-HMM mod-
els on librispeech and TEDLIUM test set

the training data for the language model or train on
further adapted training scripts (Chen et al., 2021).
The results are shown in Table 2. The training script
and pretrained English ASR models are available5

under the Apache License 2.0.

4 Punctuation reconstruction

Text transcriptions generated by ASR often lack
punctuation and capitalization. To make the text
more human-readable in post-processing, punctua-
tion is reconstructed. For German punctuation re-
construction, Milde et al. (2021) used Punctuator2
which was trained on 5 million lines of German
text. This architecture is based on a recurrent neu-
ral network (Tilk and Alumäe, 2016). The goal
of this work is to outperform the error rate of the
German model and also train an English model.
For both languages, pretrained BERT-based mod-
els are used. As a starting point to fine-tune the
models, the trainings scripts of Daulet Nurmanbe-
tov6 are used. The pretrained German model used
for later fine-tuning is GBERT (Chan et al., 2020).
The German punctuation reconstruction model is
fine-tuned on 94 million lines of German subtitles
and Wikipedia articles. For evaluation, the NoSta-
D corpus was used (Benikova et al., 2014). The
model by Milde et al., 2021 achieved an error rate

5https://github.com/uhh-lt/
kaldi-asr-english

6https://github.com/Felflare/rpunct
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Model System error rate

Milde et al., 2021 BRNN 9.1%
This model BERT-based 6.2%

Table 3: Comparison German Punctuation reconstruc-
tion error rates on NoSta-D for period, comma and ques-
tionmark

of 9.1% for reconstruction of period, comma and
question mark in German texts. The new model
achieved an error rate of 6.2% which is relative
reduction of 31%. The results are also shown in
Table 3.

5 Changes in the Tool Pipeline

Further changes to the pipeline involve an added
language selection, audio segmentation and process
feedback. The pipeline with all parts is shown in
Figure 1. The language can now be changed before
each video and the languages are managed via a
configuration file. To support a wider range of
Kaldi models, support for CMVN and RNNLM
rescoring was added to the decoder.

5.1 Audio segmentation
Processing longer videos as a whole can lead to
unpredictable behavior in Kaldi. This can result
in segments being skipped and gaps in the tran-
script. One reason for this behavior is the rising
memory demand with every minute of decoding.
To work around this problem and process videos of
several hours running time flawlessly, the file must
be split into smaller chunks. The easiest approach
could be a hard cut after a fixed amount of time
but that would also cut in the middle of words and
thus increase the error rate. To avoid the problem
of splitting during a word, an beam search based
endpointing algorithm was implemented (Reddy,
1976).

The algorithm finds the best segmentation that
breaks on pauses in the signal. It also seeks to
fulfill an average segment length criteria (default
1 minute). For this, the energy of the signal is
analyzed and splitting costs are assigned to all posi-
tions in the audio. The energy function is smoothed
with a Gaussian filter, so that longer periods of low
energy (longer pauses) have the lowest splitting
cost. The search algorithm combines this with a
segment length criteria and finds a solution that
compromises between both criteria. These result-
ing segments can be passed to Kaldi as input. This

also makes it possible for later enhancements to use
multithreading to maximize the performance of the
pipeline by decoding the segments simultaneously.

5.2 Process feedback
The new version of the tool adds also additional
functionality to receive update messages about
the progress of the pipeline when using the tool
in a backend (e.g. a video platform). The tool
sends information to registered services via a Redis
pub/sub channel. These messages contain informa-
tion about the current processing step. The status
messages can be used to visualize the progress to
a frontend while creating the subtitles. The addi-
tional feedback helps the user to understand the
current progress of the processing job and there
is also more information should a processing step
fail.

6 Conclusion

Creating automatic subtitles for videos needs a lot
of well-tuned models to attain good results. Even
if an ASR system is the most important part of the
pipeline, good models for punctuation reconstruc-
tion are also a necessity for well readable subti-
tles. Previously, our tool was only able to subtitle
German videos. We were able to improve the Ger-
man ASR model and significantly improved WER
results. We also expanded language support and
added models for English. Further additions pre-
sented in this paper added more possibilities in the
existing tool, especially when used in a backend of
a video platform.

The subtitling software is published7 under the
Apache License 2.0, with instructions and down-
load scripts for all necessary models.

7 Outlook

Since the project is still in development at this point,
we hope that the results will continue to improve.
This concerns in particular the punctuation model
as well as the English ASR model.

When Kaldi’s successor K2 (Żelasko et al., 2021)
is more stable, a new German and English model
based on the presented training scripts can be de-
veloped and trained. With this new architecture and
additional data sets, this could also lead to better
results due to new acoustic modelling techniques.

The reconstruction of punctuation could be fur-
ther optimized with usage of Transformer-based

7https://github.com/uhh-lt/subtitle2go
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models. This could be done with more training data
and also with new models and architectures. Plat-
forms with Transformer models bring a wide range
of pre-trained models and training scripts (Wolf
et al., 2019). Research on the post-processing
pipeline could also lead to a new end-to-end model
to summarize the different steps into one specially
adapted model for the purpose of subtitle creation.
Besides the added English models, other languages
could bring the project to a wider audience outside
of German and English videos.

For longer videos, multithreading could be used
on the segmented audio, to transcribe different parts
of one video in parallel.
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Abstract

This paper describes a framework for the
creation of new derivational morphology
databases for a selected set of productive af-
fixes in English. The sample resource ob-
tained comprises almost 120k English words
with morpheme segmentations generated by
Transformer. The model and the database have
been compared against other existing solutions.
Moreover, this study offers an overview of po-
tentially problematic cases encountered during
the process of automatic word segmentation.

1 Introduction

Derivational morphology studies the formation of
new words (lexemes) ”rather than forms of a single
word (cf. inflection)” (Bauer, 2004). The most
common way of deriving new English words is af-
fixation, which involves combining potential bases
with affixes so that a new, morphologically complex
word can be built. In the present study, two kinds
of affixation are considered: suffixation (suffixes
are the affixes placed after a base) and prefixation
(prefixes precede a base). Affixes, as well as the
bases, can be subsumed under morphemes, which
are the smallest meaningful morphological units
of a language (Hockett, 1958). Morphological seg-
mentation divides words into morphemes, hence
automatic morpheme segmentation employs com-
putational methods of morpheme boundary iden-
tification. The main focus of this paper is canoni-
cal segmentation, first introduced in Cotterell et al.
(2016b). It analyses a word as a sequence of canon-
ical morphemes representing the underlying forms
of morphemes, which may differ from their ortho-
graphic representations. For example, the canoni-
cal segmentation of the word funniest is fun-y-est.
In principle, canonical morphological segmenta-
tion constitutes a useful, though insufficient, tool
for the analysis of morphologically complex words.
In this work, methods of automatic morpheme seg-
mentation are reviewed with the aim to create new

morphological resources. Initially, a machine learn-
ing model is trained to perform canonical morpho-
logical segmentation. Subsequently, English words
consisting of more than one morpheme are selected
for further analysis. All the model input words
are potentially affixed, i.e. they contain one of the
affixes (prefixes and suffixes) under review. This
study also investigates how the trained segmenta-
tion model would deal with problematic morpho-
logical cases.

2 Related Work

Several recent studies have focused on automatic
morphological segmentation. The log-linear model
proposed in Cotterell et al. (2016b) is to learn to
segment and restore orthographic changes jointly.
In Kann et al. (2016), a character-level model con-
sisting of five encoder-decoders is introduced and
has become the new state-of-the-art. Convolutional
neural networks have been applied in the process
of morphological segmentation of Russian words
in Sorokin and Kravtsova (2018). A discrimina-
tive joint model for canonical segmentation, with
a context-free grammar backbone, has been intro-
duced in Cotterell et al. (2016a). After applying it
to a subset of the English portion of the CELEX
data (Baayen et al., 1996), an annotated treebank
consisting of over 7k English words was released.
Importantly, Mager et al. (2020) propose two new
approaches to obtaining canonical segmentations
of words whilst working with limited training data:
an LSTM pointer-generator and a neural transducer
trained with imitation learning. The two recom-
mended methods outperformed baselines in the
low-resource setting while achieving scores close
to the best models in the high-resource cases. An-
other attempt at generating canonical segmenta-
tions of lexical items from low-resource languages
is described in Moeng et al. (2022), where Trans-
former obtained not only the highest performance
score but also the supervised models outperformed
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the unsupervised ones. On the other hand, a novel,
semi-automatic method of the construction of word-
formation networks, focusing mainly on derivation,
is proposed in Lango et al. (2021), where sequential
pattern mining is used in an unsupervised manner
to construct morphological features.

The application of neural networks in different
computational morphology tasks, such as morpho-
logical segmentation, is delineated in Liu (2021).
A model capable of building better word repre-
sentations for morphologically complex words is
proposed in Luong et al. (2013), where RNNs
are combined with neural language models to
learn morphologically-aware word representations.
Other studies, such as Jurdzinski (2017) and El-
Kishky et al. (2019), show that performing mor-
pheme segmentation may facilitate the capturing
of word properties more efficiently when creating
word embeddings. Song et al. (2020) demonstrate
that adopting Transformer (Vaswani et al., 2017) to
process morpheme information on the input layer
may improve performance in the semantic textual
similarity task. Hofmann et al. (2021) examine
how the input segmentation of BERT (Devlin et al.,
2018) affects its interpretations of derivationally
complex words and suggests afterwards that the
generalisation capabilities of pretrained language
models could be improved if a morphologically-
informed vocabulary of input tokens has been ap-
plied. Hofmann et al. (2020) focus on produc-
tive derivational morphology and indicate that pre-
trained language models, BERT specifically, could
generate correct derivatives in a sentence cloze
task.

Although many modifications to the standard
Transformer architecture have been proposed since
the original paper was published, many of them
failed to do well across different applications, as
demonstrated in Narang et al. (2021). Some Trans-
former implementations aim explicitly at improv-
ing model efficiency. For instance, Primer (So et al.,
2021) achieved a smaller training cost thanks to
squaring ReLU activations and adding depthwise
convolution layers in self-attention. As per Wu
et al. (2021), the batch size was crucial in the per-
formance of Transformers on character-level tasks,
and with a large enough batch size, recurrent net-
works are outperformed.

This paragraph presents several recent stud-
ies that have attempted to create morphologi-
cal resources. For instance, Universal Deriva-

tions constitutes a collection of harmonised (con-
verted into a common file format and partially
converted to a shared schema) word-formation re-
sources (Kyjánek et al., 2020), while DErivBase is
a rule-based framework for inducing derivational
families for German (Zeller et al., 2013). That
approach is further developed for Russian in De-
rivBase.Ru (Vodolazsky, 2020), whereas almost
70k English words were gathered in the deriva-
tional database named MorphoLexEN and pre-
sented in Sánchez Gutiérrez et al. (2017). Similar
procedures for word segmentation as those used in
MorphoLexEN are utilised in MorphoLexFR (Mail-
hot et al., 2019) which includes almost 39k French
words. A derivational and inflectional morphology
database (extracted from Wiktionary and consisting
of about 519k derivatives in 15 languages) called
Morphynet is proposed in Batsuren et al. (2021).

3 Experiments

A transformer model1 consisting of encoding and
decoding blocks was used to obtain word mor-
pheme segmentations. The encoder block com-
prised positional embedding, multi-head attention,
feed-forward and dropout, while the decoder blocks
were constructed with the same layers, but the po-
sitional embedding layer was masked. The Trans-
former implementation used for experiments dif-
fered slightly from the one proposed in Vaswani
et al. (2017). Learned positional encoding was ap-
plied instead of a static one, the optimiser’s learn-
ing rate was static instead of one with warm-up and
cool-down, and no label smoothing was utilised.
The implementation of the model was inspired by
that explored in Moeng et al. (2022). The hidden
dimension was set to 256, and the learning rate
worked best at 0.0005. A relatively small dropout
of 0.1 was applied. Various optimizers available in
PyTorch were tested, e.g., Adam (Kingma and Ba,
2014), RAdam (Liu et al., 2019), NAdam (Dozat,
2016), AdamW (Loshchilov and Hutter, 2017),
Adadelta (Zeiler, 2012) and Adagrad (Duchi et al.,
2011). Adam was chosen in Vaswani et al. (2017)
and Moeng et al. (2022), but AdamW led to slightly
better results in BERT. NAdam performed best in
this research. Different activation functions were
tested to replace ReLU (which was used in Mo-
eng et al., 2022), and even though the differences

1The code is accessible at https:
//anonymous.4open.science/r/
CanonicalSegmentationTransformers-81ED/
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Type List
Prefix after, anti, back, circum, contra,

counter, de, dis, ex, extra, fore, hyper,
im, in, inter, intra, macro, mal, mega,
mis, non, out, over, post, pre, pro,
pseudo, re, retro, sub, super, supra,
trans, ultra, un, under

Suffix able, age, al, an, ance, ancy, ant, ary,
ate, dom, ee, eer, en, er, ess, esque,
ette, ful, hood, ian, ic, free, ify, ion,
ise, ize, ite, ish, ism, ist, ity, ive,
less, let, like, ment, ness, or, ous,
ship, some, ster, th, wise, y

Table 1: Lists of considered productive affixes.

in the model scores obtained were not significant,
consistently, the best results were obtained with
GeLU (Hendrycks and Gimpel, 2016). Squaring
ReLU activations, as proposed in Primer slightly
decreased performance which decreased even more
after trying out Swish units (Ramachandran et al.,
2017).

The new derivational morphology resource was
built with Transformer word morpheme segmen-
tation. The model was trained on the data from
MorphoLexEN. The words used to develop this
resource were obtained from the English Lexicon
Project (Balota et al., 2007) and were already seg-
mented into morphemes. Inflectional suffixes such
as -s, -ing or -ed and contractions such as ’ll or ’s
were removed manually. Out of 68,624 words in
the database, 80% formed the training set, and 10%
were assigned to validation and test sets.

A relatively extensive list of English words was
compiled out of lexical items from various sources:
NLTK corpus (Bird and Loper, 2004), Brown cor-
pus (Francis and Kucera, 1979) and built-in English
word lists of macOS and Ubuntu. Each word was
case-insensitive. Many words overlapped, so all
the duplicates had to be removed. Then, all the in-
dividual lists were merged into one list containing
315,404 words. Finally, each word from the list
was automatically segmented and entered in the
morphological resource, provided that the relevant
number of automatically segmented morphemes
was greater than one and the lexical item under
study started or ended with one of the selected
affixes. A set of recognisable productive affixes
considered in this study is presented in Table 1.

Model Accuracy F1
Semi-CRF 0.54 (.018) 0.75 (.014)
Joint 0.77 (.013) 0.87 (.007)
Joint+Vec 0.82 (.020) 0.90 (.008)
Transformer 0.77 (.015) 0.79 (.015)

Table 2: Results of the canonical segmentation task
on a subset of the English part of the CELEX database.
Standard deviation is given in parentheses.

4 Results

In this section, model performance is compared to
other solutions, the new derivational morphological
resource is evaluated, and puzzling morphological
cases are analysed.

4.1 Model performance

The model used to create the morphological re-
source was trained on the subset (Cotterell, 2016)
of the English portion of the CELEX lexical
database with the view to compare model per-
formance with other modern solutions. The re-
ported results were obtained with 10-fold cross-
validation. The training, validation and test sets
consisted of 8k, 1k and 1k samples, respectively.
Encoder and decoder dropouts were increased to
0.3 to account for limited data issue. Adam opti-
mization and ReLU activations seemed to work
best in this low-resource setting. Two metrics
were used for comparison: accuracy and mor-
pheme F1 (Van den Bosch and Daelemans, 1999).
Segmentation accuracy measured whether every
canonical morpheme was identified correctly. This
implies that this metric is very harsh, and very
close answers are penalized equally as the wrong
ones. Morpheme F1 would give credit only if some
canonical morphemes were identified correctly. Re-
sults are exhibited in Table 2, where the developed
model was compared with Semi-CRF (Sarawagi
and Cohen, 2004), Joint (Cotterell et al., 2016b)
and Joint+Vec (Cotterell and Schütze, 2018).

The Transformer accuracy and F1 measure are
close to the scores of other models. More data
would probably significantly increase the perfor-
mance of the tested model. The model used to
create the new resource was trained on a several
times larger dataset (a subset of MorphoLexEN)
and achieved over 94% morpheme F1 and almost
93% segmentation accuracy on the test dataset.
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Morphynet MorphoLexEN Morfem
(non-strict matching)

Morfem
(strict matching) Combined

Size 67,412 68,624 163,036 118,900 235,579
Precision 0.628 0.592 0.594 0.700 0.561
Recall 0.814 0.848 0.879 0.754 0.929
F1 0.709 0.697 0.709 0.723 0.700

Table 3: Word count, precision, recall and F1 comparison of two chosen linguistic resources, two variants of the
proposed one and a combination of Morphynet, MorphoLexEN and Morfem without strict matching.

4.2 The new resource

The obtained morphological resource, named Mor-
fem, consists of 118,900 words supplied with their
segmentations2. In what follows, the evaluation of
the database is discussed.

One thousand random words from the database
were manually checked to determine whether their
morphological status was correctly recognised. It
turned out that over 90% of the randomly selected
words constituted complex words derived with
one of the selected affixes. The words which
were manually marked as simplex yet segmented
by the model could be subsumed under differ-
ent categories. The general list included some
proper names, e.g., Demontez was segmented as
De-montez, along with lexical items that were not
listed in English dictionaries, e.g., unie, or, mis-
spelled words, e.g., tecnology. Some morphologi-
cal cases appeared to be problematic. Certain pri-
marily lexicalized words with potentially divisible
internal structures may pose some obstacles, e.g.,
the words delay and discard may be treated either
as delay and discard or de-lay and dis-card. In
MorphoLexEN, delay was treated as a single mor-
pheme, while discard was divided. The model
managed to learn that, and thus only discard was
included in the resulting database (was divided into
dis and card).

To automatically validate the resource, 901
derivatives containing one of the affixes under study
were retrieved manually from Joseph Conrad’s
Heart of Darkness (Conrad, 1899/2006). Precision
and recall measures were calculated for the new
database, MorphyNet and MorphoLexEN, to com-
pare the coverage of the created resource with other
morphological databases. Words that were present
in both, a database and in the manually selected

2The resource is available at https:
//anonymous.4open.science/r/
CanonicalSegmentationTransformers-81ED/
src/CanonicalSegmentationTransformers/
experiments/db.txt

set of derivatives from the book, were marked as
true positives. Words that were present in the book
and a database, but not in the manually selected set
were counted as false positives. Finally, the words
that were manually selected, but not found in a
resource were designated as false negatives. The
test results are presented in Table 3. Two versions
were compared with the other databases. One with
strict matching, where a word was noted in the re-
source only if one of the identified morphemes over-
lapped with an affix from the list. The other, with-
out strict-matching, included all the words which
contained more than one morpheme, and started
or ended with at least one of the selected affixes.
Morfem with strict matching achieved the highest
precision while lacking in recall. Morfem with non-
strict matching achieved the highest coverage of
the derivatives, which is indicated by the highest
recall score among the compared databases. Com-
bining the non-strict Morfem with other resources
(excluding the strict-matching Morfem) to form a
unified vocabulary resulted in even higher recall
alongside a significant precision decrease. Decid-
ing which metric is the most relevant depends on
the specific application.

5 Conclusion

The proposed framework allows for creating mor-
phological resources larger than those currently
available. The automatic morpheme segmentation
task results are promising, but there is still some
room for improvement. Therefore, a more reli-
able linguistic resource could be compiled when
built upon a more reliable segmentation algorithm.
Current state-of-the-art methods of canonical mor-
phological segmentation do not consider the word’s
context. Knowing that words can be divided differ-
ently depending on their context (e.g., recover or
re-cover), methods consulting the context should
be developed.
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Abstract

This paper presents a model for German Opin-
ion Role Labelling (ORL), using the data from
the IGGSA-STEPS 2014 and 2016 shared
tasks. We frame the problem as a token classi-
fication task and employ a simple transformer-
based model that achieves new state-of-the-
art results on the data. Then we investigate
whether we can further improve our model
by transferring knowledge from a related task,
i.e., Semantic Role Labelling. Our results
show that, despite the small size of our data,
this transfer learning step yields further im-
provements for ORL, mostly regarding recall
for target prediction. Finally, we present an er-
ror analysis, showing where knowledge trans-
fer from SRL can help and what is still difficult
for German ORL.

1 Introduction

The extraction of subjective expressions together
with their opinion holders and targets is not only
an important processing step for the analysis of
argumentation mining but is also relevant for po-
litical text analysis. For English, the seminal work
of Stoyanov et al. (2004) and Wiebe et al. (2005)
has provided resources for training and evaluation
of opinion mining models for newswire. However,
resources for other languages, domains and text
types are still scarce.

Previous work on German has focussed on the
political domain where Ruppenhofer et al. (2014,
2016) have presented a corpus of Swiss-German
parliamentary debates annotated with subjective
expressions, their opinion holders (or sources) and
targets (Figure 1). The data set has been used
in two shared tasks.1 However, compared to the
MPQA 2.0 corpus (Wiebe et al., 2005; Wilson,
2008) which includes more than 8,500 sentences,

1See the IGGSA-STEPS 2014 shared
task: https://sites.google.com/site/
iggsasharedtask/task-1 and for 2016:
https://iggsasharedtask2016.github.io.

Figure 1: Screenshot of example annotations from the
IGGSA-STEPS shared task data for the verb “bitten”
(ask) and the noun “Zustimmung” (approval), visu-
alised in Salto (Burchardt et al., 2006a).

the data is rather small with less than 1,200 sen-
tences. This is reflected in the low results for
opinon holder and target extraction, where scores
for the best systems from the 2016 shared task
were in the range of 46% F1 (micro) for holders
and 40% F1 for targets. Follow-up work by Wie-
gand et al. (2019a) has improved the extraction of
opinion holders by around 4 percentage points but
failed to increase results for target extraction. The
low results imply that, at this stage, the models
are not yet good enough to be used in downstream
applications.

Since then, transformer-based models (Vaswani
et al., 2017; Devlin et al., 2019) and transfer learn-
ing approaches have brought huge improvements
to the field of Natural Language Understanding
(NLU) and are particularly well suited for task set-
tings where only small data are available. There-
fore, in our work we exploit the expressive power
of transformers and transfer learning and present a
simple transformer-based system for German opin-
ion holder and target extraction.

As expected, our baseline system already beats
previous work by far, yielding improvements in the
range of 10-15 percentage points. We then explore
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whether we can further improve results by transfer-
ring knowledge from a related task, i.e., Semantic
Role Labelling (SRL). Transfer from SRL to ORL
has been successful for improving results for En-
glish Opinion Role Labelling (ORL) (Marasovic
and Frank, 2018). However, it is unclear whether a
similar approach will work for German where the
size of the training data is only a fraction of the
English ORL data. To answer this question, we
exploit a German newspaper corpus with frame-
semantic annotations (Burchardt et al., 2006b) and
introduce an intermediate training step where we
fine-tune our model on the SRL data, showing that
this intermediate training step can further improve
results, mostly in terms of recall.

The contributions of this work are as follows.
We present a neural system for German opinion
holder and target extraction, based on transformer-
based transfer learning, and report new state-of-the-
art results. We replicate previous results obtained
for English, using SRL data for transfer learning,
and show that this approach also works when sub-
stantially less data is available. Our final system
outperforms previous best results by more than 15
percentage points.2

2 Related Work

Opinion mining, the “computational study of opin-
ions, sentiments, and emotions expressed in text”
(Liu, 2010), has become a vivid field of research in
the last 20 years. Among the main goals of opinion
mining is the extraction of the source or opinion
holder (the one who has the opinion) and its topic
or target (what the opinion is about).

Opinion Role Labelling (ORL) for English
Most work on ORL has been conducted for English.
Initially, the task has been modelled in a pipeline
approach where the models first identify the opin-
ion (or subjective expression) and then, given the
opinion, in a second step predict the roles of opin-
ion holder and target. There is, of course, a close
link to semantic role labelling, and many works
have exploited that link.

Kim and Hovy (2006), for example, have
augmented the frame-semantic annotations in
FrameNet (Baker et al., 1998) with opinion holder
and target roles and used clustering techniques to
predict semantic frames for subjective expressions
not known by FrameNet. They then decompose

2Our models are available for download from https:
//github.com/umanlp/ORLde.

the task into three phases where they first identify
all opinion-bearing predicates in a sentence, then
use SRL to label the semantic roles for the predi-
cate and, finally, identify the holder and topic of
the opinion-bearing expression among the labeled
semantic roles.

Other work has tried to jointly learn the opinion-
bearing expressions and their roles (Choi et al.,
2006; Yang and Cardie, 2013; Katiyar and Cardie,
2016). The most recent one of those works, Katiyar
and Cardie (2016), use deep bidirectional LSTMs
to jointly extract opinion expressions and their hold-
ers and targets. The neural model does not outper-
form previous work that uses CRFs in combina-
tion with Integer Linear Programming (ILP) (Yang
and Cardie, 2013). However, one advantage of the
neural approach is that, unlike other work (Kim
and Hovy, 2006; Johansson and Moschitti, 2013;
Yang and Cardie, 2013; Wiegand and Ruppenhofer,
2015), it does not depend on external resources
such as opinion lexicons, dependency parsers or
SRL systems.

Marasovic and Frank (2018) present a neural
approach, based on BiLSTMs and CRFs, that ex-
ploits external knowledge from SRL in a multi-task
learning (MTL) setup. They focus on holder and
target prediction and show that the MTL approach
results in substantial improvements over a single-
task baseline.

Quan et al. (2019) are the first to apply a
transformer-based architecture (Vaswani et al.,
2017; Devlin et al., 2019) for ORL. Their approach
is similar to the one of Katiyar and Cardie (2016)
and jointly learns the opinion expressions, their
holders and targets. Their end-to-end model in-
tegrates BERT with a BiLSTM and CRF compo-
nent and improves over a simple BiLSTM base-
line. However, it fails to outperform the previous
state-of-the-art of Katiyar and Cardie (2016) by
far. The authors ascribe this to the limited size of
the training data and the resource hunger of neural
approaches. If that is true, then we cannot expect
improvements for German where the size of the
training data is even smaller than for English ORL
and SRL. We thus want to explore whether is is
possible to transfer knowledge from SRL to ORL
for German in a low(er)-resource setting.

Our work is similar to Marasovic and Frank
(2018) in that we also use Semantic Role Labelling
data to address the problem of data sparsity for
Opinion Role Labelling, which is much more se-
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DE Die Kantone können, wenn sie wollen, also eine Regelung treffen. dummy-token
EN The cantons can, if they wish, therefore make a regulation.
TRANS “The cantons can therefore, if they wish, make a regulation.”
instance 1 Die Kantone können, wenn sie wollen, also eine Regelung treffen . inferred
instance 2 Die Kantone können, wenn sie wollen also eine Regelung treffen . –

instance 3 Die Kantone können, wenn sie wollen also eine Regelung treffen . –

Table 1: Three example subjective expressions (underlined) within the same sentence, with their opinion holders
(red) and targets (blue); example taken from the IGGSA-STEPS 2016 shared task test set.

vere for German than for English. We do not use
a multi-task learning setup, as the size of the SRL
data is around 8 times as large as the ORL data and
we expect this imbalance to be a challenge for the
MTL approach. Instead, we apply transfer learning
through intermediate training where we first fine-
tune a pretrained BERT model on the SRL data and
then use the learned model to initialise the weights
for our final ORL model that we fine-tune on the
downstream task, i.e., Opinion Role Labelling.

ORL for German Most work on Opinion Role
Labelling for German has been conducted in the
context of two shared tasks, the IGGSA-STEPS
2014 and 2016 Shared Task on Source and Target
Extraction from Political Speeches (Ruppenhofer
et al., 2014, 2016). The data for the shared task
includes debates from the Swiss parliament, an-
notated with subjective expressions, their opinon
holders and targets. The data set is fairly small with
605 sentences for training and 581 sentences for
testing. The number of annotated instances in the
data, however, is substantially higher and amounts
to 1,115 subjective expressions, 997 opinion hold-
ers (excluding inferred opinion holders, see §3.1
below) and 1,608 targets for training (see Table 2).

As reported in Wiegand et al. (2019b), 845
(850) subjective expression frames in the training
(test) data include both, holder and target, while
152 (214) subjective expressions include only the
holder. More frequent are subjective frames that
include only the target, with a count of 763 (920).
Subjective frames with neither holder nor target
amount to 468 (433) in the training (test) set.

This is a typical low-resource scenario, and we
thus want to investigate whether (and by how much)
we are able to improve results over previous work
that employs linguistic features, information from
external knowedge bases and linguistic modelling.
Our work addresses the following research ques-
tions:

RQ1: Can transformer-based transfer learning
improve results for German ORL over previous
best work, despite the small size of the training
data?

RQ2: Can we replicate previous work on English
and further improve results by harvesting informa-
tion from German SRL?

We address RQ1 by fine-tuning a pretrained
transformer-based language model on the ORL task
and compare results to previous work on the same
data. To answer our second RQ, we use the Ger-
man SRL data from the CoNLL 2009 shared task
“Syntactic and Semantic Dependencies in Multiple
Languages” (Hajič et al., 2009) for transfer learn-
ing and investigate whether we will find similar
improvements as have been reported for English.

3 A BERT model for German ORL

3.1 Task description and data
The task of opinion role labelling consists in identi-
fying all opinion holders and targets for a given
subjective expression. For illustration, see the
example in Table 1 where three subjective ex-
pressions are given (können (can), wollen (want),
Regelung treffen (make regulation)). The task then
is to predict the opinion holder and target for each
of these expressions.

In the first instance extracted from the example,
only the target is expressed overtly while the opin-
ion holder of können (can) has to be inferred as
the speaker of the utterance. Those inferred hold-
ers are quite frequent and amount to 26% of all
holders in the data (Wiegand et al., 2019b). In the

#sent SE SE Holder Target
(toks) (types)

train 605 2,105 1,115 997 1,608
test 581 2,166 1,110 1,064 1,770
Total 1,186 4,271 2,061 3,378

Table 2: Some statistics on the IGGSA shared task data.
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second instance where the subjective expression is
wollen (want), both holder and target are realised
as arguments of the subjective predicate. Finally,
the subjective expression Regelung treffen (make
regulation) in the third instance is a support verb
construction with an explicitly stated holder but the
target role remains unfilled.

As in Marasovic and Frank (2018), we assume
that the subjective expressions are given and focus
on the ORL task. Given an input sentence, the task
then consists in detecting the respective token spans
for holder and target and assigning the correct label
to each role.

Preprocessing We preprocess the data so that
we extract one training (or test) instance for each
subjective expression and its opinon roles, i.e., its
opinion holder and target (including inferred hold-
ers). Please note that not each sentence includes a
subjective expression (SE), and not every SE has
an opinion holder and target.

Experimental setup In our first set of experi-
ments, we train an ORL classifier for German, us-
ing the data from the IGGSA-STEPS 2014 and
2016 shared tasks (Ruppenhofer et al., 2014, 2016).
To make our results comparable, we follow the
setup of the 2016 shared task setup, using the data
from the 2014 shared task for training and devel-
opment (605 sentences) and evaluate our models
on the same test portion used in the 2016 shared
task, including 581 sentences. Table 2 shows some
statistics for the data.

We model the task as a token classification task
and use the BIO schema to distinguish the first to-
ken of each span from the tokens inside a span. We
use the “O” label for all tokens that are not part of
either holder or target. In the shared task data, the
inferred holders are annotated by means of a flag
and have to be predicted. We follow Wiegand et al.
(2019a) and add a dummy token at the end of each
instance which is assigned the label “Inferred” for
all instances with implicit opinion holders. For in-
stances with explicitly expressed holders and those
without a holder, the dummy token is assigned the
label “O” instead.

3.2 Baseline model
Our baseline model for ORL uses a simple token
classification setup, similar to the argument detec-
tion and labelling step in the BERT-based SRL
model of Shi and Lin (2019). There are, however,
two differences between their model and ours. The

ORL SRL
optimizer AdamW AdamW
learning rate 2.693154582157772e-05 0.00003808
batch size 16 8
weight decay 0.019840937077311938 0.055
epsilon 5.45374378277376e-07 0.000001194

Table 3: Hyperparameters used for the ORL/SRL tasks.

first one concerns the model architecture, the sec-
ond the representation of the input. The model
of Shi and Lin (2019) integrates a BiLSTM layer
on top of the BERT encoder, followed by a Multi-
Layer Perceptron (MLP). To encode the informa-
tion about the predicate (for SRL) or subjective
expression (for ORL), they concatenate the classifi-
cation [CLS] token, the input sentence, a separator
token [SEP] and the predicate and input the whole
sequence into the BERT encoder.

Instead of concatenating the input sentence and
the predicate (or subjective expression), we use
BERT’s token-type-ids to encode this information.
Specifically, we set the token type ids of all tokens
that are part of the subjective expression to 1 and
all other token ids to 0. Our model does not use an
additional BiLSTM on top of BERT but, following
the NER model presented in Devlin et al. (2019),
inputs the encoded sequence directly into the MLP
layer.

Training details We implement our models with
the huggingface transformers library (Wolf et al.,
2020) and pytorch (Paszke et al., 2017) and do
hyperparameter tuning with Weights & Biases
(Biewald, 2020). We limit the input sequence
length to 120 subword tokens and train in batches
of 16 instances, using the AdamW optimizer with
random search to determinine the optimal learn-
ing rate α, weight decay and epsilon ε (sampled
from a uniform distribution with min = 0.02 and
max = 0.00001 for α, min = 0 and max = 0.1
for weight decay and min = 5e − 9 and max =
0.000002 for ε), with the objective to minimize the
training loss.

Then we use the same tuned (hyper)parameters
to train three independent versions of our model
with different initialisations, each for 25 epochs.
We select the best performing model on the devel-
opment set and report results for each indiviual run
and averaged results and standard deviation over
all three runs.3 Table 3 shows the (hyper)parameter

3Given that standard deviation between the different ini-
tialisations was quite low (see Table 4), we decided to report
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Holder Target
System Prec Rec F1 Prec Rec F1
UDS-supervised 59.4 38.3 46.6 42.6 31.7 36.3
UDS-rulebased 59.9 28.6 38.7 69.2 28.9 40.8
WCR19 58.0 44.0 50.3 48.1 35.0 40.5
ORL-ST avg. 67.8± 0.6 63.5± 0.3 65.6± 0.2 54.2± 0.7 53.2± 0.3 53.9± 0.2

Table 4: Results for ORL on the STEPS-2016 test set (UDS-sup: supervised UDS system, UDS-rule: rule-based
UDS system; WCR19: Wiegand et al. (2019a); ORL-ST: BERT-based single-task ORL system; results averaged
over 3 runs; stdev reports standard deviation over 3 runs.).

settings for our experiments.

3.3 Baseline results
We now report results for our BERT single-task
model, ORL-ST, and compare them to previous
work (Table 4). For evaluation, we use the scorer
from the IGGSA-STEPS shared tasks, kindly pro-
vided by the organisers, to ensure the comparability
of the results.4 We report the strict measure for (mi-
cro) precision, recall and F1 for opinion holders
and targets that only considers a predicted holder
or target as correct if all tokens that belong to this
entity have been predicted correctly. Please note
that the results for opinion holders also include pre-
dictions for inferred holders (see Table 1, instance
1).

We compare against the University of Saarland
(UDS) contributions from the IGGSA-STEPS 2016
shared task (UDS-supervised and UDS-rulebased)
(Wiegand et al., 2016) and the supervised feature-
based approach of Wiegand et al. (2019a). The au-
thors refer to the moderate results reported for deep
learning approaches for ORL (Katiyar and Cardie,
2016) as motivation for not using deep learning in
their work, and highlight the importance of linguis-
tic information and, in particular, syntactic depen-
dency relations for resolving opinion holders and
targets. Finally, the small size of the German data
questions the benefits to be expected from neural
approaches, which is why Wiegand et al. (2019a)
decided to employ SVMs in their work.

Table 4 shows that the baseline BERT model
outperforms previous work by a large margin, with
improvements in the range of 15-22% for opinion
holders and 13-17% for the identification of targets.
The rule-based approach (UDS-rulebased), how-
ever, beats the BERT system wrt. precision, but at

results for 3 individual runs only.
4We would like to thank the shared task organisers for

providing us with the scorer and system outputs from the
IGGSA-STEPS shared task.

the cost of a very low recall. For all other models,
results increase for both, precision and recall.

This answers our first research question, RQ1:
Transfer learning approaches are well suited to
increase results for German ORL over previous
feature-based approaches even in low-resource sce-
narios.

4 SRL for German ORL

We now turn to our second research question and
investigate whether it is possible to further improve
results for German ORL by means of an additional
knowledge transfer from the semantic role labelling
(SRL) task. As training data for SRL, we use the
German part of the CoNLL 2009 shared task data
(Hajič et al., 2009) and train a BERT-based classi-
fier, using the same model architecture and setup as
for the ORL task. The data comes originally from
the SALSA corpus (Burchardt et al., 2006b), a cor-
pus of newspaper text from a German daily news-
paper (Frankfurter Rundschau). SALSA includes
verbal predicates and their frame elements, with
annotations in the flavor of Berkeley FrameNet
(Baker et al., 1998). The semantic frames and roles
have been automatically converted from FrameNet-
style annotations to PropBank (Palmer et al., 2005)
style for the shared task.

The data we use for training includes over 36,000
sentences, out of which 14,282 sentences include
at least one annotated predicate. The number of
training instances (where sentences with more than
one annotated predicate result in multiple instances,
as described for the ORL preprocessing step) thus
amounts to 17,400 instances. The development
set includes 2,000 sentences and the test data 400
sentences.

Please note that our goal is not to optimize re-
sults for the SRL task but to use SRL as an aux-
iliary task to transfer knowledge about predicate
argument structure to ORL. For this, we compare
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Figure 2: Learning curves for SRL over 25 epochs of
training (micro-F1 on the SRL development set).

two different settings. In the first setting, we se-
lect the best performing model for SRL, based on
the F1 scores on the development set, and use this
model to initialise the BERT parameters for subse-
quent ORL fine-tuning. In the second setting, we
do not fully train the model on the SRL data until
convergence but stop the training process when the
learning curve starts to flatten, which happens after
the third training epoch (see Figure 2). Table 5 re-
ports results on the SRL development set for both
models (Exp. 1 and 2).

Training details We use this model to initialise
the parameters of the ORL model that we then
fine-tune on the downstream task (ORL). Model
architecture and parameter settings are the same as
described in Section 3.2 and Table 3. As before, we
train 3 individual models with different initialisa-
tions for 25 epochs and select the best performing
model for each run on the development set. We
report results for each individual run and averaged
results and standard deviation over all runs.

4.1 Results for transfer learning from SRL

Table 6 shows results for transfer learning from
SRL to ORL. We notice that the intermediate train-
ing has a noticable effect on the downstream task.
The SRL model that has been trained for 16 epochs
and achieved best results on the SRL dev set (Fig-
ure 2) fails to further improve results for ORL.
Using the parameters from the ORL-3 model that
has been trained for 3 epochs only to initialise the
BERT ORL model, however, results in another in-
crease in results. This increase is rather small for
target prediction with 0.7% but more pronounced
for the prediction of opinion holders with 1.6%.

A possible explanation for the better perfor-
mance of the undertrained SRL model as source

Exp. Model Prec Rec F1

SRL-1 best-on-dev 86.7 86.7 86.7
SRL-2 3-epochs 86.2 85.1 85.6

Table 5: Results for SRL with BERT (dev set).

of knowledge transfer is that the size of the ORL
training data is only a fraction of the SRL data
(605 sentences versus 14,282 sentences). Thus, the
model has been fitted for a different task (SRL)
and has not seen enough data to adapt to the new
task (ORL). This suggests that other architectures
might be more promising for a low-resource setting
like this, such as adapter-based fine-tuning (Rebuffi
et al., 2018; Houlsby et al., 2019; Bapna and Firat,
2019; Pfeiffer et al., 2020). We plan to explore this
in future work.

As mentioned above, the results in Table 6 come
from a strict evaluation where we only count roles
as correct if all tokens that belong to that role have
been identified correctly. This explains why results
for targets are substantially lower than the ones
for holders, given their average lengths (2.1 tokens
for opinion holders vs. 5.5 tokens for targets). To
add another perspective, we augment the results re-
ported above by a token-based evaluation (Table 7)
where we remove the prefixes from the BIO scheme
and compute precision, recall and F1 on the token
level. Table 8 illustrates the difference between
the two evaluation measures, using a constructed
example sentence.

For the strict evaluation in Table 8, we count one
correctly identified role, i.e., the target. We also
count one false positive, as we have predicted a
span that does not exist in the gold standard. Ad-
ditionally, we count one false negative because we
failed to identify the correct holder (or source) span.
For the token-based evaluation, on the other hand,
we count 7 true positives (2 for the holder and 5
for the target) and one false negative for the missed
token “auch” (also).

As expected, results for target prediction are
much higher in the token-based evaluation setting
in Table 8. While the general trends are the same
as for the strict evaluation, with best results be-
ing obtained by the ORL-3 system (transfer from
SRL to ORL), we note that the single-task model,
ORL-1, outperforms the transfer model in terms
of precision for all three roles (holder, target, in-
ferred holder) while the transfer step mostly helps
to increase recall (Table 7).
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Exp. Model Run Prec Rec F1 Prec Rec F1
Holder Target

single-task 1 67.1 63.8 65.4 53.4 52.8 53.6
ORL-1 best-on-dev 2 68.2 63.3 65.7 54.5 53.2 53.9

3 68.2 63.3 65.7 54.8 53.5 54.1
avg 67.8 63.5 65.6 54.2 53.2 53.9

SRL-to-ORL 1 66.9 63.3 65.0 52.0 51.2 51.6
ORL-2 best-on-dev 2 66.4 65.3 65.8 52.9 52.4 52.6

3 64.2 64.5 64.3 53.2 52.9 53.1
avg 65.8 64.4 65.0 52.7 52.2 52.4

SRL-to-ORL 1 70.7 64.7 67.5 54.3 55.0 54.6
ORL-3 3 epochs 2 71.6 63.8 67.5 54.0 53.7 53.8

3 68.7 64.7 66.6 55.2 55.4 55.3
avg 70.3 64.4 67.2 54.5 54.7 54.6

Table 6: Results for the single-task ORL baseline (ORL-1) and for the transfer learning experiments (ORL-2, ORL-
3) with intermediate training on SRL (best-on-dev: model that gave best results on the development set; 3 epochs:
model has been trained for 3 epochs only).

Exp. Model Run Holder Target Speaker (inferred)
Prec Rec F1 Prec Rec F1 Prec Rec F1

single-task 1 76.1 50.7 60.9 73.5 74.5 74.0 71.2 79.3 75.0
ORL-1 best-on-dev 2 78.8 49.8 61.1 67.6 81.4 73.9 68.6 75.3 71.8

3 71.0 56.2 62.7 70.9 80.6 75.4 70.5 73.0 71.8
avg 75.3 52.2 61.6 70.7 78.8 74.4 70.1 75.9 72.9

SRL-to-ORL 1 72.0∗ 52.1 60.5∗ 67.3 82.5∗∗∗ 74.1 67.4 78.1 72.4
ORL-2 best-on-dev 2 68.2∗∗ 56.0∗ 61.5∗∗∗ 69.1 80.6 74.4 67.4 76.6 71.7

3 70.3 54.7 61.5 67.2 81.7 73.7 61.1∗∗∗ 83.1∗∗∗ 70.4∗∗∗

avg 70.2 54.3 61.2 67.9 81.6 74.1 65.3 79.3 71.5

SRL-to-ORL 1 74.1∗∗∗ 55.3∗∗∗ 63.3∗∗∗ 68.4 85.0∗∗∗ 75.8∗∗∗ 70.7 77.6 74.0
ORL-3 3 epochs 2 76.0 52.4 62.0 65.2 86.4∗∗ 74.3 71.8 76.9 74.3

3 72.7 55.7 63.1 69.1 83.8∗ 75.8 67.8∗∗ 77.6∗∗ 72.4∗∗

avg 74.3 54.5 62.8 67.6 85.1 75.3 70.1 77.4 73.6

Table 7: Token-based evaluation: precision, recall and F1 (micro) for holders, targets and inferred speakers (as-
terisks indicate statistical significance for ORL-1 vs. ORL-2 and ORL-1 vs. ORL-3 according to an approximate
randomisation test where * p ≤ 0.01; ** p ≤ 0.001; *** p ≤ 0.0001).

Example sentence measure TP FP FN
DE Diese Auffassung wird auch in einem Großteil der Lehre vertreten.
EN This view will also in a large part of the doctrine be held.
TRANS “This view is also held by a large part of the doctrine.”
gold Target Holder

auto Target Holder strict 1 1 1
tok-based 7 0 1

Table 8: Example sentence (constructed) illustrating the difference between the strict and the token-based evalua-
tion (gold: gold annotation; auto: predicted labels; TP: true positives, FP: false positives, FN: false negatives).
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Exp. Frames Holder Target Speaker (inferred)
# Prec Rec F1 Prec Rec F1 Prec Rec F1

holder-only 214 94.6 38.5 54.7 0 0 0 0 0 0
ORL-1 target-only 247 0 0 0 86.0 79.4 82.6 0 0 0

target+inferred 923 0 0 0 67.0 81.1 73.4 91.9 77.7 84.2
holder+target 847 90.6 52.7 66.6 72.6 81.7 76.9 0 0 0
holder-only 214 92.0 45.3 60.7 0 0 0 0 0 0

ORL-3 target-only 247 0 0 0 82.4 86.6 84.4 0 0 0
target+inferred 923 0 0 0 64.3 86.1 73.6 94.4 79.7 86.4
holder+target 847 90.4 54.2 67.8 70.5 86.7 77.8 0 0 0

Table 9: Token-based evaluation for different subsets of the test set.

Exp. subjective expr. Holder Target Speaker (inferred)
POS # Prec Rec F1 Prec Rec F1 Prec Rec F1

V 823 84.0 62.6 71.7 69.2 88.8 77.8 64.9 70.2 67.4
ORL-1 N 849 76.1 27.2 40.1 72.8 56.4 63.5 47.9 59.6 53.1

A 404 66.2 36.2 46.8 67.7 78.8 72.8 78.9 95.1 86.3
V 823 82.1 65.0 72.6 67.7 91.7 77.9 68.3 73.6 70.8

ORL-3 N 849 71.0 31.6 43.7 68.4 67.8 68.1 58.9 55.9 57.4
A 404 59.2 30.5 40.2 64.6 84.0 73.0 76.5 93.3 84.0

Table 10: Token-based evaluation for verbal, nominal and adjectival subjective expressions (test set), excluding
multi-word expressions.
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We run an approximate randomisation test with
10,000 iterations on the output of the different mod-
els (ORL-1 vs. ORL-2 and ORL-1 vs. ORL-3)
(Table 7). We can see that not all improvements are
statistically significant. Only recall for target pre-
diction (ORL-3) yields significant improvements
for each individual run over the single-task system
(ORL-1).

Table 7 also shows that, according to the token-
based evaluation, the inferred holders are easier
to identify than the explicit opinion holders, with
around 10% higher F1. This is in contrast to the
findings of Wiegand et al. (2019b, p.26) who state
that inferred sources are “more difficult to detect
than normal sources”.

We can now answer our second research ques-
tion, RQ2, and conclude that despite the small size
of the German data set, it is possible to transfer
knowledge from SRL to ORL. Improvements, how-
ever, are far more modest than the ones reported for
English (Marasovic and Frank, 2018) and mostly
improve recall.

4.2 Error analysis

We now take a closer look at the results, to find
out where transfer learning helps and what is still
difficult for our models. For our error analysis,
we look at the predictions of the ORL-1 single
task model and the ORL-3 (SRL-to-ORL transfer)
model.5 We first compare the output of the two
models, focussing on the performance on different
subsets of the data, i.e., subjective frames that in-
clude only a holder (but no target), a target (but no
holder), targets with inferred sources and frames
with both, holder and target.

Table 9 shows that the largest improvements for
the transfer model (Exp.3) are due to a higher re-
call for the subjective frames that include holders
only. Here we observe an increase in F1 of 6%
(from 54.7% to 60.7%) over the single-task model.
The results also suggest that holder-only frames are
the most difficult category for opinion role predic-
tion, while F1 for holder prediction for frames that
include both, holder and target, are substantially
higher for both, the single-task and the transfer
model.

Next, we investigate how our models perform
on subjective expressions with different parts of
speech (Table 10). Interesting but by no means

5We use the models for Exp. ORL-1 and ORL-3 from the
2nd run in our analysis.

unexpected is the decrease in results for the SRL-
to-ORL model on adjectival triggers for opinion
holders and inferred sources (for explicit holders
from 46.8% to 40.2% and for inferred holders from
86.3% to 84%). The largest improvements can be
observed for nominal subjective expressions. Here
the additional knowledge about predicate argument
structure helps the most which, on first glance, is
a bit surprising, given that the German SRL data
includes semantic roles for verbal predicates only.
However, keeping in mind that the subjective ex-
pressions are already given, what we need to know
in order to predict the opinion roles is which token
spans are probable arguments. Our transfer model
seems to have learned useful information for this
task from SRL, as shown by the increase in F1
for nominal subjective expressions in the range of
3.6% (for holders) to 4.6% (for targets).

5 Conclusions

In the paper, we have presented a transformer-based
system for German ORL on parliamentary debates,
with new state-of-the-art results for the IGGSA-
STEPS shared task. We have further shown that
we can improve our baseline system through trans-
fer learning, based on knowledge about predicate
argument structure learned from SRL. We include
this information via intermediate training and show
that we mostly obtain improvements for recall and,
in particular, for nominal subjective expressions
and subjective frames where only the holder is ex-
pressed.

One challenge for transfer learning is the imbal-
ance between the SRL and ORL training data. In
future work, we would thus like to explore whether
adapters might help us to make more efficient use
of the data by injecting knowledge about predicate
argument structure in our model without outweigh-
ing the information learned from the ORL data.
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Abstract

ABSINTH1 provides a novel unsupervised
graph-based approach to word sense induction.
This work combines small world coöccurrence
networks with a graph propagation algorithm
to induce per-word sense assignment vectors
over a lexicon that can be aggregated for clas-
sification of whole snippets.

1 Introduction

As late as twelve years after publication, the graph-
based approach to word sense induction proposed
in Véronis (2004) was still cited as ’state-of-the-
art’ (Tripodi and Pelillo 2017, Ustalov et al. 2017)
and only recently surpassed by neural substitution-
based approaches (Amrami and Goldberg 2018,
Amrami and Goldberg 2019). Our goal with this
work is to evaluate an approach native to small-
world graphs for the word sense induction task.
We build on the principles laid out in Hyperlex
(Véronis, 2004) with a more dynamic feature set
and a graph propagation algorithm previously used
for sentiment analysis (Hamilton et al., 2016).
Our system, ABSINTH1, provides a simple two-
step approach to SemEval-2013 Task 11 (Navigli
and Vannella, 2013). To achieve this, we utilise
the properties of small world graphs for language
(Cancho and Solé, 2001) in general and semantic
relations (Newman, 2003) in particular. We extract
senses using the root hub algorithm proposed in
Véronis (2004).
For word sense disambiguation we use the sense
inventory created in previous steps and a graph
propagation algorithm to assign each node a sense
distribution vector. Lastly, the vectors of each word
in a given context are summed up and the context
is assigned the sense of the best cumulative weight.

1Association Based Semantic Induction Tools for root Hub
propagation

Parameter ABSINTH Hyperlex Baseline
Min. context 4 4 4
Min. #nodes Avg. #nodes 10 9
Min. #edges Avg. #edges 5 3
Max. weight 0.9 0.9 0.9

Table 1: Minimum context size, minimum number of
nodes, minimum number of edges and maximum edge
weight for our system, Hyperlex and our Baseline.

In addition to the SemEval scoring methods to eval-
uate our results we use characteristic path length
and global clustering coëfficient to evaluate the
properties of our coöccurrence graphs.
Our system achieves better results in three out of
four metrics than a classifier similar to Hyperlex
without label propagation.

2 Related Work

Graph-based approaches to word sense induction
have been successfully used since the early 2000s
(Véronis 2004, Di Marco and Navigli 2013, Am-
playo et al. 2019). Véronis proposes the use of
root hub detection and minimum spanning trees
(Kruskal, 1956) to induce senses and disambiguate
search results.
The usefulness of small world graph properties for
sense disambiguation has previously been shown
in Newman (2003). The term ’small world’ was
introduced by Travers and Milgram, using it to de-
scribe the connectedness of acquaintance networks
(Travers and Milgram, 1969). According to their
findings, the average path length between two peo-
ple living in the United States lies around five or
six, even though they are selected from a relatively
large number of people. The properties of these
small world graphs have been formally described
in Watts and Strogatz (1998). We show that Hy-
perlex graphs are indeed small world graphs with
the words connected in a similar way to real world
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relations between people.
Because of this property, nodes with a high degree
(number of outgoing edges) can be selected as so
called ’root hubs’. It is assumed that words be-
longing to a sense are clustered around these root
hubs and meaning can be induced by mapping a
vocabulary to them.

2.1 Coöccurrence graphs & root hub
detection

Véronis uses paragraphs including the target string
(the word or multi-word expression for which
senses are to be induced) from a web corpus as
contexts for building coöccurrence graphs. Words
in the vocabulary constitute nodes and have an undi-
rected edge when they appear in the same context
window. Paragraphs with fewer than 4 words are
discarded, further limits on nodes, edges and their
weights are introduced (see table 1). The target
string is not included in the graph.
Edges with a high association frequency are as-
signed lower weights using a weighting system
described in (Véronis, 2004). Why this weighting
algorithm is chosen over a more traditional mea-
sure like Dice weights is not further explained, but
we expect an algorithm using Dice weights would
artificially limit the number of possible neighbours
for each node and therefore reduce the number of
possible root hubs substantially.
Root hubs are chosen iteratively from the set of
graph nodes, limited by the following criteria:

1. the number of neighbours, excluding root
hubs and neighbours of root hubs,

2. the mean weight of the candidate’s most fre-
quent neighbours, excluding root hubs and
neighbours of root hubs.

Additionally, the candidate may not be neighbour
to a previously chosen root hub.
Before building the minimum spanning tree, the
target string is inserted back into the graph with
a distance of 0 to each root hub. This results in
the root hubs being selected as the direct children
of the target string, allowing the easy mapping of
components to a hub.
For disambiguation, Véronis iterates over each
node v in the minimum spanning tree and assigns
each a weight vector ω:

ωi =

{ 1
1+d(hi,v) , if v belongs to component i,
0 else.

with d(hi, v) being the distance between a root hub
hi and a node v.
For a given context, the weight vectors of each to-
ken are added up and the sense with the highest
cumulative weight is chosen.
We use Véronis’ root hub algorithm broadly with
more flexible parameters for our corpus. Our dis-
ambiguation system still uses Hyperlex’ minimum
spanning tree as a backup, but fundamentally builds
on labelled graph propagation (Hamilton et al.,
2016).

3 Task Set-up

We evaluate our algorithm on Task 11 of the
SemEval-2013 Workshop (Navigli and Vannella,
2013). The aim of the task is to develop a word
sense induction (WSI) tool that can be used in web
search result clustering. The data is structured as
follows:
Each topic is given by a target string. For every
topic there is a list of the first hundred internet
search results, containing information for the re-
sult, namely the URL, title and a text snippet (see
table 2).

3.1 Corpus

We use an unordered plain-text Wikipedia dump
from 2014 as context data to construct the word
sense graphs which was not supplied with the
shared task. As the sense set used in the task is
sourced from Wikipedia as well, using Wikipedia
for this purpose satisfies domain and style consis-
tency. Because of soft limits on how many nodes
and edges ABSINTH considers, an ordered corpus
may favour one sense over another based on if its
article randomly fell into our sample.
Additionally we add the titles and snippets of each
query to our corpus, since it offers us a guaranteed
baseline of around 500 nodes per sense.

4 Small World Graphs

Our graphs are so called ’small world graphs’. The
connection topography of a small world graph, as
described in Watts and Strogatz (1998), lies be-
tween a completely random and a completely or-
dered graph. Therefore small world graphs can be
highly clustered, but still have relatively short path
lengths between the nodes.
The structural properties of these graphs are defined
by characteristic path length L(p) which measures
the average separation between nodes of a graph
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ID 47.6
url http://us.imdb.com/title/tt0120169/

title Soul Food (1997)
snippet Directed by George Tillman Jr.. With Vanessa Williams, Vivica A. Fox, Nia Long. ...

Table 2: Example dataset entry for ’soul food’.

Target Lsys Csys Lrand Crand

cool water 3.675 0.528 6.025 0.030
soul food 4.664 0.604 4.992 0.022
stephen king 3.649 0.552 3.791 0.014
the block 3.905 0.329 3.721 0.006
Average 3.973 0.503 4.632 0.018

Table 3: Characteristic path length (L) and global clus-
tering coëfficient (C) for our system and a random
graph.

and global clustering coëfficient C(p) which mea-
sures the cliquishness of a typical neighbourhood.
The global clustering coëfficient ranges between 0
(for a completely disconnected graph) and 1 (for a
highly connected graph). Characteristic path length
and global clustering coëfficient are calculated as
follows:

L =
1

N

N∑
i=1

dmin(i, j)

C =
1

N

N∑
i=1

|E(Γ(i))|(|Γ(i)|
2

) ,

with node count (N ), the shortest distance between
two nodes i, j (dmin(i, j)), degree of a node i
(Γ(i)) and proportion of connection between neigh-
bours Γ(i) of a node i (E(Γ(i))). To determine
whether a graph is indeed a small world graph,
L(p) and C(p) have to be evaluated against a ran-
dom connection topography of a graph of the same
size.
The random measures are calculated as follows:

Lrand ∼ log(N)/log(k)

Crand ∼ 2k/N.

A small world graph is defined as follows
(Véronis, 2004):

L ∼ Lrand

C >> Crand.

As can be seen in table 3, our graphs resemble
small world graphs, as they feature short average

path lengths, but substantially higher clustering
coëfficients, compared to what would be expected
of random graphs.
Véronis uses these properties mostly for root hub
detection. We included a graph propagation system
for disambiguation that utilises these graph proper-
ties as well.
Because our corpus is much less balanced than
Véronis (2004) and our task is more varied2, we
use a more flexible set of parameters and meth-
ods. The task set-up does not support the use
of heuristic variables, as some terms are simply
too infrequently represented in our corpus to build
meaningful graph representations. While setting
the euclidean mean of node/edge frequency as a
minimum offers a solution to the problem of sparse
graphs for less represented terms, more frequent
terms seem to over-generate root hubs.
Graph propagation offers a simple method in re-
ducing the total number of senses by essentially
merging related root hubs, while retaining the char-
acteristic distribution of senses shown in (Véronis,
2004).

5 System

The sense induction works with the properties of
small world graphs in mind. The degree of cer-
tain nodes makes them ideal root hubs from which
a sense distribution can be propagated somewhat
organically. The work flow of our system can be
roughly translated into induction and disambigua-
tion. The goal of the first task is to produce sensible
root hubs. These can be more varied and numer-
ous than in Véronis (2004), as ABSINTH merges
and shifts the overlying concepts after initial in-
duction. The root hubs do not themselves carry
lexicon definitions of meaning, but provide a struc-
ture onto definitions can (hopefully) easily map
through propagation.

5.1 Word Sense Induction

Induction consists of two steps:

2Véronis mostly disambiguates highly polysemous terms
and no proper names.
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Parameter ABSINTH Hyperlex
Min. degree 5 6
Max. mean weight 0.8 0.8

Table 4: Minimum degree and maximum mean weight
for root hub detection.

1. Construction and weighting of a coöccurrence
graph.

2. Inducing root hubs from this graph.

Our graph is constructed in a straightforward ap-
proach, only considering paragraphs including our
target string. All nouns and verbs of this sub-corpus
are counted, with each coöccurrence within a para-
graph being an edge. Stop words are filtered, as
is the target string itself, after which every para-
graph containing less than four relevant tokens is
discarded.
Every node or edge whose frequency falls under
a certain threshold (see table 1.) is also discarded.
ABSINTH uses the average number of occurrences
instead of a heuristic measure, as it is robust enough
to deal with over-generation of root hubs and our
sub-corpora vary in size too considerably to allow
heuristic senses without under-generating root hubs
for less frequent targets.
The graph is weighted using the following method
from (Véronis, 2004):

ωa,b = 1−max[p(A|B), p(B|A)], with

p(A|B) = fA,B/fB and

p(B|A) = fA,B/fA.

This weighting method is preferred to a measure
like Sørensen-Dice-Weight, as it allows root hubs
to have many outgoing edges, while their neigh-
bours can each have a meaningful relation to the
root hub without the edge being discarded. We use
the algorithm shown in Véronis (2004) to detect
root hubs, iteratively choosing hubs by their degree
and average weight with their most frequent neigh-
bours (see table 4). We then delete the root hub and
its neighbours from the graph before selecting the
next hub. After no viable candidates are left, the
list of root hubs is returned.

5.2 Word Sense Disambiguation

For allocating contexts to senses, our system uses
the graph and list of root hubs built in previous
steps. Again, disambiguation is a two step process,

Figure 1: Example of Propagation for the target
’Pizza’.

mirroring the induction process.
First, nodes are labelled according to their ’sense
preference’ using a propagation algorithm similar
to ones used to model voting behaviour (Fowler,
2005) or for sentiment analysis (Newman, 2003).
The result is a labelled graph with a sense distri-
bution vector for each node. The best sense of the
cumulative vector for a given context is chosen for
clustering.
Véronis’ algorithm using minimum spanning trees3

is used as a backup for contexts that could not be
matched using the propagation algorithm.

5.2.1 Sense Propagation

The goal of our propagation algorithm is to pro-
vide an approximation of how indicative a node
is for a sense from the root hub inventory. As
the sense of a word here is defined by its neigh-
bours, it would follow that whether or not a node
is indicative of a sense is also defined by its neigh-
bours. Véronis (2004) offers an algorithm that
maps senses to nodes in a binary fashion, but in our
understanding a probabilistic distribution would
be a more fitting annotation of each node, as this
leaves the possibility of a node supporting multi-
ple senses while excluding others, without dividing
sense groups.
Our system does not necessarily retain all original
root hubs, as they too can be assigned a different
sense during iteration (see figure 1). This allows us
to over-generate root hubs in earlier steps without
much repercussion.

3A minimum spanning tree is defined as a sub-graph con-
taining all nodes of the original graph and whose cumulative
edge weights are a minimum (Kruskal, 1956).
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Algorithm 1 Graph labelling
1: procedure LABEL GRAPH
2: G← coöccurrence graph
3: H ← list of root hubs
4: stable← False
5: for node ∈ G do
6: node.ω ← (ω1...ωn)
7: ω0

1 ...ω
0
n ← 0

8: if node = h ∈ H then
9: ω0

h ← 1

10: i← 1
11: while stable = False do
12: stable = True
13: for node ∈ G, h ∈ H do
14: for nbr ∈ neighbours do
15: if h = argmax(nbr.ω) then
16: ωi

h ← ωi
h + (1− d(node, nbr))

17: node.ω ← 1
i+1

∑i
j=0 ω

j

18: if argmax(ω) 6= argmax( 1
i

∑i−1
j=0 ω

j) then
19: stable = False
20: i← i+ 1

return G

Algorithm 1 shows the process in which each
node is assigned a sense distribution vector. No-
tably only the best sense of each neighbour and
the weight of their edge4 (d) is considered, not the
entire distribution. As our graph is undirected, two
conflicting nodes would, should a node’s distribu-
tion be based on a neighbours own vector, tend
to balance each other out, with the graph only
reaching a stable state when every connected node
features the same distribution, including the same
’best sense’. This is of course not a desirable out-
come.

Algorithm 2 Disambiguation w/ labelled graph
1: procedure DISAMBIGUATE
2: S ← context string
3: G← labelled graph
4: H ← list of root hubs
5: v ← score vector with length H
6: for token ∈ S do
7: if token ∈ G then
8: for h ∈ H do
9: vh ← vh + token.ωh · 1

1+d(token,h)

return argmax(v)

Our disambiguation algorithm (see algorithm
2) uses a score vector with weights for each root
hub. For each token in a given context, the sense
distribution vector is added to the score vector, with
each sense weight adjusted by the distance of the
token to the root hub.

4We defined the weight of an edge earlier as the inverted
coöccurrence probability. As we aim to match the node to the
highest score, we chose to invert the measure back for this
step. An argmin function would work in much the same way
as our method.

ABSINTH retains some binding of a sense to a root
hub, using the adjustment to counteract a sense
straying too far from its root during the propagation
step.

5.2.2 Minimum Spanning Tree

Contexts that could not be disambiguated using the
propagation algorithm are then processed by the al-
gorithm proposed in Véronis (2004). Target string
and root hubs are added to the graph with edge
weights of 0. A minimum spanning tree is con-
structed (Kruskal, 1956) and each node assigned a
score in a similar way as above:

scorenode =
1

1 + d(node, roothub)

Again, the scores for each token in a context are
accumulated and the best sense is chosen for
clustering.

ABSINTH returns this cumulative mapping
of our propagation algorithm, supported by
Véronis’ components algorithm.

5.3 Baseline

We will be comparing our results to different base-
lines. Firstly we will use singleton and all-in-one
clustering. These are not linguistically or even
mathematically motivated clustering methods, our
Baseline, which is a more naı̈ve approach to graph
based word sense induction, features a basic ver-
sion of Véronis’ algorithm, but using conceptually
simple methods and measures. Instead of the root
hub selection algorithm detailed above, the base-
line simply selects the ten most frequent nodes as
root hubs.
The propagation and minimum spanning tree al-
gorithms are replaced by a distance-based scoring
measure. Nodes v are assigned one-hot-vectors
based on distance d to each root hub h ∈ H .

ωi =

{
1, if hi = argmaxh∈H(d(hi, v)),
0 else.

The final cumulative score vector for a given con-
text of length n is essentially comprised of the
counts of tokens w corresponding to each sense.
The sense with the highest score is selected:

sense = argmaxh∈H(
∑
h∈H

ωw1 , ..., ωwn).
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6 Evaluation

We evaluate on the MORESQUE development train-
ing set (Navigli and Crisafulli, 2010), consisting of
114 topics and their according search results.
To evaluate the properties of our coöccurrence
graph, we use the characteristic path length and
the clustering coëfficient (see table 3).

6.1 Clustering Quality
SemEval-2013 Task 11 evaluates clustering quality
on the basis of the following four metrics:

• F1-score,

• Rand index

• adjusted Rand index

• Jaccard index.

Additionally, S-recall at K and S-precision at r are
measured, as well as the average number of clusters
and average cluster size.

7 Results

System F1 JI RI ARI
ABSINTH 55.21 31.73 54.73 6.98

w/o MST 53.57 33.00 56.21 9.08
w/o labelling 50.13 46.20 53.63 5.51

Baseline 49.87 42.52 51.76 3.26
Singletons 68.66 0.00 49.00 -0.07
All-in-one 47.42 51.00 51.00 0.00

Table 5: Results for F1-score, Jaccard index (JI), Rand
index (RI) and adjusted Rand index (ARI).

We will compare the results of our system to the
results of two different versions of itself. The first
variant does not use minimum spanning tree for
disambiguation. The second is based on the al-
gorithm proposed in Véronis (2004) and uses the
same parameters (w/o labelling). It however is not a
one-to-one recreation of the original system, as the
corpus used is not extracted from the target URLs.
We use these two versions for ablation studies.

System 50 60 70 80
ABSINTH 33.99 22.51 17.78 14.51

w/o MST 36.82 22.98 17.18 13.94
w/o labelling 31.73 20.68 15.83 12.57

Baseline 32.75 22.47 15.21 13.96

Table 6: Subtopic precision at recall r (S-precision@r).

ABSINTH outperforms every baseline on the de-
velopment data, as expected. The three versions of
our system vary heavily in F1-score and adjusted
Rand index. Our system with propagation algo-
rithm and minimum spanning tree as backup per-
forms well on F1-score, but lacks in Jaccard index
(see table 5). Our recreation of Hyperlex has the
best Jaccard index, but is behind every other sys-
tem in all other measures. Jaccard index may be
biased towards fewer larger clusters, as both our
system without labelling and all-in-one clustering
perform best in this category. Removing the mini-
mum spanning tree as backup boosts adjusted Rand
index significantly, with a smaller bump in Rand
index.

System # cl ACS
Gold standard 3.98 19.83
ABSINTH 5.39 22.99

w/o MST 4.82 20.61
w/o labelling 1.46 74.81

Baseline 4.54 33.69

Table 7: Average number of clusters (# cl.) and average
cluster size (ACS).

The gold standard features a smaller number of
clusters with a high average cluster size, which
would indicate that the development data may not
be an entirely accurate representation of most sense
distributions, as other sets have shown to have dif-
ferent distributions (Navigli and Vannella, 2013).
We expect better efficacy for Rand index and ad-
justed Rand index on a different dataset.
We are hesitant to remove Véronis’ components
algorithm as backup, as the influence of the mini-
mum spanning tree is only minimal, but it supports
our system with a tried and tested approach which
may outweigh the efficacy gain indicated on the
development set.
The low average cluster count may also have af-
fected the remarkably high efficacy of all-in-one
clustering, outperforming every other system in
Jaccard index and Rand index by a large margin.
We expect this measure to drop significantly when
testing on datasets with higher cluster counts.
In terms of precision (see table 6) and recall (see
table 8), our full system and our system without
minimum spanning tree perform about the same,
which is expected due to the small influence the
minimum spanning tree has on the results. In both
metrics, ABSINTH without label propagation and
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dynamic limits trails behind every other version of
our system, as well as the baseline.
Across the board, adjusted Rand index has been
the most stable measure of the system’s efficacy,
with the other measures being more susceptible to
changes in cluster size and count. While accurate
prediction of number of senses is certainly an im-
portant part of the task, we felt overall clustering
quality had to be optimised before any reasonable
approach in this direction could be taken.

System 5 10 20 40
ABSINTH 51.58 70.32 78.21 88.44

w/o MST 53.46 69.52 77.83 88.21
w/o labelling 55.99 65.77 73.75 84.69

Baseline 55.14 66.25 76.18 87.41

Table 8: Subtopic recall at rank K (S-recall@K)

8 Conclusion

The similarity of coöccurrence networks and hu-
man relations in small world graphs lead to a broad
spectrum of possible approaches to optimising a
system that had been tried and tested for over a
decade. Our system produced solid results on the
development data despite the age of the basic com-
ponents.
Hyperlex has proved to be a very robust baseline on
which to build on. Using graph-based algorithms
on top of the networks built by Hyperlex could
open up interesting avenues for further research
and improvement in (non-neural) word sense in-
duction.
Small world graphs, not really a native field of com-
putational linguistic research, have proven them-
selves quite apt in modelling semantic relations.
Even though the graphs built were useful and stable,
better results could be obtained by using various
sources instead of the Wikipedia corpus. Espe-
cially proper names of obscure bands and other
pop culture references have posed a challenge to
our system which could have been solved with a
less information- and more entertainment-based
corpus.
As graphs tend to explode with a larger prominence
of the target string in the context corpus (see fig-
ure 2), parameters such as minimum number of
neighbours should be tied to a dependent variable
in future work. log(Γ(i)) ·Γ(i) was tested, but still

Figure 2: Graphs of different sizes.6

performed worse than the heuristic measure5.
This small study hints towards the small world

property of semantic graph networks opening up
a larger world of established tools and methods
from intersecting fields of research that can be ap-
propriated and employed for semantic modelling
tasks.
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Abstract

To assess whether neural language models cap-
ture discourse-level linguistic knowledge, pre-
vious work has tested whether they exhibit the
well-known implicit causality (IC) bias found
in various interpersonal verbs in different lan-
guages. Stimuli for analyzing IC in computa-
tional and psycholinguistic experiments typi-
cally exhibit verb arguments with different gen-
ders. In this paper, we revisit IC in German
neural language models, analyzing gender and
naming bias as a potential source of confusion.
Indeed, our results suggest that IC biases in two
existing models for German are weak, unstable,
and behave in unexpected and unsystematic
ways, when varying names or gender of verb
arguments.

1 Introduction

In recent years, large-scale pretrained neural lan-
guage models (PLMs) have not only become an
important component in modeling many NLP tasks
(Devlin et al., 2019; Liu et al., 2019; Sanh et al.,
2019; Lewis et al., 2020; Brown et al., 2020), but
the models themselves have turned more and more
into the subject of linguistic analysis and probing:
One prominent line of work has investigated un-
desired social biases, e.g. gender or racial biases,
that PLMs inherit from the large and often unmod-
erated resources for training (Bordia and Bowman,
2019; Blodgett et al., 2020; Meade et al., 2022).
Another line of work has examined the linguistic
knowledge and desirable biases captured in PLMs,
ranging from morphological, syntactic and seman-
tic to discourse-related probing tasks (Belinkov and
Glass, 2019; Ettinger, 2020).

In this work, we built upon a series of recent pa-
pers that investigated a desirable linguistic bias in
PLMs: the implicit causality bias (Upadhye et al.,
2020; Davis and van Schijndel, 2020; Kementched-
jhieva et al., 2021). Implicit Causality (IC) is a

property of a wide range of interpersonal verbs like
annoy, which display a preference for establishing
coreference to one of the verb’s argument over the
other in explanations:

(1) Peter annoyed Mary because ... . . .

When asked to continue a sentence like (1), human
subjects have a strong preference towards referring
to Peter, as in because he sang loudly, attributing
the implicit cause to the stimulus argument (the
subject of annoy, in this case). In order to be able
to experimentally assess such next-mention biases,
studies in (computational) psycholinguistics com-
monly use stimuli where the verb’s arguments mis-
match in their gender, so that continuations with
a female or male pronoun unambiguously refer to
the subject or object of the main clause.

Previous studies on testing IC in PLMs designed
stimuli with two NPs in different genders, generat-
ing language model prompts with varying names
and orders, carefully balanced for gender (Upadhye
et al., 2020; Kementchedjhieva et al., 2021). How-
ever, they did not explicitly examine the potential
interactions with underlying gender bias in PLMs,
despite the fact that this a well-known and widely
discussed phenomenon in recent work in NLP.

In this paper, we revisit the IC bias for two Ger-
man language models, BERT and GPT-2, based
on Solstad and Bott (2022)’s experimental data.
We analyze PLMs’ predicted continuations of
prompts with an interpersonal verb and two gender-
mismatched arguments followed by a connective,
as shown in example (1). As in previous studies,
we vary and balance prompts for the names and
gender of verb arguments and introduce a further
condition that manipulates the form of names: next
to first names like Anna, Paul, we test surnames
like Herr Müller (Mr. Müller), Frau Fischer (Ms.
Fischer), which in German carry accusative case
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marking (Herrn Müller). Our analysis shows that
the manipulation of names’ form and gender un-
covers various inconsistencies in the continuations
predicted by German PLMs for IC prompts.

2 Background

2.1 IC: Implicit Causality and
Consequentiality

As discussed by Solstad and Bott (2022), psycho-
logical verbs like the stimulus-experiencer (SE)
verb annoy and the experiencer-stimulus (ES) verb
fear display biases for establishing coreference to
one of the verbs arguments in the context of expla-
nation and consequence. In explanation contexts
(introduced by the connective because), continua-
tions have a strong referential bias to re-mention
the stimulus argument. In consequence contexts
(introduced by the connective and so), however, an
equally strong re-mention bias towards the mention
of the experiencer argument is observed. As shown
in Examples (2)-(3), this leads to a mirror subject
bias pattern: the ES-verb in Example (2) has a
bias towards the subject in explanation and towards
the object in consequence contexts (the preferred
continuation is shown in brackets), whereas the SE-
verb in Example (3) shows the complementary bias
pattern:

(2) a. Mary fears Peter because. . . [he] is al-
ways so aggressive.

b. Mary fears Peter and so . . . [she] tries to
avoid him.

(3) a. Mary annoys Peter because. . . [she] is so
ignorant.

b. Mary annoys Peter and so. . . [he] acted
rather impolite.

In psycholinguistic sentence completion studies,
participants generally receive a prompt including
the connective. In their continuations they typically
provide reference to the biased argument (in square
brackets).

In the following, we will subdivide IC into Im-
plicit Causality (I-Caus) and Implicit Consequen-
tiality (I-Cons). For I-Caus, Solstad and Bott
(2022) found a subject-bias for SE verbs and an
object-bias for ES verbs with 87.4% and 4.0% sub-
ject coreference in continuations, respectively. I-
Cons continuations displayed the exact opposite
biases with 4.8% subject continuations for SE and
77.9% subject continuations for ES verbs. The

opposite I-Caus and I-Cons biases were reflected
by an almost perfect negative correlation between
I-Caus and I-Cons biases (r = −0.94, p < .001)
making I-Caus and I-Cons biases of the two psych-
verb classes a very interesting testing ground for
language models.

Upadhye et al. (2020) used a similar set-up to
ours, distinguishing between IC1 and IC2 verbs as
well as explanations and consequences. These cor-
respond to SE and ES verbs as well as the I-Caus
and I-Cons condition in our setting. Kementched-
jhieva et al. (2021) investigate IC in PLMs, but
do not discuss mirror biases in their set-up. In
general, these previous studies obtained mixed but
overall rather promising results in favour of pre-
dictions congruent with human-like next-mention
biases. Upadhye et al. (2020) find that two English
PLMs (Transformer-XL, GPT-2) are not sensitive
to manipulations of connectives in IC contexts, but
that GPT-2 assigns higher probability to subject-
referring pronouns when the respective interper-
sonal verb exhibits a strong subject bias in human
completions, and vice versa for object-referring
pronouns. Kementchedjhieva et al. (2021) test a
wider range of English PLMs and find that bidi-
rectional models in particular show a moderate to
strong correlation with human completions in IC
contexts. They also report results on German and
Spanish, with German BERT achieving moderate
correlations with human IC bias data.

2.2 Gender Bias and Implicit Causality

Bias studies often employ two different-gender
names to ease the assessment of coreference with
subject or object arguments, i.e. there is a subject
bias when the prnoun is male and the first argument
of the main verb is a male first name. Typically, the
order of male and female referents is included as a
counterbalancing factor (e.g., Peter/Mary annoyed
Mary/Peter) to exclude that gender biases interfere
with coreference biases. For instance, a gender bias
would be observed if the subject bias for SE verbs
in I-CAUS context is less strong when the stimulus
is female as compared to male.

Mostly, as in Solstad and Bott’s (2022) study, no
gender effects have been found. However, Ferstl
et al. (2011) did find the proportions of corefer-
ence for IC (‘because’) to be skewed towards male
referents. Importantly, Ferstl et al. observed an in-
teraction with participant gender to the extent that
male participants were more likely to attribute the
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cause to the male referent, irrespective of subject
or object position. In light of the well-known and
widely attested gender bias in neural language mod-
els and word embeddings (Blodgett et al., 2020),
we argue that the lack of analysis of gender bias
in the context of implicit causality constitutes an
interesting research gap, that the current study is
aiming to fill.

3 Experiments

3.1 Materials
We based our study on I-Caus and I-Cons in
German on Experiment 1 in Solstad and Bott
(2022). The experiment employed a 2×2(×2)
within-participants and within-items design manip-
ulating the factors VERB CLASS (German stimulus-
experiencer vs. experiencer-stimulus verbs) and
CONNECTIVE (weil ‘because’ vs. sodass ‘and so’).
They chose these two connectives because of their
optimal syntactic parallelism. Differently from da-
her or deswegen (‘therefore’) the chosen connec-
tives both select for subordinate sentences with
pronouns typically immediately following the con-
nective (similar to the English examples in (2)/(3)).
This is a very important prerequisite for probing
pronoun production. The form sodass is nowadays
the most frequent variant of this connective (as sug-
gested by the google books ngram viewer), while
forms such as so dass, sodaß and so daß are more
infrequent in use.

In addition, GENDER ORDER (male>female vs.
female>male) was included as a counterbalanc-
ing factor. Solstad and Bott (2022) included 20
stimulus-experiencer and 20 experiencer-stimulus
verbs, which were chosen for their stable and pro-
nounced biases. Items were constructed according
to a name1 verb-ed name2 connective scheme in
line with the above design. Verbs were paired in
items matching them semantically as closely as
possible. The resulting 20 items in eight condi-
tions were distributed to four list using a Latin
Square design, with proper names chosen from
publicly available lists of the most frequent first
names in Germany.1 Sentence completions were
elicited from 52 participants (39 female; 13 male).

3.2 Language Model Prompts
We use Solstad and Bott (2022)’s experimental
items to generate German prompts to be completed
by the language models. As in the above examples,

1Full materials at https://osf.io/5ewbd/

prompts consist of a simple sentence introducing
the verb, the verb’s arguments and the connective:

(4) a. Peter
Peter

langweilte
bored

Marie,
Mary

sodass
and so

...

...
b. Frau

Mrs.
Müller
Müller

sorgte sich
was worried

um
about

Herrn
Mr.

Schmidt,
Schmidt

weil
because

...

...

In contrast to the English Examples (2)-(3), the
German Example (4-a) allows for both subject-
before-object (SVO) as well as object-before-
subject (OVS) interpretations, i.e. Peter could be
the stimulus or experiencer of the event. The am-
biguity does not arise when the arguments are re-
alized as surnames, as in Example (4-b), due to
the accusative marking on the word Herr. Solstad
and Bott (2022) explicitly annotated whether their
human participants had assigned an OVS interpre-
tation to the prompts and observed that against this
potential concern overwhelmingly SVO interpreta-
tions were chosen in more than 95% of the cases.
In our study, we assume that the first argument al-
ways refers to the subject. In future work, it may
be of interest to estimate the amount of OVS inter-
pretations assigned by PLMs, too.

We balanced the prompts according to the fol-
lowing properties:

ES vs. SE Our set of verbs divides into 20
experiencer-stimuli verbs (ES, see Example
(4-b)) and 20 stimuli-experiencer verbs (SE,
see Example (4-a)).

I-CAUS vs. I-CONS For each verb, we created
templates with the connective weil ’because’
for implicit causality (I-Caus, see Example
(4-b)) and sodass ’and so’ for implicit conse-
quentiality (I-Cons, see Example (4-a)).

First names vs. surnames For each template, we
created prompts using five surnames and five
first names, e.g., Herr Schmidt, Paul, Anna. In
each case, both verb arguments were instanti-
ated witht the same type of name.

[np1] We balanced the prompt set for each verb
such that the gender of the first argument (i.e.
the subject) in the sentence is male/female in
50% of the cases. In Example (4-a), [np1] is
male (m), in Example (4-b) it is female (f).

Taken together, we obtain a set of 100 prompts
for each of the 40 verbs.
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BERT GPT-2
Bias type NP-type

overall all 0.581 0.560
firstn 0.556 0.568

I-CAUS all 0.576 0.548
firstn 0.503 0.577

I-CONS all 0.585 0.571
firstn 0.609 0.559

Table 1: Completion sensitivity for BERT and GPT-2 in
I-CAUS and I-CONS contexts, with all types of names
and first names (firstn) only

3.3 Models and Metrics

We used two German language models to generate
continuations of the set of prompts: (i) the pre-
trained DBMZ German GPT-2 model2, and (ii)
the cased DBMZ German BERT model 3, a fully
bidirectional model.

From these models, we obtain the likelihood
assigned to the continuations er (he) and sie (she).
We calculate the subject bias for human and model
continuations and use the metrics of Prediction
Accuracy and Completion Sensitivity from Ettinger
(2020).

Completion Sensitivity For each prompt, there is
a presumed bias on either the first or the sec-
ond noun phrase. A pronoun is said to be
congruent with the bias if it refers to the noun
phrase specified by the bias. Completion Sen-
sitivity scores are calculated as the percentage
of prompts where the predicted pronoun is
congruent with the bias.

Prediction Accuracy (Acc@2) Prediction Accu-
racy scores are calculated as the percentage of
prompts, where he or she are among the top 2
continuations.

Subject Bias Subject bias scores are calculated as
the percentage of prompts where the pronoun
referring to the subject ([np1]) has a higher
probability than the pronoun referring to the
object ([np2]).

2https://huggingface.co/dbmdz/
german-gpt2

3https://huggingface.co/dbmdz/
bert-base-german-cased

4 Results

Table 1 shows completion sensitivity results aggre-
gated for all types of verbs and names. To ease
comparison with previous studies, we also report
aggregated results on prompts with first names only.
In general, these scores suggest that both language
models have a weak but seemingly consistent ten-
dency to generate continuations congruent with
human biases, i.e. more than 50% of the predic-
tions are congruent in I-Caus and I-Cons conditions.
However, results shown in Table 2 suggest that gen-
erated continuations are much less consistent than
scores in Table 1 may lead us to expect.

As shown in the more detailed breakdown in Ta-
ble 2, continuations predicted by GPT-2 generally
exhibit a strong object bias (low subject bias scores
in all conditions), a finding that aligns well with Ke-
mentchedjhieva et al. (2021)’s results on German
PLMs. This object bias is less strong, however,
in some conditions where the subject is female,
but only when it is additionally realized as a first
name (I-Caus/SE and I-Cons/SE+ES). Moreover,
we note that GPT-2 prediction accuracy (Acc@2)
drops substantially for all I-Cons/SE verbs, as well
as for some I-Caus/ES verbs with female subjects
or surname subjects. For the I-Cons/ES condition
with female surname subjects, the prediction accu-
racy is close to 0. This indicates that GPT-2 does
not only fail in capturing next-mention biases for
interpersonal verbs in our data, but rather fails to
compute reliable representations of complex entity
names and clauses embedded with sodass (and so).

Continuations predicted by BERT do not exhibit
any systematic object or subject bias across con-
ditions, nor do they exhibit biases that align well
with human continuations. For instance, in I-Caus
contexts with ES verbs, BERTs predictions display
an object bias (in line with humans), except when
the subject is female and realized as a surname.
In I-Caus contexts with SE verbs, BERTs predic-
tions display an object bias for first name (not in
line with humans), but a subject bias for surnames
(which would be in line with humans). Similar
patterns arise in I-Cons contexts: for ES verbs, pre-
dictions tend towards an object bias, except when
the subject is a female surname (94% subject bias).
Additionally, prediction accuracies in I-Cons con-
texts drop systematically and dramatically across
different verb and name types. Again, this indicates
that the model fails to compute reliable representa-
tions of prompts ending in sodass (and so), which,
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BERT GPT-2 Human
Bias type V-type NP-type [np1] Acc@2 Subject Bias Acc@2 Subject Bias Subject Bias

I-CAUS ES firstn m 0.814 0.118 0.926 0.004 0.06
f 0.922 0.148 0.826 0.092 0.02

surn m 0.898 0.264 0.872 0.000
f 0.954 0.520 0.462 0.000

SE firstn m 1.000 0.200 1.000 0.008 0.885
f 1.000 0.080 1.000 0.396 0.862

surn m 0.998 0.564 1.000 0.074
f 0.928 0.818 1.000 0.002

I-CONS ES firstn m 0.578 0.398 1.000 0.134 0.81
f 0.568 0.436 0.992 0.368 0.748

surn m 0.528 0.462 0.958 0.330
f 0.156 0.944 1.000 0.004

SE firstn m 0.522 0.344 0.736 0.000 0.05
f 0.336 0.054 0.820 0.266 0.045

surn m 0.698 0.518 0.778 0.000
f 0.744 0.640 0.072 0.000

Table 2: Top-2 prediction Accuracy (Acc@2), and Subject Bias for BERT and GPT-2 predictions, and human
continuations for different contexts (I-Caus/I-Cons, Experiencer-Stimuli (ES) Stimuli-Experiencer (SE) verbs, NPs
with first names (firstn) and surnames (surn). Human scores for prompts using surnames are not available.)

in German, is less frequent than weil (because).

Discussion Generally, our results indicate that
the large-scale German PLMs we tested in this
study are not able to compute reliable discourse-
level representations of our prompts that are ab-
stract enough to capture next mention bias for inter-
personal verbs, regardless of the realization of the
names in verbs’ arguments. This mirrors Abdou
et al. (2020)’s findings on Winograd schema pertur-
bations, showing that language models are sensitive
to minimal changes in prompts that do not affect
human understanding. Our results also support
proposals to improve the modeling of names and
entities in neural language models (Ji et al., 2017;
Févry et al., 2020; Holgate and Erk, 2021). Con-
cerning gender bias, BERT’s continuations show
tendencies towards a female bias when NPs are
realized as surnames, which may be related to the
fact that German sie is ambiguous and can refer to
female singular and plural entities.

5 Conclusion

We have investigated implicit causality and con-
sequentiality biases in two German PLMs. We
find that GPT-2 shows a strong object bias, which
is weaker for prompts where the verb arguments
are realized as surnames and the subject’s gender
is female. BERT does not exhibit any systematic
next-mention bias for I-Caus and I-Cons condi-
tions when gender and name type are varied. Thus,
none of the models show evidence for human-like

next-mention biases in explanation or consequence
contexts. In line with Abdou et al. (2020), we
conclude that perturbation and variation of exper-
imental stimuli is an important tool when testing
PLMs on data collected in psycholinguistic studies
with humans.
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Abstract

As voice user interfaces and conversational
agents grow in importance, automatic speech
recognition (ASR) encounters increasingly
free-form and informal input data. Conversa-
tional speech is at once the most challenging
and the most ecologically relevant type of data
for speech recognition in this context. Here
we evaluate the performance of several ASR
engines on conversational speech in three lan-
guages, focusing on the fate of backchannels
and other interactionally relevant elements of
talk. We propose forms of error analysis based
on ngram salience scoring that can complement
default measures like word error rates (WER)
and are more informative of ASR’s ability to
live up to the task of accurately representing
real-world interaction.

1 Introduction

Conversational agents and voice-driven virtual as-
sistants are becoming more and more integrated
into our daily lives. However, users are still dissat-
isfied with their conversational abilities, describing
them as frustrating, stilted, and unnatural (Clark
et al., 2019; Moore, 2017; Kopp and Krämer, 2021).
One likely reason is that most automatic speech
recognition (ASR) systems are trained on carefully
read monological speech (Panayotov et al., 2015;
Ardila et al., 2020) rather than on free-flowing in-
formal conversational interaction.

One of the key ways conversational speech dif-
fers from read speech is the nature of its produc-
tion: planned and produced in real-time by people
together. Conversation bears the traces of its dialog-
ical origins in the form of elements like backchan-
nels (Yngve, 1970; Fujimoto, 2007), disfluencies
(Ginzburg et al., 2014; Hough and Schlangen,
2017), and other forms of speech management
(Allwood et al., 1990), collateral signals (Clark,
1996) and non-lexical conversational sounds (Ward,
2006). The variety of terms in this area highlights

the disparate strands of research concerned with
such phenomena, and also encodes an implicit eval-
uation of these elements as somehow missable,
marginal, or straying from the norm. Quite some
work has focused on “disfluency detection”, of-
ten with the goal of ‘cleaning up’ transcripts for
use in downstream natural language understand-
ing pipelines or for public consumption (Hough
and Schlangen, 2017; Shalyminov et al., 2018; Za-
yats et al., 2019). However, a recent upsurge in
research shows the importance of these elements as
metacommunicative tools for streamlining conver-
sation (Buschmeier and Kopp, 2018; Kosmala and
Morgenstern, 2018; Dingemanse and Liesenfeld,
2022), and this is where their relevance for some
ASR applications lies. For instance, interjections
like mhmm and uh-huh in English serve as a cue
for the speaker to continue talking, while others
like huh? instead indicate a need for repetition or
clarification — quite an important distinction to
get for voice user interfaces. Likewise, items like
uh and um are easily seen as irregularities to be
cleaned up, but they can also do interactional work,
such as signalling upcoming complexities or inter-
actionally delicate moments (Clark and Fox Tree,
2002; Kosmala, 2020). While there are use cases
for ignoring them, there are also contexts where
natural language processing pipelines can benefit
from keeping them available in some form (Dinkar,
2022).

The most common methods for benchmarking
ASR systems are hardly relevant to conversations.
The popular metric of word error rate (WER) com-
pares ASR output against reference transcripts in
terms of insertions, deletions, and substitutions.
While useful, it has its limitations (Aksënova et al.,
2021; Errattahi et al., 2018). For one, it gives more
weight to insertions than deletions. It also does not
take into account that there are different types of
words, even when work on ASR transcription er-
rors in English showed that errors are more likely to
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occur for conversational interjections (Zayats et al.,
2019). Indeed, some applications of WER exclude
interjections because they are not well-represented
in the training data in the first place (Papadopou-
los Korfiatis et al., 2022). Because WER is com-
puted at utterance level, it fails when whole utter-
ances go missing – which is proportionally more
likely for shorter utterances, one study on Swedish
found (Cumbal et al., 2021). A recent error anal-
ysis of ASR performance across types of English
speech shows that it fares worst for informal con-
versation. Furthermore, among function words,
content words, and conversational words, it is the
latter that cause the biggest drop in performance
(Mansfield et al., 2021).

As ASR systems are stress-tested and the limita-
tions of WER become more apparent, the need for
complementary evaluation methods arises. Here,
we build on the work reviewed above and provide
two novel contributions. First, where most prior
work has focused on English, we add two other
languages. This baby step towards taking more of
the world’s linguistic diversity into account allows
us to see to what extent prior findings generalize
(Besacier et al., 2014). Second, we focus on er-
ror analysis not at the level of word classes but
at the level of interactionally relevant phenomena:
conversational words, self-repairs, and phonetic re-
ductions. Both contributions are in line with our
larger aim to improve human language technol-
ogy through looking at linguistically diverse and
ecologically valid conversational data (Bird, 2020;
Birhane and Guest, 2021).

2 Data and Methods

To investigate how an ASR system processes con-
versational speech, we use data from English,
Dutch, and German – three languages for which
there are available corpora along with ASR solu-
tions.

Human Transcripts. Human transcripts were
obtained from three different conversational cor-
pora, all of which capture natural conversations.
For English, we use CallHome American English
(Canavan et al., 1997), a corpus of informal tele-
phone conversations between native speakers of
American English from various places in the United
States. A total of 140 recordings were used that
ranged from 5 to 10 minutes in length. For Dutch,
we use the IFA Dialog Video Corpus (van Son
et al., 2008) of informal conversations between

Figure 1: Most frequent words in Dutch human and
ASR transcripts of conversational speech. See Appendix
B for more details as well as English and German data.

native Dutch speakers from different parts of the
Netherlands. Transcripts follow the the Spoken
Dutch Corpus format (Oostdijk, 2000). We used
a total of 20 sound files with an average length of
15 minutes. For German, we use the Forschungs-
und Lehrkorpus Gesprochenes (FOLK) Deutsch
(Reineke and Schmidt, 2022), including 7 files of
10 to 30 minutes long. One sound file was ex-
cluded due to poor audio quality. Transcripts in
all three corpora mark interjections, phonetically
reduced forms, word fragments due to self-repairs
and nonverbal conduct like coughs and lip smacks.
We unified transcription formats to time-aligned
utterance-level annotations, with nonverbal con-
duct and untranscribed stretches marked in “[]” and
not included in our comparisons.

ASR Transcripts. To generate ASR transcripts,
we used three general purpose speech recogni-
tion engines made available through the Bavarian
Archive for Speech Signals’ CLARIN Transcrip-
tion Portal (Draxler et al., 2020).1 We picked these
engines as examples of a class of widely available
ASR solutions that are trained on large amounts of
written language and that are designed to behave
in a roughly comparable way: (i) emphasising tex-
tual representations over speech, and (ii) habitually
removing some elements of language labeled as
disfluencies. While specialist ASR solutions do ex-
ist, these general purpose engines are used in many
applications and products that deal with conversa-
tional speech, such as voice assistants and social
robots like Furhat (Al Moubayed et al., 2012) and
Pepper (Pandey and Gelin, 2018).2

1https://clarin.phonetik.uni-muenchen.
de/apps/TranscriptionPortal/

2Cobalt Speech is an example of specialist ASR engine for
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Figure 2: Most characteristic elements in human-transcribed (orange) and ASR transcribed (purple) conversational
speech in Dutch, English and German, with right panels showing the top 10 most distinctive items for each type.
Plotted using scaled F score metric using scattertext (Kessler, 2017).
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Dutch English German

Conversational Words
uh, hum, uhm,

hum hum, oh, ja
uhhuh, mhm, uh, eh, um,
hm, mm, ah, huh, okay

hm, mh

Reductions
d’r (haar), , ’n (een),
’n beetje (een beetje),

’t (het), ie (hij)

’n (ein), wa (wir),
grade (gerade),

det (das)
Self-repairs k-, r- m-, e- se-

Table 1: Top elements that are underrepresented (or missing) in the ASR versus human-produced transcripts. Three
interactional phenomena make up most of the top 20 salient tokens by Scaled F score: short conversational words
(this includes backchannels, response tokens, continuers, non-lexical utterances), phonetic reductions (including
contractions), and self-repairs (also known as word fragments or truncated words).

2.1 Pre-Processing
Transcripts were processed to bring them to a more
comparable format. This entailed removing punc-
tuation, correcting the spelling for proper names,
and removing capitalization. For the English ASR
transcript, the inconsistent formats for contractions
were changed to match the human transcript (i.e
can’ t to cant). Word fragments and shortened
forms were left untouched. To further enhance
comparability, tags and other special characters
from the human transcripts were removed. All tran-
scripts were then tokenized using spaCy’s “Core
web” language models.3

2.2 Error Analysis
We investigate systematic differences between
human-produced and ASR transcripts in the three
languages. Which elements are underrepresented
in ASR transcripts, and which elements go missing
completely? We adopt the scaled F-Score in-
troduced by Kessler (2017) as a metric of n-gram
salience scoring to compare the two types of tran-
scripts (see appendix A for details). We make the
processing and error analysis pipeline available via
an OSF repository as part of this paper.4

3 Results and Analysis

Across all languages, we find three systematic dif-
ferences between human and ASR transcripts. This
shows that there are indeed certain elements in
conversational speech that are incongruously repre-
sented.

Shorter output text: In all cases, the ASR tran-
scripts contained fewer words than their human
counterparts with a 33% difference for Dutch, 37%

conversational speech. Such products are not only few and far
between, but also proprietary and expensive.

3https://spacy.io
4https://osf.io/7ts3y

for English, and 57% for German. This indicates
a significant gap between how humans and ASR
engines transcribe conversational speech (Scharen-
borg, 2007; Mansfield et al., 2021).

Skewed frequency distributions: Furthermore,
the frequency distributions of the human transcripts
are skewed differently from the ASR transcripts
(see Figure 1).

Missing elements: The ngram salience score-
based error analysis, visualized in Figure 2, re-
vealed that the words missed by the ASR are no-
tably similar in all the languages studied. First, the
lack of conversational words in the ASR transcript
indicate that current systems have difficulties pick-
ing up these short but important utterances regard-
less of the language. For reductions, only those in
English were well detected by the ASR. This may
be because Dutch and German reductions are more
exclusive to conversational speech; thus occurring
less frequently in written language than their En-
glish counterpart. On instances when these reduc-
tions are actually detected, the ASR then tends to
transcribe them in their expanded form instead of
how they were actually said. Lastly, self-repairs
are completely missed too. Aside from these self-
repairs also being short, they are often omitted
from speech datasets as well due to their “incom-
pleteness”. However, these word fragments were
nonetheless uttered and consequently still carry
meaning in conversations.

These findings indicate that current general-
purpose ASR engines tend to struggle with three in-
teractional phenomena: short conversational words,
reductions, and self-repair (see Table 1).

4 Limitations

We are aware of several limitations. First, the ex-
amined corpora are too small to provide a com-
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prehensive overview of the missing interactional
elements. It is likely that a larger dataset will help
to discover even more elements that this study has
missed. Next, while our analysis revealed the dis-
parity in the representation of certain elements be-
tween human and ASR transcripts, an analysis at
the utterance level will provide more insight on
how and why this disparity exists (Cumbal et al.,
2021). An accurate representations of conversa-
tional speech has to not only take into account what
is being say, but also how it is said, which makes
the task a lot harder. This may require a whole
new ASR processing pipeline design (Faruqui and
Hakkani-Tür, 2022; Merz and Scrivner, 2022; Wep-
ner et al., 2022). Finally, we have not computed
WER and similar measures – making it harder to
relate such measures to our results (cf. Georgila
et al. 2020).

5 Conclusion

Conversation is the primary ecology of natural lan-
guage use (Schegloff, 2006). ASR systems are
an integral part of conversational agents and any
technology that deals with speech input, and they
are increasingly exposed to conversational settings
(Baumann et al., 2017). However, they are far from
able to handle free-flowing conversations (Addle-
see et al., 2020), a major cause of interactional
turbulence and user dissatisfaction (Hoegen et al.,
2019; Clark et al., 2019). Here we have shown that
across three languages, off-the-shelf ASR solutions
have trouble with quintessentially interactional phe-
nomena like conversational words (backchannels,
delay markers, and other interjections) and word
fragments resulting from self-repair. Yet, it is pre-
cisely these items that people use to streamline in-
teraction. Dealing with these items as interactional
tools, rather than indiscriminately erasing them,
represents the next frontier in the development of
voice-driven human language technologies.
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6 Appendix

A Scaled F-score: measuring ngram salience by class

Scaled F-score is a modified version of the vanilla F-score calculated by taking the harmonic means
of precision and frequency. Given a word wi ∈ W and a category cj ∈ C, the precision of word wi with
respect to a category cj is defined as the following:

prec(i, j) =
#(wi, cj)∑
c∈C #(wi, c)

The function #(wi, cj) represents either the number of times wi occurs in an utterance labeled with the
category cj or the number of utterances labeled cj which contain wi. The frequency of a word within a
category is defined as:

freq(i, j) =
#(wi, cj)∑

w∈W #(w, cj)

Then, the harmonic mean of these two values is defined as:

Hβ(i, j) = (1 + β2)
prec(i, j) · freq(i, j)

β2 · prec(i, j) + freq(i, j)

β ∈ R+ is a scaling factor where frequency is favored if β < 1, precision if β > 1, and both are
equally weighted if β = 1. F-score is equivalent to the harmonic mean where β = 1.

This score is then modified in two ways to address two issues, namely that (1) harmonic means
are dominated by precision, and that (2) low scores are “low-frequency brittle terms”. In short, the
Scaled F-Score aims to better take into account tokens of extremely high and low token frequencies
and balances the score to this end. On a scale from -1 to 1, the score indicates whether an n-gram
exhibits an association with a class (positive score) or not (negative score). For a more detailed ex-
planation of these modification, see: https://github.com/JasonKessler/scattertext#
understanding-scaled-f-score

142

https://github.com/JasonKessler/scattertext#understanding-scaled-f-score
https://github.com/JasonKessler/scattertext#understanding-scaled-f-score


B Word Frequency distributions in human versus ASR transcripts
Dutch

English

German

Figure 3: Most frequent words in Dutch, English, and German human (orange) and ASR (purple)
transcripts of conversational speech.
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Abstract

In this paper, we evaluate in a case study
whether semantic role labelling (SRL) can be
reliably used for verb-based sentiment infer-
ence (SI). SI strives to identify polar relations
(against, in-favour-of) between discourse enti-
ties. We took 300 sentences with 10 different
verbs that show verb alternations or are am-
biguous in order to find out if current SRL sys-
tems actually can assign the correct semantic
roles and find the correct underlying predicates.
Since in SI each verb reading comes with a par-
ticular polar profile, SRL is useful only if its
analyses are consistent and reliable. We found
that this is not (yet) given for German.

1 Introduction

Sentiment Inference (SI) is the task of predicting
opponents and proponents given a text. SI reveals
how the writer conceptualises the world and how
she perceives the discourse entities she refers to.
Take for instance the sentence This government
cheats the world. The writer tries to convey that
the government is against the world and that it is
- in the perspective of the writer - a negative actor
and the world is the victim, which means that there
is a negative effect on the world. We, thus, can
talk about positive and negative actors, positive
and negative effects, about negative (opponents)
and positive (proponents) relations. We call these
specifications the polar profile of a verb.

In (Klenner et al., 2017), we introduced a verb-
based SI system that uses dependency labels in
order to express such polar profiles. For instance,
the subject of the verb cheat - if used in a factual
sentence - is identified as indicating a negative ac-
tor, the filler of the direct object receives a negative
effect, and a negative relation (against) between
the two is casted. Even after normalization of de-
pendency trees, e.g. by resolving passive voice,
some problems remain, namely verb alternations

and verb ambiguity. It certainly will lead to false
analyses. Verb alternation, among others, is given
if a semantic role changes its syntactic host. As an
example of an instrument-subject verb alternation,
compare The police man killed the aggressor with
a knife versus The knife killed the aggressor. For a
dependency-based approach the police man and the
knife are both the subjects although the police man
is the agent and the knife is the instrument. There
should be a negative polar relation between police
man and aggressor, but not between knife and ag-
gressor (a knife cannot be against somebody). If
SRL was used instead of dependency parsing, the
agent role would indicate the against relation while
the instrument role would block such an inference1

and thus might be a means to provide a general
solution to this problem.

SRL could also be useful for verb sense disam-
biguation. Part of SRL is a step called predicate
identification (Conia et al., 2021b), where a verb is
mapped to a predicate frame covering the semantic
roles of the underlying verb reading. Take as an
example German bedauern which has a subject and
a direct object. It could mean either feel sorry for
as in Ich bedauere diese Menschen (I feel sorry
for these people), or regret as illustrated by Ich be-
dauere den Vorfall (I regret the incident). In the first
case, there is a in-favour-of relation while in the
second one the relation is against. In this example,
it is not the semantic role that makes the difference
in the first place, but the predicate identification
(feel sorry for versus regret).

In this paper, we describe a case study applying
SRL to cases of verb alternations and verb ambi-
guity. For SRL to be applicable, it must hold that
the identification of semantic roles is consistent
given some verb and that predicate identification is
reliable. We found both requirements are currently

1The SRL approach InVeRo using VerbAtlas actually pro-
duces this result, see https://verbatlas.org
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not given for German.

2 Verb Alternations and Verb Ambiguity

As a first step, we identified 10 German verbs2 from
our verb lexicon (Klenner and Amsler, 2016) that
have verb alternations or are ambiguous. We fo-
cused on challenging cases where a verb has at least
two semantic frames given a single dependency
frame. Take the transitive (i.e. subject,object) and
ambiguous verb verbessern which might mean im-
prove or correct. In a dependency setting we just
have the subjects and objects of the particular verb
verbessern. In our current system we cannot distin-
guish the readings and, thus, only have one polar
profile. But in fact we’d need two: for both read-
ings. So either verb disambiguation (which is not
available for German) or SRL might do the trick.

As an example of verb alternation take drohen
(threaten), which has an instrument alternation:

(1) Er
subject

droht
verb

ihm
object

mit Vergeltung
oblique

He threatens him with retaliation

(2) Ihm
object

droht
verb

Vergeltung
subject

He is threatened with retribution

Only in (1) there is a polar relation (against) be-
tween the agent (He) and the recipient (him). In our
case study we looked at the transitive versions of
such cases: Er droht ihm versus Vergeltung droht
ihm (a bit unusal word order, but correct). Again,
in the dependency setting we have a single transi-
tive verb with two unaccesible readings (threaten
versus face).

We semi-automatically extracted 300 sentences
from a newspaper corpus where for each verb at
least two different semantic frames were given. For
instance for the verb drohen, we found 5 sentences
with an actor as subject (one reading) and 8 with a
theme as subject (the second reading).

We applied InVeRo in the PropBank and the
VerbAtlas mode and manually analysed the results.
We will now introduce these tools.

3 Semantic Role Labeling for German

We have tried to find SRL systems for German,
but only InVeRo (Conia et al., 2021b) using Verb-
Atlas (Di Fabio et al., 2019) was available. It was

2See the appendix for the full verb list.

not possible to install SRL-S2S3 (Daza and Frank,
2019), and the DameSRL4 system described in
(Do et al., 2018a,b) has no predicate identification
model for German which is needed for a proper
SRL. Another option was to train our own model.
However after we have analysed the available re-
sources, the CoNLL shared task description and
data (Hajič et al., 2009), and the Universal Propo-
sition Bank (Akbik et al., 2015), we skipped this
idea. The German data from CoNLL is derived
from Salsa (Erk et al., 2003), the German ver-
sion of FrameNet. It came into existence by map-
ping FrameNet roles, which are very fine-grained,
to more coarse-grained PropBank semantic roles
(Palmer et al., 2005). However, the mapping pro-
cedure is hardly described and no quality control
is reported. We do not know how much noise was
introduced by this mapping. In a footnote, Daza
and Frank (2020) reflect on the difficulty of using
heterogeneous SRL styles, above all for a cross-
lingual comparison, and comment that “annotations
for German use a role inventory with roles A0-A9,
and a one-to-one mapping to all English labels is
not available”. Also, after we analysed a few en-
tries in the German Universal Propositions Bank5,
we had to recognise that this semi-automatically
generated resource is too noisy. Training our own
SRL model no longer was an option. We, thus,
carried out our experiments with InVeRo (Conia
et al., 2021a).

InVeRo is a multi-lingual SRL model that was
trained on various languages including German.
Given a (German) sentence, predicate identification
yields an English (predicate) frame and the corre-
sponding semantic roles. The frames are from Verb-
Atlas, a hand-crafted lexical-semantic resource that
uses the verb synsets of BabelNet (Navigli and
Ponzetto, 2010), a multilingual encyclopedic dictio-
nary that covers 500 languages (actually the synsets
of WordNet are used via BabelNet which integrates
Wordnet). VerbAtlas frames specify a prototypical
argument structure including implicit and so-called
shadowed arguments (Conia et al., 2021a). Such a
frame clusters verb meanings having similar seman-
tics. Also selectional preferences (not restrictions)
are formulated on the basis of WordNet synsets.

3https://github.com/Heidelberg-NLP/
SRL-S2S

4https://liir.cs.kuleuven.be/software_
pages/damesrl.php

5http://alanakbik.github.io/
UniversalPropositions_German
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Figure 1: InVero’s predicate identification for two Ger-
man sentences with the verb verurteilen, and their cor-
responding semantic role frames (‘He accuses the man’
versus ‘He criticizes the situation’).

Semantic roles are either in PropBank style or fol-
lowing VerbNet nomenclature (25 roles like agent,
patient, etc.) (Kipper Schuler et al., 2009).

In Figure 1 predicate identification maps the verb
verurteilen to accuse and criticize. As a conse-
quence, two different roles for the direct object
become available, namely recipient and patient.
The selectional preferences for the patient role of
criticize are individual and social group. Although
situation is not subsumed under neither restriction,
we get a result. The system is robust, thus. How-
ever sometimes restrictions seem to be taken se-
riously and no result appears. The sentence Sie
kämpft für mehr Geld (She fights for more money)
is correctly analysed. If we substitute Gerechtigkeit
(justice) for Geld (money), no result is given, pre-
sumably since Gerechtigkeit is not subsumed under
the restriction which is entity.

4 Empirical Evaluation

We manually analysed the output of InVeRo for the
300 sentences. Three types of errors or problems
can be distinguished:

• predicate identification (disambiguation) fails
• assigning different semantic roles given a sin-

gle predicate
• assigning a particular semantic role to syn-

tactically different phrases for the same verb
(under a particular reading)

Why are these three points problematic in SI? As
we have discussed on various examples, each verb
reading has its own polar profile, thus it is crucial to
find the right reading (problem 1). A polar profile
assigns a directed polar relation (against, in-favour-
of) to a verb as well as a holder role (e.g. the
agent) and a target role (e.g. theme). That is, in
order to specify these relations, the semantic roles
of the holder and target roles must be known and

they must be stable (not assigned to different roles),
otherwise no lexical entry is possible (problem 2).
If SRL assigns for a verb reading different roles
and role pairings, it is unclear how to anchor the
relation correctly. Finally, SRL is syntax-agnostic
(problem 3): the same semantic role of a verb might
be assigned to different syntactic phrases thereby
possibly collapsing verb readings. In the examples
(3) and (4) both sentences (according to VerbAtlas6

have a theme role. In sentence (3) it is realized as
a to-infinitive, in sentence (4) as a prepositional
phrase (PP).

(3) Er
agent

droht
verb

zu scheitern
to-infinitive-theme

He is in danger to fail

(4) Er
agent

droht
verb

mit Konsequenzen
PP-theme

He threatens consequences

As a consequence, these two verb readings would
have the same semantic role frame. However, their
polar profiles differ. Sentence (3) casts a negative
effect on the experiencer (He), while in (4) there
is a negative actor, but no negative effect. SRL is
not helpful in these cases, it also collapses readings
(danger, threatens).

Predicate identification failure is most prob-
lematic. In the examples above, both (3) and
(4) get the same predicate assigned: guaran-
tee/ensure/promise7. However, only sentence (4) is
an instance of this predicate.

This problem becomes clearer, in our case study,
if we quantify the number of predicates and predi-
cate frames8 that were chosen by InVeRo per verb
(see the last line of Table 2 in the appendix). For
PropBank a verb is, in the mean, mapped to 1.55
predicates, and 3.7 different frames, i.e. pairing of
semantic roles, per predicate are used. For Verb-
Atlas it is 2.75 and 4.5, respectively. Ideally, only
one mapping would be given: a verb maps to one or
more predicates, each predicate has a stable subcat-
egorization frame (expressed with semantic roles).
If this was the case, we could assign a single polar
profile to a particular verb reading.

Table 1 shows the mappings for bedauern. In
the first column the feel-sorry-for reading is given.

6https://verbatlas.org, accessed 2022-06-03.
7Predicates in VerbAtlas are sometimes specified with ref-

erence to more than one label.
8frame here refers to role pairings.
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feel-sorry-for regret

DE

bedauern.1
(A0,A1) [4]
(A0,A3) [11]

bedauern.2 bedauern.2
(A0,A1) [1] (A0,A1) [15]

(A0,A3) [8]

VA

DISLIKE DISLIKE
(Agent,Theme) [1] (Agent,Theme) [2]

(Exp.,Stimulus) [4]
REGRET_SORRY
(Agent,Theme) [25]
(Exp.,Stimulus) [1]

(Agent,Attribute) [1]
CRITICIZE
(Agent,Theme) [5]

Table 1: Different predicates and roles for the verb
‘bedauern’ according to two readings: feel-sorry-for and
regret. In square brackets are the numbers of sentences
labeled with the given semantic roles.

Here we have a single mapping, both with respect
to PropBank (DE) and VerbAtlas style (VA). How-
ever in the second column, the regret reading, Prop-
Bank mode shows a variation in the assignment
of semantic roles (A0,A1 versus A0, A3). The
VerbAtlas analysis is even more confusing. Here
three predicates are identified and within the same
predicate (e.g. REGRET_SORRY), different roles
and role pairings are present. We carried out an
error analysis in order to find out how many of
the 38 sentences with bedauern are wrongly anal-
ysed either by choosing the wrong predicate or the
wrong semantic role pairing (the subcategorization
frame): 7 cases (18.5%) are clearly wrong, 8 cases
are hard to decide. Not in every case does the us-
age of bedauern actually involve a (real) regret.
Sometimes it is used in more formal way in order
to express dislike (as suggested by InVeRo): with-
out context this cannot be resolved reliably (some
of the 8 cases are of that type). But nevertheless,
even if InVeRo sometimes is right to map a verb to
more than one predicate, the diversity of suggested
solutions makes it impossible to carry out SI in a
lexicon-based way: the necessary mapping from
a single polar profile of a verb to some VerbAtlas
representation in a one-to-many fashion is bound
to produce errors, as our little error analysis with
bedauern reveals.

Also, although in principle assigning semantic
roles depending on the filler object is a desirable

solution, if it comes in such an unpredictable di-
verse way, a lexicon-based approach cannot make
use of it. The problem is not neglectable, since the
distribution of semantic role pairings for different
VerbAtlas predicates is high. The numbers at the
end of the roles pairings (in square brackets) in
Table 1 indicate the frequency of a pairing. For
instance, DISLIKE (Agent,Theme) was assigned 2
times, DISLIKE (Experiencer,Stimulus) 4 times.

The statistics we have gathered on the diversity
of predicate and frame mappings coming with In-
VeRo makes it superfluous to have a full-fledged
error analysis for all 300 sentences (like we did for
bedauern). The InVeRo results are just too diverse
to be useful (see Table 2 in the appendix).

In the course of our case study, we have noticed
that there is a correlation between the (non)animacy
of role fillers and different verb readings. Actually,
all examples in this paper could be analysed cor-
rectly by taking (non)animacy into account: com-
pare e.g. er bedauert sie (he feels sorry for her)
with er bedauert den Vorfall (he regrets the inci-
dent). We have trained an animacy classifier (Klen-
ner and Göhring, 2022) and are about to apply it to
the small data set of 300 sentences. To sketch the
idea: depending on the animacy of the filler of a
dependency label of a verb, different polar profiles
become available.

5 Related Work

Sentiment inference is sometimes called sentiment
propagation (Deng and Wiebe, 2014) and opinion
implicature. It also shares similarities with fine-
grained opinion analysis (Marasović and Frank,
2018a). Our positive/negative effects are compara-
ble to the GoodFor/BadFor distinction of (Choi and
Wiebe, 2014). However, we also distinguish pos-
itive/negative actors. In (Wiebe and Deng, 2014)
a sophisticated rule-based system was introduced
that specifies general inference rules on the basis
of GoodFor/BadFor effects.

Approaches exist that claim that the combination
of SRL and Opinion Role Labeling, i.e. the identi-
fication of opinion holder and target, is beneficial,
e.g. in (Marasović and Frank, 2018b) a multi-task
learning-based joint model is introduced.

6 Conclusion

German Semantic Role Labeling does not provide
a suitable solution for our task: German sentiment
inference based on polar profiles of verb readings.
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With InVeRo, lexicon design is difficult since (too)
many verb-predicate mappings and role pairings
occur. InVeRo is only partially able to deal with
the - admittedly - difficult cases of verb alternations
and verb ambiguity. Instead of SRL, a combina-
tion of dependency parsing and animacy detection
might be useful for the task at hand. We are cur-
rently evaluating such a disambiguation strategy
for sentiment inference.
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Appendix

DE VA
verb pr fr fr/pr pr fr fr/pr
akzeptieren 1 1 1.00 4 4 1.00

1 2 2.00 9 11 1.22
bedauern 1 1 1.00 1 1 1.00

2 8 4.00 3 7 2.33
bedrohen 2 5 2.50 7 11 1.57

3 8 2.67 7 13 1.86
belastern 2 2 1.00 1 2 2.00

2 3 1.50 4 9 2.25
blockieren 3 6 2.00 1 2 2.00

3 6 2.00 1 3 3.00
schaden 1 3 3.00 2 3 1.50

1 2 2.00 2 2 1.00
töten 1 5 5.00 1 5 5.00

1 5 5.00 1 3 3.00
unterstützen 1 1 1.00 1 1 1.00

2 6 3.00 2 5 2.50
verbessern 1 1 1.00 1 1 1.00

1 3 3.00 3 3 1.00
vergewaltigen 1 5 5.00 3 3 1.00

1 1 1.00 1 1 1.00
avg 1.55 3.70 2.43 2.75 4.50 1.81

Table 2: Number of predicates (pr), frames (fr) and
frames per predicate (fr/pr) the SRL assigned to ex-
ample sentences of the listed 10 pairs of verb profiles
(each verb has 2 profiles). Average (avg) over all pro-
files (macro = micro). The German PropBank scheme
(DE) seems to assign less different predicates per verb
profile than the VerbAtlas (VA) scheme (1.55 com-
pared to 2.75), though with proportionally more frames
(fr/pr= 2.43).

149

https://doi.org/10.18653/v1/N18-1054
https://doi.org/10.18653/v1/N18-1054
https://doi.org/10.18653/v1/N18-1054
https://doi.org/10.18653/v1/N18-1054
https://doi.org/10.18653/v1/N18-1054
https://doi.org/10.18653/v1/N18-1054
https://aclanthology.org/P10-1023
https://aclanthology.org/P10-1023
https://aclanthology.org/P10-1023
https://doi.org/10.1162/0891201053630264
https://doi.org/10.1162/0891201053630264
https://doi.org/10.48550/ARXIV.1404.6491
https://doi.org/10.48550/ARXIV.1404.6491


Building an Extremely Low Resource Language to High Resource
Language Machine Translation System from Scratch

Flammie A Pirinen
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Abstract
Building a machine translation system for an
extremely low-resource language is a prob-
lem in contemporary computational linguistics.
In this article, we show how to use existing
morpho-syntactic analysers and a modern rule-
based machine translation system to rapidly
build a baseline system for a language pair
where a neural model approach is not feasi-
ble due to the total lack of high-quality paral-
lel corpora. Our experiment produces a freely
available open-source North Sámi to German
machine translator, which provides us useful
insights into rule-based machine translation of
unrelated languages with varying levels of mor-
phological complexity. As German is a lan-
guage taught in Scandinavian schools this MT
system would be of immediate relevance for
Sámi school children learning German. In ad-
dition, there is a strong Finno-Ugric tradition
in the German linguistics space that has in the
past produced important publications on the
Sámi language, so the system is immediately
useful for researchers and enthusiasts as well
as language users.

1 Introduction
1.1 Motivation

Machine translation is an important tool for lan-
guage users. The most common contemporary
method for implementing machine translation is
to curate professionally translated texts and use
machine learning methodology to learn the transla-
tions. This presupposes the availability of perhaps
several millions of professionally translated sen-
tences, which is unfeasible for under-resourced
marginalised languages, where very little paral-
lel corpora or even monolingual corpora are avail-
able. To put the low-resourcedness of North Sámi
in context, the largest available monolingual cor-
pus (SIKOR, 2018) is only 38 million tokens, and
for the bilingual corpora at most 10,000s of aligned

phrases, most of which are from Linux program
GUI translations1. Given the circumstances, we do
not find it reasonable to try to train a neural net-
work for this task. The sensible solution is to use
linguistic knowledge to build a rule-based machine
translation system. What we are presenting in this
article is a machine translation from North Sámi to
German, a language pair that to our knowledge has
not brought forth any system before, and that does
not have enough resources for a neural machine
translation system. Furthermore, our contribution
consists in exploring a newly created module in a
rule-based machine translation system, and we are
looking at workflows for the rapid development of
a baseline machine translator.

The rule-based system took us only some 100
hours to write and is the work of one program-
mer/linguist/advanced learner of German and na-
tive speaker of Finnish, an expert on Apertium - and
one computational linguist, native speaker of Ger-
man with high proficiency in North Sámi (but not
a native speaker of it). The system described here
is a work-in-progress, yet it is a proof-of-concept
that rapid building of a machine translation system
is plausible without big data corpus resources. Our
motivation to build this system is two-fold: we are
building a tool for users, as well as surveying the
use of newly introduced techniques in a language
pair that is not within the same language family
and not English. This is also the novel research in
our experiment: we provide further insights on the
usage of the new additions to methodologies in a
recently updated machine translation system in a
typologically varied setting, that has not been tried
before to our knowledge.

In the context of machine translation as a tool
for supporting under-resourced language use, one
must practice a certain level of carefulness in order

1https://opus.nlpl.eu/KDE4.php
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to not cause more damage than good. For exam-
ple, creating a system for generating large amounts
of translations from the majority language to mi-
nority languages, for example, might sound like
a lucrative offering to generate big data, but may
result in creating larger bodies of automatically
translated texts that overtake what there exists of
naturally written texts which in the long run can be
rather problematic. On the other hand, creating a
system that translates well enough for language un-
derstanding (gisting) for majority language users
will enable the minority language communities to
wider use of their language in digital contexts. We
stick to the ethics of not flooding the web with low-
quality North Sámi text by building the system the
other way around (German - North Sámi). Clean
data is still of great value, and we do not want to
put that in danger.

The machine translation system we created is
freely available and open source in Apertium’s
GitHub repository2. The dependent North Sámi
language model we developed earlier is also avail-
able at our github3 and German model from Aper-
tium’s collection4.5

1.2 Languages

North Sámi is a Finno-Ugric language belonging
to the Uralic languages spoken in Norway, Swe-
den, and Finland by approximately 25,700 speak-
ers (Eberhard et al., 2018). It is a synthetic lan-
guage, where the open parts-of-speech (PoS) – e.g.
nouns, adjectives – inflect for case, person, num-
ber, and more. The grammatical categories are
expressed by a combination of suffixes and stem-
internal processes affecting root vowels and conso-
nants alike, making it perhaps the most fusional of
all Uralic languages. In addition to compounding,
inflection and derivation are common morphologi-
cal processes in North Sámi. German, on the other
hand, is an Indo-European language. In contrast to
all previous work, there is neither language family
similarity, nor geographical proximity or political
relation. The latter would be the case for Sámi -
Norwegian where despite language typological un-
relatedness there are (even syntactic) loans due to
coexistence and interaction of the languages.

2https://github.com/apertium/
apertium-sme-deu

3https://github.com/giellalt/lang-sme
4https://github.com/apertium/

apertium-deu
5For reproducibility purposes, the tag konvens2022 is

available in the mentioned repos

As German was the previous century’s language
of science, a lot of scientific literature on the Sámi
language was published in German. Newer pub-
lications include the North Sámi - German, Ger-
man - North Sámi dictionary (Sammallahti and
Nickel, 2006) of high quality (containing valencies,
idiomatic phrases, examples of use). German has
also been one of the languages that school children
get to pick as a foreign language at school. For both
these reasons, it makes sense to have MT systems
between these two languages.

Morphologically, the languages have similar fea-
tures: both are morphologically richer and suffix-
ing, and mark case for nominals and some tense,
aspect, and mood as well as person for verbs, how-
ever, North Sámi also marks other grammatical
features such as possession and aktionsart in mor-
phology. Both languages also have the productive
compounding of nominals. The syntactic differ-
ences are notable, while the neutral word order for
both is SVO, there are a number of mismatching
features in the syntax: pro-drop for 1. and 2. per-
son in Sámi, separable verbs in German, adverbial
positioning, word order in sub-clauses, question
clauses or after adverbial extensions, etc.

2 Background

Previous MT systems involving North Sámi are
North Sámi - Lule Sámi (Tyers et al., 2009)
(Wiechetek et al., 2010), North Sámi - Norwe-
gian (Trosterud and Unhammer, 2012), North Sámi
- South Sámi (Antonsen et al., 2016), North Sámi
- Finnish (Pirinen et al., 2017). The systems were
all based on previous versions of Apertium, the
state-of-the-art in rule-based machine translation.

There is an Apertium-based system for trans-
lating North Sámi to Norwegian,6 that has been in
end-user use. As German and Norwegian (Bokmål)
are related languages, we expect to be able to use
them as a reference when implementing our sys-
tem.

We chose to use Apertium (Khanna et al., 2021)
as it is popular in the context of under-resourced
languages. The system is based, roughly speak-
ing, on doing a morpho-syntactic analysis of the
source text, transferring the analysis to the tar-
get language morpho-syntactic description, and
generating it into the target text. There is a dia-
grammatic presentation of the system pipeline in
Figure 1. This means that the system consists of

6https://gtweb.uit.no/jorgal
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morphological analyser-generators of target and
source languages, based on finite-state morphol-
ogy (Beesley and Karttunen, 2003), and a con-
straint grammar (Karlsson, 1990; Didriksen, 2010)
for syntactic and semantic analysis suitable for
transferring the source language structures to target
language structures.

See examples (1) and (2) for a concrete example.
In our experiment, we had pre-existing morpholog-
ical analysers for North Sámi7and German8, and
we have written a bilingual translation dictionary
as well as the grammatical rules.

(1) Boadát
come.V.2SG

go
QST

dál?
now.ADV?

‘Are you coming now’

(2) Kommst
come.V.2SG

du
you.PRN.2SG

jetzt?
now.ADV?

‘Are you coming now?’

From the example we see that there is some level
of syntactic mapping to be done between the lan-
guages: North Sámi is generally pro-drop i.e. miss-
ing the subject pronoun morphologically encoded
in the verb where German requires this. Further-
more, North Sámi indicates question with a ques-
tion particle that is not easily glossed in English or
German—perhaps an approximate gloss could be
‘is it such that’—in German, the word order change
indicates the question-format of the sentence.

We base our system on the tools developed
within the GiellaLT infrastructure for North Sámi
and tools developed within Apertium community
for German, these include state-of-the-art FST-
based morphological analyzers, with Constraint
Grammar syntactic analysis and disambiguation.
We have done a few slight adjustments to both
monolingual systems, but our main work is in the
bilingual part. In Figure 1, the part we work on
concerns the part under transfer, specifically we
have used the recursive structural transfer path
in this experiment, which is a newly built part of
Apertium in 2021 (Khanna et al., 2021).

To give an impression of concrete resources and
rules, we show in Figure 29 what the dictionaries
and the rules look like:

7https://github.com/giellalt/lang-sme
8https://github.com/apertium/

apertium-deu
9anonymised

3 Development

We predominantly used pre-existing morphological
analysers and morpho-syntactic disambiguation for
the North Sámi morphological analysis and disam-
biguation and German morphological generation
(and vice versa, but this direction was not the main
objective of this article). Our contribution in terms
of developed resources is a bilingual lexicon i.e.
North Sámi to German translation dictionary, and
the development of bilingual grammatical rules that
determine for example word order changes and in-
troduction of words that don’t exist in the source
language, such as articles.

The bilingual lexicon development was done by
hand by a linguist, in the following three steps:

1. Translating words of initial reference bilingual
corpus10

2. Translating high-frequency words (from
SIKOR)11

3. Translating words from a random sample of
large monolingual corpus (from SIKOR)

The final result has been verified by a linguist
with near-native language skills. The first two steps
ensure high coverage in general, whereas the third
step is necessary to have high enough coverage
in the genres of evaluation corpus for the human
evaluation to even be possible.

The grammatical transfer was developed based
on the reference bilingual corpus first. We ran the
translation system through our reference corpus
and located easy-to-fix syntactic differences, such
as missing articles and pronouns, and local word or-
der changes, and wrote the rules for those. We also
needed to write transfer rules to account for purely
morphological mismatches: for example, German
only has grammatical cases: nominative, genitive,
accusative, and dative, whereas North Sámi also
has local cases and other cases that translate into
prepositional phrases in German. The prepositions
for each case do not translate one-to-one. Typically,
one case will translate into several prepositions de-
pending on the semantic/valency context.

The resulting lexicon and rules are summarised
in Table 1.

10https://github.com/apertium/
apertium-sme-deu/blob/master/
sme-deu-corpus.txt

11https://gtsvn.uit.no/langtech/trunk/
words/lists/sme/sme_lemma.freq
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Figure 1: Apertium pipeline structure from (Khanna et al., 2021)

Bilingual dictionary

1 <e><p><l>á dde t </ l><r>v e r s t e h e n </ r></p><p a r n=” v b l e x ”/></e>
2 <e><p><l>a d d i t </ l><r>geben </ r></p><p a r n=” v b l e x ”/></e>
3 <e><p><l>a d d i t </ l><r>l i e f e r n </ r></p><p a r n=” v b l e x ”/></e>
4 <e><p><l>á lbmut </ l><r>s c h a u f e l n </ r></p><p a r n=” v b l e x ”/></e>
5 <e><p><l>á l g g a h i t </ l><r>anfangen </ r></p><p a r n=” v b l e x ”/></e>

Syntactic rules

1 S −> VP NP { 1
2 *( maybe adp ) [ c a s e =2 . c a s e ]
3 * ( m a y b e a r t ) [ number =2 . number , c a s e =2 . case , g e nd e r =2 . gender , d e f = i n d ]
4 2 } ;
5 V −> %v b l e x {1[ p e r s o n = ( i f ( 1 . t e n s e = imp ) ”” e l s e 1 . p e r s o n ) ,
6 number = ( i f ( 1 . number = du ) p l e l s e 1 . number ) ] } ;

Figure 2: Bilingual dictionary format and syntactic rule format

4 Evaluation

As a corpus for evaluation of the translation quality,
we randomly picked 300 paragraphs from SIKOR.
This corpus is summarised in Table 1. We mea-
sured the naı̈ve coverage of the monolingual anal-
yser as well as our bilingual dictionary of the whole
corpus to get an idea of how far we are in the pro-
cess of building a translation dictionary suitable for
any running texts.

4.1 Word Error Rate on Post-Edited text

We did a Word Error Rate (WER) test on our ran-
domly selected corpus that was post-edited by a
native speaker of German. Word error rate is a
simple measure that calculates the proportion of
the wrongly translated words, in this case when
comparing the machine translation output to the
translation that a human translator has post-edited.
For example, if one word in a 10-word sentence
is mistranslated, the word-error rate is 10 % and
an exact match is 0 %. Notably, if the translation
contains too many words, the word error rate can
exceed 100 %. It is noteworthy that WER is also

a rather naı̈ve metric, for example, a wrong article
or case is given the same weight as a completely
wrong word. However, for understandability the lat-
ter is a much bigger obstacle than the wrong article.
For the WER test, we used the apertium-eval
tool available on their github12. The results of this
evaluation are shown in Table 2.

5 Discussion and error analysis

One of the prevailing problems at this point of de-
velopment is dictionary coverage. Creating the dic-
tionary is one of the most time-consuming parts of
the rule-based machine translation work. However,
the resulting human-curated translation dictionary
is a very valuable resource and therefore worth the
effort. Once created, a translation dictionary can
be included in any other future tool. Many of the
errors we saw in the evaluation were due to low
frequency, rather domain-specific words, such as
attorney general or vice candidate, which had not
been added to the bilingual dictionary yet.

12https://github.com/apertium/
apertium-eval-translator
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Data set Data size Note
Translation dictionary 4,340 LU pairs newly built
Translation grammar 17 rules newly built
German dictionary 100,390 LUs extended
North Sámi dictionary 154,557 LUs extended
Development corpus 1469 sentences manually translated
SIKOR 38,94 Mtokens monolingual corpus
Test set 7083 tokens random sample

Table 1: LU is a lexical unit e.g. an entry in the dictionaries, token is a token in a running text e.g. word-form or
punctuation, Mtokens is millions of tokens, and sentences in the text are based on our sentence boundary finding
algorithm.

Corpus Naı̈ve coverage
Development corpus 99.8 %
Test set 88.2 %
SIKOR 84.6 %

Metric Test Corpus
Post-Edit WER 77 %

Table 2: Evaluation of our North Sámi - German MT
system

Some of the machine-translated sentences
are intelligible despite grammatical errors.
The translation of ex. (4) in ex. (3) requires
lexical edits: saamisch→Saamischsprachige,
des Saamen→saamische, um→über,
Lebensunterhalte→Gewerbe, most of which
are at least semantically related as can be seen in
the correct translation of the sentence in ex. (4). In
addition to the lexical edits, there are a number of
word order issues, e.g. treffen andere . . .→andere
. . . treffen. And also, e.g.aufhören → hören . . . auf.

(3) So können die Schüler treffen andere
*saamisch, und lernen bißchen tradi-
tioneller *um *Lebensunterhalte *des Saa-
men.

(4) Nu
so

besset
können.3PL

oahppit
Schüler.PL

deaivvadit
treffen

eará
andere

sámegielagiiguin,
Saamischsprachig.KOM.PL,

ja
und

oahppat
lernen

veaháš
etwas

árbevirolaš
traditionell

sámi
saamisch

ealáhusaid
Gewerbe.AKK.PL

birra.
über;um

‘So können die Schüler andere Saamis-
chsprachige treffen, und ein bißchen über
die traditionellen saamischen Gewerbe ler-
nen.’

One of the interesting findings in this experiment
is that, since the source and target languages are
not related to each other13 and the syntactic dif-
ferences are notable, one focus of our work has
been the tasks of word reordering and generation,
which have typically been ignored in rule-based ap-
proaches to machine translation earlier. We found
that the new recursive syntax-based approach in
Apertium together with the high-quality Constraint
Grammar-based syntactic analysis in the source lan-
guage allows us to resolve reordering in an efficient
way.

Looking at the edits we made in the post-edit,
some errors are not as critical as the raw WER
might suggest, for example, problems with the
grammatical forms of the articles or compound
splitting as well as separable verb processing may
falsely increase the error rate more than it affects
the readability. In the future, we will continue
adding words as well as improve the description.

In a qualitative evaluation we found a lot of noise
in the source text that affected the quality of our
output. Noise in source texts is a much bigger
problem in extremely low-resource languages like
North Sámi and is due to newer or lacking language
norms, lesser literacy and lesser use of the language
in writing. (Wiechetek et al., 2022) We found the
following types of noise: formatting errors and
syllable splitting (potentially caused by corpus col-
lection methods), spelling errors like accent errors
and compound misspellings, grammatically doubt-
ful sentences (potentially due to translations) and
other grammatical errors like case errors.

6 Conclusion
We have developed the first North Sámi - German
machine translation system in a short amount of

13Within Europe, the Finno-Ugric and Indo-European are
as far apart as they can get.

154



time (100h) without any bilingual big data, based
on the well-known Apertium system and the rule-
based morpho-syntactic tools for North Sámi that
are available in the GiellaLT infrastructure. The
system is able to handle a number of syntactic
transfer issues such as the generation of articles
and longer distance reordering, such as the verb
placement in a subordinate clause. We have eval-
uated our system and managed to develop a state-
of-the-art system that is useful in terms of gisting,
but still needs further development to serve as a
post-editing tool. Our research contribution is not
only an MT tool for a new language pair of com-
pletely unrelated languages but also, because of
the unrelatedness, practical solutions to structural
transfer problems that have been either ignored or
marginalised in the past.
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Abstract
We investigate the semantic retrieval potential
of pre-trained contextualized word embeddings
(CWEs) such as BERT, in combination with
explicit linguistic information, for various NLP
tasks in an information retrieval setup. In this
paper, we compare different strategies to ag-
gregate contextualized word embeddings along
lexical, syntactic, or grammatical dimensions
to perform semantic retrieval for various natural
language tasks. We apply this for fine-grained
named entities, word senses, short texts, verb
frames, and semantic relations, and show that
incorporating certain linguistic knowledge im-
proves the retrieval performance over various
baselines. In a simulation study, we demon-
strate the practical applicability of our findings
to speed up the linguistic annotation of datasets.
We also show that nearest neighbor classifica-
tion, which implicitly uses the retrieval setup,
works well with only small amounts of training
data.1

1 Introduction

Neural language models (NLMs) producing contex-
tualized word embeddings (CWEs) such as ELMo
(Embeddings from Language Models; Peters et al.,
2018), FLAIR (Akbik et al., 2018), or BERT (Bidi-
rectional Encoder Representations from Transform-
ers; Devlin et al., 2019), or one of its many suc-
cessors have been a leap forward for multiple NLP
tasks. One major reason for this is the fact that
current NLMs can generate compositional vec-
tor space representations of a word based on the
sequential context in which it appears, thus suf-
ficiently representing its compositional meaning.
CWEs allow the disambiguation of a word’s mean-
ing up to a certain degree, such that, for example,

⋆Equal contribution
1Our code, experiments and results are published as

open source software under a permissive Apache v2 license:
https://github.com/uhh-lt/cwe-ling

sequence tagging models can distinguish two iden-
tical surface forms when used in different contexts.
For example, both instances of each of the two
words ‘can’ and ‘open’ in the following two sen-
tences “Alice opens the can” and “Alice can open
the box” will be represented with quite distinct em-
beddings. Whereas vectors are expected to be very
similar for the word ‘open’, both representations
for ‘can’ are expected to be inherently different,
indicating a syntactic and semantic shift.

Still, although certain dependency relations are
implicitly encoded in BERT, no equivalent to holis-
tic parsing of syntactical or grammatical structures
can be assumed from BERT’s attention mechanism
(Htut et al., 2019). We thus hypothesize that down-
stream NLP tasks benefit from exploiting explicit
syntactical and grammatical cues derived from lin-
guistic knowledge in addition to the contextual em-
beddings. To investigate this hypothesis, we define
a set of aggregation strategies for word embeddings
along linguistically informed dimensions. Such
representations are used to address several down-
stream tasks: a) labeling on the sentence level,
where we experiment with sentiment detection, re-
lation identification, and semantic frame induction,
and b) word-level- and sequence labeling, where
we experiment with named entity recognition and
word sense disambiguation.

The explicit use of syntactic information to ag-
gregate CWEs can be regarded as feature extraction
or feature transformation. Such features may not
only be useful in classification scenarios but also
for retrieval tasks. Particularly, they can be useful
in the context of a retrieval scenario in which the
ultimate goal is to enable users to rapidly find se-
mantically similar word patterns or sentences in
their datasets.

In this regard, there are three main contributions
of this paper: a) We introduce several different
strategies to incorporate explicit linguistic informa-
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Figure 1: Overview of the retrieval process.

tion for embedding-based feature representations.
b) We evaluate these strategies in an information
retrieval setup to find semantically related items for
various downstream NLP tasks. c) We demonstrate
two potential applications of our findings 1) for
speeding up manual annotation of text data, and 2)
for fast nearest neighbor classification with little
training data. Depending on the task, our retrieval
evaluation shows the retrieval precision and nearest
neighbor classification indeed profit from the incor-
poration of additional explicit linguistic knowledge.
Depending on the complexity of the task, and cor-
relating it with a simulated cognitive shift between
dissimilar texts and distinct categories, our simula-
tion shows that the use of linguistic structures in a
retrieval scenario can speed up the manual annota-
tion of text data, e.g. to create training data more
rapidly.

2 Related Work

The LISA (linguistically-informed self-attention)
approach by Strubell et al. (2018) showed the ben-
efit of injecting syntactic information into a neural
network using self-attention for multi-task learn-
ing. LISA was applied for dependency parsing,
part-of-speech tagging, predicate detection, and se-
mantic role labeling, where the results for all tasks
showed significant improvements over the previ-
ous state-of-the-art, particularly when using ELMo
embeddings (Peters et al., 2018).

Wiedemann et al. (2019) showed that contex-
tual embeddings, particularly BERT (Devlin et al.,
2019) inherit a certain degree of sense represen-
tation, i.e. polysemous words appear in different
areas of the embedding space depending on their
context. Wang et al. (2019) implement Elman
(1990)’s theory, which states that neural language
models are sensitive to word order regularities in
simple sentences, by specifically exploiting the
inner-sentence structure (word-level ordering) and

inter-sentence structure (sentence-level ordering)
as training objectives. They argue that their Struct-
BERT model successfully captures the structure of
sentences during pre-training.

Htut et al. (2019) and Clark et al. (2019) analyze
to which extent attention heads in BERT can track
linguistic dependencies. Both works conclude that
some attention heads specialize in syntactic struc-
ture. Wu et al. (2020) measure the impact one
word has on another in a sentence by using a so-
called perturbed masking technique. They can de-
rive a syntax tree from a word-word matrix. Soares
et al. (2019) used a so-called masking technique to
specifically force the model to learn entity locations
in a sentence. By doing so, specific representations
for particular relations within text can be learned.

SBERT (SentenceBERT; Reimers and
Gurevych, 2019) is an extension to pre-trained
transformer architectures such as BERT or
RoBERTa, which is specifically targeted for
sentence similarity search, i.e. finding similar
sentences by using cosine similarity. SBERT
outperforms most other embedding strategies for
multiple sentence similarity tasks. However, it
requires labeled data in form of similar/dissimilar
sentences.

3 Retrieval of Linguistic Patterns

We approach the problem of semantic retrieval
with linguistic structures as follows: Let S :=
[s1, . . . , sn] be a dataset with n instances, where
si represents a sentence. For our retrieval exper-
iments, we use datasets with corresponding class
labels y = [y1, . . . , yn], where yi is a list of labels
in case of word-level tasks. Instances are decom-
posed into a set of finer-grained, lexical structures
such as tokens, multi-word units, chunks, depen-
dency relations, etc. (see Section 3.1 for refer-
ence), which we use as the basic unit of retrieval.
For each instance si, a unique set of mi linguistic
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structures si 7→ {x1
i , . . . ,x

mi

i }, with replicated yi
labels {y1i , . . . , ym

i

i }, is extracted by using a par-
ticular linguistic pattern. Further, xj

i represents a
single feature vector extracted by a particular lex-
ical template, for example, it could be the actual
sentence embedding or word embedding of si. We
call xj

i a structured embedding.
The goal is to retrieve the k most relevant in-

stances for a given query instance q and its ex-
tracted structured embeddings q 7→ {x̂1, . . . , x̂mq}
of a target class c:
[r1, . . . , rk] := topk

i∈{1...n}
{ argmax
h∈{1...mq}
j∈{1...mi}

sim(x̂h,xj
i ) } ,

where topk is defined as a function that selects
the top k indices as an ordered list from the entire
set of labeled instances regarding their maximum
similarity score. The sim function is defined to be
a similarity function for two vectors; we use cosine
similarity in our experiments. Figure 1 illustrates
the indexing and retrieval process.

3.1 Lexical Structures
For the linguistic pre-processing, i.e. tokenization,
part-of-speech tagging (PoS), and dependency pars-
ing we use spaCy2 (unless stated otherwise) and
for chunking we use FLAIR3. For CWEs based on
RoBERTa (Liu et al., 2019), we sum the output of
the last four layers of the model, and if a token com-
prises several word piece tokens, the corresponding
embeddings are averaged to obtain a single vector
for a lexical token. We describe our linguistically
informed structures in the following.

3.2 Word-level structures
We use the following two word-level structures to
find similar entity spans:

token: Each token of the dataset is considered a
single item. Consequently, the unit of retrieval
is always a single token.

SPS (same-PoS-span): In order to capture nouns
and noun phrases, each sequence of tokens
having the same PoS tag within a sentence is
considered as one structure. Thus, the unit of
retrieval is a variable-length span of one or
more tokens.

3.3 Sentence-level structures
We use the following sentence-level structures to
find similar sentences.

2https://spacy.io/
3https://github.com/flairNLP/flair

The Prime Minister left Brasilia on Monday for Lima
DT
O

NN
B-PER

NN
I-PER

prime minister%1.18.01

VB
O

NN
B-LOC

brasilia%1.15.00

IN
O

NN
B-DAT

monday%1.28.00

IN
O

NN
B-LOC

lima%1.15.00

(a)

[CLS] The Prime Minister left Brasilia on Monday for Lima .
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(c)

[CLS] The Prime Minister left Brasilia on Monday for Lima .
d1 d2

nsubj

(d)

[CLS] The Prime Minister left Brasilia on Monday for Lima .
d2 d2 d1

compound
det

(e)

[CLS] The Prime Minister left Brasilia on Monday for Lima
e1 p p e2pobjnsubj prep

(f)

[CLS] The Prime Minister left Brasilia on Monday for Lima .
FN.Departing,Quitting

(g)

[CLS] The Prime Minister left Brasilia on Monday for Lima .
S V Onsubj dobj

(h)

Figure 2: (a) Word-level structures with BIO-labels for
NER and WordNet sense information. (b) shows the au-
tomatically extracted dependency graph and syntax fea-
tures. (c-h) Sentence-level structures: (c) shows the ag-
gregation strategy for token (t), word (w), word-NS
(w-ns), chunk (c), and chunk-NS (c-ns). (d) shows
the aggregation strategy for dep-{concat,avg} for
a single dependency edge, i.e. d1 and its governor (de-
pendency head) d2. (e) illustrates the dep-depavg
strategy for the word ‘Minister’, where d1 is the ac-
tual word and all d2 are dependents of d1. (f) shows
the task dependent dependency-path structure for
relation identification. (g) and (h) show the task depen-
dent lexical-unit and subj-v-obj structures
for frame identification.

token: each token of a sentence is considered a
structure.

word: same as token, w/o punctuation.
word-NS: same as word, w/o stop-words.
chunk: each extracted chunk of a sentence is a

structure. For this, token embeddings of a sin-
gle chunk’s constituents are averaged. For the
short text retrieval task, these chunk represen-
tations again are averaged to obtain a single
vector representation for the sentence.

chunk-NS: same as chunk, w/o stop-words.
dep: dependency relations are encoded as a com-

bined vector of its head and tail word. Three
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strategies are tested to encode dependency re-
lations as vectors a) both vectors are concate-
nated (-concat) b) both vectors are aver-
aged (-avg) c) for each word, we concate-
nate the word vector itself with the averaged
vectors of its dependents (-depavg).

Figures 2 (c-e) show the structures for an example
sentence. The following two baseline approaches
produce a single vector representation for the entire
sentence:

CLS: the artificial [CLS] token of BERT-based
models, which is added to every sentence as a
meta-token and which is frequently used as a
vector representation for the entire sequence
in downstream tasks;

BoW: all embeddings are averaged (bag-of-words).

4 Experiments

Several word-level- and sentence-level retrieval
tasks of different granularity are tested. We also
compare with static word embeddings provided by
Mikolov et al. (2013, word2Vec)4 since our linguis-
tic structures enable the composition of meaning
due to the use of multiple tokens for a single struc-
tured representation. We investigate the retrieval
performance using precision at k (P@k, k = 1
and k = 5) and mean average precision (mAP)
and refer to the static word2Vec embedding as w2v
and to the contextualized RoBERTa embedding as
RB. To perform the retrieval evaluation based on
gold standard data, we use labeled datasets, which
means each word or sentence is labeled with one
specific target class. We use the standard train and
test splits for indexing and querying as indicated
by each task-specific dataset.

We additionally run a simple classification
benchmark test using the same datasets. As a clas-
sification approach, we opted to use a k-nearest
neighbor (kNN) approach, which heavily relies
on the retrieval performance and, thus, implicitly
evaluates the retrieval performance. The kNN ap-
proach groups and counts the class labels of the
top k retrieved training samples and uses the most
prominent class label as a classification result. In
case of ties, a random label of the most prominent
class labels is chosen. Here, we report F1 scores
on the test sets and determine the hyper-parameter

4https://code.google.com/archive/p/
word2vec/

k by using the validation set of the respective task
benchmarks.5

4.1 Word-level tasks

Named Entity Recognition (NER) We use NER
as a coarse-grained task. We evaluate the retrieval
performance on the two common English bench-
mark datasets CoNLL-2003 (Tjong Kim Sang and
De Meulder, 2003) and OntoNotes Release 5.0
(Weischedel et al., 2013).6

For retrieval, we only use structures consisting
of entity-labeled tokens, i.e. excluding the ‘other’
class — with the goal to find more structures having
the same label as the query. For NER, searching
for non-entities, and including their scores, would
only increase the reported performance, because
the majority of labels are actually ‘other’.

Both word-level structures explained in Sec-
tion 3.2 are tested. An issue arises when retrieving
token spans instead of whole sentences because
the unit of retrieval is some linguistic structure that
does not necessarily map perfectly to an entity span.
Since there is no proper solution to this issue, we
validate the appropriateness of our linguistic struc-
tures used for retrieval via named-entity classifica-
tion. The classification scores allow interpretation
and connection to SOTA results, but we note that
those results are only for anecdotal purposes and
cannot be properly compared to SOTA systems be-
cause of the simplicity and different objective of
our approach.
Word Sense Disambiguation (WSD) can be con-
sidered as a fine-grained multi-class problem with
thousands of classes where each word sense is a
class. We evaluate retrieval and classification per-
formance on a wide range of WSD datasets. In par-
ticular, we use the following datasets provided by
UFSAC (Vial et al., 2018)7: SemCor (Miller et al.,
1993), WordNet Gloss Tag8 (WNGT) consisting of
all WordNet (Miller, 1995) definitions, SensEval
2 (Edmonds and Cotton, 2001) & 3 (Litkowski,
2004) as well as SemEval 2007 Task 7 (Navigli
et al., 2007) & 17 (Pradhan et al., 2007). The
SemCor and WNGT datasets are used as training
corpora with SemEval 2007 Task 7 and 17 as query

5If an explicit validation set is not supplied, we split the
original training set (80/20) and use a random subset for vali-
dation and the remainder for training.

6We apply the split proposed by Pradhan et al. (2013) for
OntoNotes as there is no official dataset split.

7https://github.com/getalp/UFSAC
8https://wordnetcode.princeton.edu/

glosstag.shtml
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datasets. For SensEval 2 and 3, we use their respec-
tive training and test sets.

In analogy to NER, we only use words that need
disambiguation as queries for the retrieval evalu-
ation. Since WSD is mostly the task of disam-
biguating a single word, we only use the token
structure.

4.2 Sentence Level Tasks

Short-text retrieval evaluates the performance of
retrieving semantically similar sentences ideally
labeled with the same class. This task can be seen
as a binary text classification problem. First, we try
to find more tweets containing offensive language
given an offensive tweet from the OLID dataset
(Zampieri et al., 2019)9 provided by the OffensE-
val 2019 Shared Task. Second, we want to obtain
more negative or positive tweets from the Twitter
Airline sentiment dataset10. Our intuition is that
some very specific parts of a sentence (comparable
to a particular linguistic structure) are responsible
for triggering a particular class, e.g. making a tweet
sound either offensive or negative.
Relation Identification is a multi-class classifica-
tion problem, where the label space contains be-
tween 10 and 19 classes. We use three standard
benchmarks from the SemEval11 challenges for re-
lation classification: SE’07 (SemEval 2007; Girju
et al., 2007), SE’10 (SemEval 2010; Hendrickx
et al., 2010), and SE’18 (SemEval 2018; Gábor
et al., 2018). SE’07 and SE’10 focus on the
classification of semantic relations between pairs
of nominals. E.g. ‘tea’ and ‘ginseng’ are in an
ENTITY-ORIGIN(e1,e2) relationship in the
sentence ‘The cup contained tea from dried gin-
seng’. SE’18 focuses on domain-specific semantic
relations from scientific articles and provides entire
paragraphs instead of single sentences.

We apply the sentence-level templates men-
tioned in Section 3.1 and additionally apply a
specifically designed template structure, which in-
volves the path between two given entities in a
dependency path. The dependency path as a fea-
ture has been proven to be beneficial for relation
extraction in multiple previous works.We define the
feature vector x to be the concatenation of vectors
for each entity e{1,2} and the path p, where each

9https://competitions.codalab.org/
competitions/20011

10https://www.kaggle.com/crowdflower/
twitter-airline-sentiment

11https://semeval.github.io/

individual vector is the average vector of the words
included: x := e1 ⊕ e2 ⊕ p (cf. Fig. 2f).
Frame Identification or classification is consid-
ered to be a fine-grained multi-class classifica-
tion problem since every frame is its own class.
We evaluate the performance on FrameNet (Baker
et al., 1998). The latest release of the dataset
is FrameNet-1.7, but FrameNet-1.5 is by far the
most commonly used one in the literature. We
report results for both versions. For this work,
we only use the dataset of fulltext annotations
which provides 78 documents for FrameNet-1.5
and 108 documents for FrameNet-1.7. To gener-
ate data splits for both versions, we use 23 docu-
ments to extract the test set following the previous
work (Das et al., 2014; Peng et al., 2018) and 16
documents are used as development set (Hermann
et al., 2014), whereas the remaining documents are
used as training set. Each frame is associated with
one or more frame evoking elements commonly
referred to as lexical-units. For example,
the frame ‘Abandonment’ can be evoked by the
lexical-units ‘abandon’, ‘depart’ or ‘leave’.
To find sentences that represent the same frame,
we use the following task-dependent structures in
addition to the default structures:

lexical-unit: This structure is based on
the target words and phrases corresponding
to the lexical-unit of the respective
frame. Unlike PropBank (Palmer et al., 2005),
where the target predicate is always a verb,
FrameNet contains ten different types of lexi-
cal units such as nouns, adjectives, and prepo-
sitions. Embeddings of multi-token lexical
units are averaged.

subj-v-obj: This structure is based on the con-
catenation of subject-verb-object
triples, which have demonstrated competitive
performance for unsupervised semantic frame
induction tasks (Ustalov et al., 2018). For non-
verb lexical units with no subject and object,
we just consider the lexical unit.

5 Results

For discussion, we focus on P@1 scores because
we believe this is the most important metric for
practical applicability. As expected, we observe
significantly better performance using contextual
word embeddings as compared to static word em-
beddings across all tasks. However, our goal is
not to compare these two types of embeddings,
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Aggregation
Data token SPS

CoNLL-2003 (w2v)
37.1 38.9 mAP1K
71.3 79.8 P@1
64.5 70.3 P@5

CoNLL-2003 (RB)
48.0 48.0 mAP1K
87.3 87.2 P@1
78.1 79.3 P@5

OntoNotes-v5 (w2v)
26.6 29.6 mAP1K
49.7 50.5 P@1
38.7 44.9 P@5

OntoNotes-v5 (RB)
38.4 36.0 mAP1K
75.7 75.3 P@1
64.4 64.5 P@5

Table 1: NER retrieval results. We use the mean average
precision (mAP) estimate of the top 1K nearest neigh-
bors.

Embedding
Data w2v RB

SensEval 2 45.9 65.9 mAP1K
38.8 75.1 P@1
40.4 69.7 P@5

SensEval 3 45.7 64.2 mAP1K
40.5 72.3 P@1
45.1 68.7 P@5

SemEval ’07 T7 (SemCor) 35.6 41.4 mAP1K
22.3 27.8 P@1
22.5 26.5 P@5

SemEval ’07 T7 (WNGT) 31.8 38.6 mAP1K
25.0 32.7 P@1
24.7 29.9 P@5

SemEval ’07 T17 (SemCor) 50.0 63.3 mAP1K
41.7 62.6 P@1
42.7 57.5 P@5

SemEval ’07 T17 (WNGT) 37.1 53.0 mAP1K
32.4 54.7 P@1
29.6 44.5 P@5

Table 2: WSD Retrieval results for the token structure.

but to evaluate if aggregation of embeddings along
linguistically informed lexical structures provides
benefits for retrieval compared to the baselines re-
gardless of the type of embedding.

Named-entity recognition: Table 1 shows the re-
trieval results for the CoNLL-2003 and OntoNotes
v5 datasets. The retrieval performances of the two
structures differ depending on the type of word em-
bedding, we can see a rough increase of 10-15%
for each dataset and aggregation strategy. With
static word embeddings, the SPS structure shows
improved performance compared to the token struc-
ture. A likely explanation is that averaging vectors
of neighboring words inherently creates a kind of
composite embedding that is unique for the com-
bination of words. This is supported by the obser-
vation that for CWEs, there is only a minor differ-
ence between both linguistic structures. For small
k, SPS is marginally better while token outper-
forms SPS on the mAP1K metric on the OntoNotes
dataset.

The classification results for CoNLL-2003 and
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Twitter-
Airline
(w2v)

- 75.9 63.0 64.3 64.3 66.2 65.6 65.4 66.0 65.6 mAP
- 85.6 71.9 27.4 71.9 56.4 70.6 62.4 59.1 65.2 P@1
- 86.2 58.6 51.9 59.5 62.0 57.9 62.6 59.2 62.3 P@5

Twitter-
Airline
(RB)

73.7 79.0 63.8 64.7 65.7 78.8 77.9 63.4 65.1 64.3 mAP
23.5 88.9 74.4 77.5 81.2 90.0 89.0 67.8 71.3 68.4 P@1
35.3 88.3 72.7 75.8 79.3 89.7 88.2 67.1 68.5 67.2 P@5

Offens-
Eval’19
(w2v)

- 39.3 47.5 48.4 51.5 47.9 49.2 45.4 45.7 46.0 mAP
- 52.5 60.4 66.2 69.2 60.8 62.5 57.5 56.2 60.0 P@1
- 46.8 61.2 64.5 66.4 62.4 63.5 58.7 56.8 60.8 P@5

Offens-
Eval’19
(RB)

29.6 39.4 43.1 43.2 44.7 40.2 40.2 41.8 39.9 43.8 mAP
62.5 49.2 67.5 66.2 70.4 48.8 48.3 59.2 63.3 63.3 P@1
56.7 47.6 66.8 66.3 68.8 52.3 50.9 62.3 56.8 63.5 P@5

Table 3: Short text retrieval results.

OntoNotes-v5 are shown in Table 612. Overall, the
picture is very similar to retrieval. There is only
a minor difference between both structures when
using contextual embeddings. While the classifica-
tion with the k-NN approach does not reach SOTA
performance, the scores show that both linguistic
structures are generally useful to retrieve named
entities of the same type.
Word sense disambiguation: Table 2 shows the
WSD retrieval results for the various pairs of query
and background datasets. For SemEval ’07 scores
for task 17 are considerably higher as it is not as
fine-grained as task 7. Furthermore, the use of Sem-
Cor as a background corpus is superior to WNGT.
These dataset characteristics are independent of the
choice of word embedding type.

The performance of k-NN classification with
static word embeddings is always close to the most
frequent sense (MFS) baseline (cf. Tab. 7 in the
appendix). With CWEs, however, this baseline is
beaten by a large margin (cf. Tab. 6).
Short-text retrieval: Table 3 shows the retrieval
results for tweet labels. Aggregating embeddings
with the chunk structure improves the retrieval
performs best for sentiment analysis (90% for Twit-
terAirline and RB). For offensive language, the
word-NS strategy performs best (70.4% for Offen-
sEval’19 and RB). The reason for this could be that
longer phrases are required to express a sentiment
but a single word is enough to express offensive
content. It is thus highly category-dependent which
strategy to use for semantic retrieval.
Relation identification: A common pattern for
all datasets is that simple linguistic structures per-
form worse in terms of P@1 than the baseline BoW
approach (cf. Tab. 4). Among the simple linguis-

12Complete results can be found in Tables 7 and 8 in the
appendix.
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SE’18
(w2v)

- 32.9 31.1 30.4 31.2 31.0 30.9 30.6 30.8 31.2 36.8 mAP
- 39.1 33.1 29.7 30.3 30.6 31.4 25.7 27.7 31.7 46.0 P@1
- 34.6 30.9 31.7 33.4 31.4 31.3 27.1 30.2 31.1 43.3 P@5

SE’18
(RB)

31.9 34.5 32.1 31.4 32.0 32.1 32.2 31.8 32.2 32.4 35.3 mAP
35.4 40.3 29.7 32.0 34.9 37.7 32.9 33.7 32.9 34.9 52.9 P@1
34.6 37.8 33.5 32.2 35.0 33.4 34.9 35.0 33.4 34.1 46.9 P@5

SE’10
(w2v)

- 12.7 9.0 9.5 9.8 10.8 10.6 11.1 11.3 11.4 22.2 mAP
- 35.5 9.9 14.4 15.6 21.9 21.8 22.7 22.5 23.0 58.6 P@1
- 30.3 10.0 11.3 14.6 19.3 19.2 19.7 19.9 20.4 50.0 P@5

SE’10
(RB)

10.3 14.1 11.5 12.6 12.3 12.8 13.2 15.1 13.5 15.5 26.5 mAP
31.6 40.6 26.0 26.8 27.3 32.0 32.4 38.3 27.5 37.6 73.0 P@1
27.0 35.9 22.0 23.3 23.5 28.6 29.0 34.0 26.3 33.4 66.5 P@5

SE’07
(w2v)

- 32.2 29.2 29.6 29.8 30.5 30.4 30.5 30.6 30.8 37.9 mAP
- 39.2 17.9 15.1 32.8 31.9 33.2 37.0 35.2 34.8 53.6 P@1
- 36.5 20.2 22.9 30.2 32.2 32.4 31.8 32.6 33.3 49.3 P@5

SE’07
(RB)

30.8 31.6 30.6 31.2 31.5 31.1 31.3 32.2 31.3 32.5 37.0 mAP
36.8 39.9 36.2 37.7 40.4 40.8 39.5 43.2 34.8 43.7 61.9 P@1
33.7 37.3 32.9 34.9 35.6 37.2 35.3 39.9 34.3 38.6 53.8 P@5

Table 4: Relation identification retrieval results.

tic structures, the dependency-depavg still
performs consistently better than other structures,
probably because it covers more words than others.
BoW also consistently produces better results than
the CLS approach, which questions the practical
usability of the [CLS] meta-token for downstream
tasks. The specialized dependency-path
structure, however, improves the results by a large
margin, almost doubling the BoW results and even
tripling the token-based results (cf. e.g. 73%
P@1 for SE’10 and RB). We believe that BoW and
dependency-path work so well because rela-
tions require even more content than sentiments
and dependency-path focuses the content on
the important part of the sentence.
Frame identification: Table 5 shows the re-
trieval results for frame identification. The
lexical-unit structure has shown the best
performance (∼84% P@1 for RB), followed by
subj-v-obj (∼77% P@1 for RB). All other
simple sentence-level structures perform signifi-
cantly worse. In FrameNet, one sentence can have
multiple lexical units which invoke different frames.
Simple structures do not capture this and treat
each structure as a representative for the whole
sentence. The performance is further negatively
affected by the very large number of classes in
FrameNet (1, 000+) in comparison to other tasks
discussed in this work. Thus, high precision, i.e.
one representative embedding laying out only the
frame evoking lexical unit suppresses the noise that
other structures introduce.

6 Application

Based on our findings, we investigate two down-
stream applications. First, similarity-based re-
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FN1.5
(w2v)

- 1.8 0.9 1.0 1.2 1.6 1.5 1.5 1.5 1.4 45.1 41.7 mAP
- 3.2 0.6 0.8 1.4 2.1 1.8 1.2 1.7 1.9 80.3 70.2 P@1
- 3.3 0.7 0.9 1.3 2.0 1.5 1.5 1.7 1.8 73.4 66.8 P@5

FN1.5
(RB)

1.2 1.6 1.3 1.3 1.4 1.6 1.6 1.7 1.4 1.5 38.0 31.1 mAP
1.6 2.2 1.8 2.2 1.8 2.4 2.5 2.7 2.0 2.3 83.4 77.0 P@1
1.8 2.5 1.7 2.1 2.2 2.6 2.5 2.7 2.3 2.5 74.2 67.1 P@5

FN1.7
(w2v)

- 1.7 0.8 0.9 1.1 1.4 1.4 1.5 1.4 1.3 44.6 41.4 mAP
- 3.5 0.9 0.8 1.4 2.3 1.6 1.2 1.4 1.5 79.3 70.6 P@1
- 3.4 0.8 0.7 1.2 1.8 1.6 1.5 1.5 1.5 74.7 67.5 P@5

FN1.7
(RB)

1.1 1.5 1.2 1.3 1.4 1.5 1.5 1.6 1.3 1.5 37.8 30.8 mAP
1.7 2.7 1.7 2.0 2.4 2.6 2.8 2.8 2.1 2.5 84.0 77.1 P@1
1.8 2.4 1.8 1.9 2.2 2.5 2.4 2.7 2.2 2.6 75.5 68.2 P@5

Table 5: Frame identification retrieval results.
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Figure 3: Simulation of similarity-based data labeling
for offensive tweets: average agreement of subsequent
sample labels (a), simulated label cost reduction depend-
ing on relative time saving due to reduced cognitive
shifting (b).

trieval improved with linguistic information can
be used to speed up manual labeling of text data.
Second, aggregated CWEs can be used for rapid
nearest neighbor classification with small training
data.
Data labeling: Utilizing similarity information
during annotation tasks can reduce annotation time
and costs. In neuroscience, task switching is a well-
studied phenomenon describing prolonged cog-
nitive processing times due to altered tasks and
task parameters (Rogers and Monsell, 1995). Vice
versa, tasks can be solved faster in a series if param-
eters stay similar. This circumstance can be used
to improve data labeling processes by presenting
more similar instead of random samples to human
annotators. We simulate the potential gains of such
a process for selected aggregation strategies.
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For this, we assume that labeling a single ran-
dom example si takes the maximum amount of
one time unit t. Labeling of the next most sim-
ilar sample reduces cognitive processing time to
t − α × t × sim(si, si+1) × β with regard to the
similarity of the two samples and a task-dependent
parameter α representing its complexity, i.e. the
upper bound of potential speed-up relative to t.
Speed-up is expected if the labels of si and si+1

agree, in this case setting β = 1, and β = 0 other-
wise. Figure 3 shows the result of such a simulation
on the OLID dataset. Similarity-based retrieval of
samples for labeling achieves higher agreement
between consecutive labels than random sample se-
lection (cf. Fig. 3a). The best performing strategy
word-NS outperforms BoW, especially in the early
steps of the simulation. Figure 3b shows that sig-
nificant time savings can be expected. For α = .4,
an assumed upper bound of 40% reduction of cog-
nitive processing time per sample, for instance, the
simulation shows a total time saving of ca. 10 %.

Rapid nearest neighbor classification: Table 6
shows a summary of kNN classification experi-
ments with the best performing setup for each task
and dataset, which was identified using a held-out
validation set and evaluated on the held-out test set.
Interestingly, the best classification setups do not
correlate with the precision at k scores in the re-
trieval setup, but rather the mAP scores. While the
classification results do not reach SOTA, they still
achieve considerable results over a standard base-
line. Much shorter training and prediction times of
kNN-classification compared to fine-tuning trans-
formers make it an appealing approach in some
scenarios despite the lower performance.

Furthermore, kNN can be used in few-shot clas-
sification scenarios. We test the performance of
the classifier with increasing dataset size, where
we randomly select training sentences for indexing.
Results are plotted in Figure 4. For the word-level
task of NER (Fig. 4a), we can see that as few as
3, 000 sentences are sufficient to reach a decent
performance that only slightly increases with more
training data. The findings for the sentence-level
tasks (Fig. 4b) are even more drastic, where, de-
pending on the task and the available training data,
as few as 300 to 1, 000 sentences are sufficient to
reach a similar performance as compared to using
the entire training data.

Data Embedding Aggregation k F1

CoNLL-2003 RB SPS 1 79.6
OntoNotes-v5 RB SPS 9 65.9

SensEval 2 RB token 8 78.1
SensEval 3 RB token 15 73.3
SemEval ’07 T7 (WNGT) RB token 1 69.7
SemEval ’07 T17 (SemCor) RB token 7 63.6

TwitterAirline RB BoW 29 87.8
OffensEval’19 RB word-NS 75 63.6

SE’07 w2v dep-path 1 43.4
SE’10 RB dep-path 5 78.7
SE’18 RB dep-path 5 35.9

FN1.5 RB lexical-unit 1 63.9
FN1.7 RB lexical-unit 1 61.9

Table 6: Classification results using kNN for word-level
tasks (upper part) and sentence-level tasks (lower part).
k refers to the best identified validation k.
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(b)
Figure 4: kNN performance for increasing training
dataset sizes for the word-level task of NER (a) and
the sentence-level tasks of short text classification and
relation classification (b).

7 Conclusion

We presented an analysis of different linguisti-
cally informed aggregation strategies for word
embeddings in an information retrieval setting to
find semantic units of the same class for differ-
ent NLP tasks. Our experiments show that more
fine-grained label sets perform better with specifi-
cally designed task-dependent linguistic structures,
whereas coarse-grained tasks such as short-text
classification, work quite well with simple struc-
tures such as chunk, word-NS, or even the BoW
baseline. We believe that particularly for the short-
text classification tasks, certain keywords often are
sufficient to trigger a certain class (e.g. offensive
words). This can also be observed for word-level
tasks. It is thus highly dependent on the task at
hand if explicit structures based on external lin-
guistic knowledge can be beneficial. We showed
that more complex tasks benefit from both, linguis-
tic structures and contextualized word embeddings.
We also showed that for simple k nearest neigh-
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bor classification, only a certain amount of training
data is sufficient to reach a decent performance.
Use cases of this work include support for rapid
training data collection, manual coding/annotation
of datasets e.g. in social science and humanities
applications, retrieval of similar language use in
eDiscovery tasks, and many more.
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A KNN Results

Data

Masking + Embedding CoNLL-2003
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Eval

’07 T7 (Sem
Cor)

Sem
Eval

’07 T7 (W
NGT)

Sem
Eval

’07 T17 (Sem
Cor)

Sem
Eval

’07 T17 (W
NGT)

MFS - - 55.3 54.4 63.60 58.0 51.8 38.9 F1

token (w2v) 3 25 25 24 24 8 20 25 k
64.5 44.9 54.8 51.8 62.9 58.5 50.7 43.9 F1

token (RB) 1 11 8 15 6 1 7 1 k
79.4 65.6 78.1 73.3 69.6 69.7 63.6 60.7 F1

SPS (w2v) 3 16 - - - - - - k
73.5 52.3 - - - - - - F1

SPS (RB) 3 9 - - - - - - k
79.6 65.9 - - - - - - F1

Table 7: Word-level classification results using KNN. Showing the best identified hyperparameter k and the F1
score.
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Twitter-Airline - 9 22 5 133 113 31 194 200 194 - - - k
(w2v ) - 83.3 62.8 68.0 75.3 77.0 73.7 78.9 79.9 78.5 - - - F1

Twitter-Airline 42 29 24 17 14 58 21 89 141 29 - - - k
(RB) 83.9 87.8 81.7 82.5 83.5 81.8 82.3 79.9 81.5 79.3 - - - F1

Offens-Eval’19 - 16 160 180 164 154 84 30 67 39 - - - k
w2v - 42.2 56.4 59.5 59.3 56.9 55.1 51.3 56.0 54.4 - - - F1

Offens-Eval’19 8 54 54 44 75 66 51 38 52 27 - - - k
(RB) 33.4 46.1 61.7 60.0 63.6 56.9 60.0 56.7 61.1 55.5 - - - F1

SE’18 - 6 4 13 4 26 6 8 2 9 3 - - k
(w2v) - 27.9 15.8 14.4 16.5 15.6 22.4 19.8 15.7 19.7 27.9 - - F1

SE’18 10 4 14 15 18 38 27 25 2 20 5 - - k
(RB) 21.5 26.6 21.6 17.3 20.2 15.2 16.5 24.1 25.0 17.6 35.9 - - F1

SE’10 - 65 11 24 16 41 30 23 24 22 107 - - k
(w2v) - 40.7 9.6 11.3 17.2 22.7 22.4 24.4 27.8 24.4 67.0 - - F1

SE’10 14 17 90 28 28 42 49 38 15 9 5 - - k
(RB) 33.9 50.5 24.8 29.0 30.0 34.8 34.1 31.2 40.2 41.7 78.7 - - F1

SE’07 - 1 16 6 10 2 7 2 1 16 1 - - k
(w2v) - 22.3 8.6 7.0 8.6 12.6 12.6 14.7 16.5 11.3 43.4 - - F1

SE’07 6 2 5 4 10 3 3 11 3 1 12 - - k
(RB) 11.0 22.4 13.4 13.4 10.8 18.8 14.4 17.2 23.0 26.5 41.6 - - F1

FrameNet-1.5 - 24 42 44 41 79 92 79 27 25 - 1 1 k
(w2v) - 1.5 0.2 0.4 1.1 2.6 1.7 1.8 2.1 1.9 - 58.8 55.1 F1

FrameNet-1.5 20 14 44 34 49 26 66 60 17 24 - 1 1 k
(RB) 0.8 1.4 1.6 2.2 2.9 3.1 3.0 1.8 2.9 3.4 - 63.9 54.3 F1

FrameNet-1.7 - 9 2 62 60 64 61 41 113 38 - 1 1 k
(w2v) - 1.3 0.4 0.8 1.1 2.5 1.9 1.7 2.2 2.0 - 56.3 52.6 F1

FrameNet-1.7 2 13 76 38 36 49 65 83 41 69 - 1 1 k
(RB) 0.6 1.7 1.5 2.2 3.1 3.4 3.3 1.8 3.1 3.0 - 61.9 53.1 F1

Table 8: Sentence-level classification results using KNN. Showing the best identified hyperparameter k and the F1
score.
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Abstract

Document scaling techniques have been
widely used in political science to infer parti-
sanship measures and to rank documents on a
scale of ideal points, based on bag-of-word ap-
proaches. These approaches typically under-
estimate the semantic and syntactic patterns
contained in the corpus. Recent advances in
natural language processing, particularly se-
mantic search models, offer an improved topic
coherence due to a semantic space of em-
bedded words and documents, whose struc-
ture is able to identify topics without setting
their number as a hyperparameter. We pro-
pose a scaling technique, namely TopicShoal,
that extracts meaningful topic vectors using
a semantic search technique (Top2Vec) and
scales partisanship among speakers or par-
ties using a Bayesian factor analysis on the
document-topic distances, thereby enabling a
semantic explanation of the ideal points’ varia-
tions. This novelty, suited for both monolin-
gual and multilingual corpora, addresses the
bag-of-word constraint by capturing the nar-
rative signals in the corpus and exploiting a
coherent and independent topic vector struc-
ture. Applied to a corpus of German party
manifestos and Deutsche Bundesbank execu-
tive board members’ speeches, TopicShoal suc-
cessfully identifies discourse-level differences
among parties and speakers via topic inten-
sities, whose projection on the ideal points’
scale reveals common debated themes and
other sideline interests that differentiate parties
and speakers.

1 Introduction

Text mining in political science comprises distinct
families of methods usually applied to monolingual
text data. Topic models define probabilistic models
used to extract groups of words with a semantic
meaning, referred to as topics based on a generative
model of texts, while the document scaling family

gathers probabilistic as well as non-probabilistic
approaches used to infer a unidimensional scale as-
sumed to be a proxy of ideal-points or (ideological)
positions prevailing among speakers or parties.

Non-probabilistic scaling techniques are based
on pre-established wordlists from reference texts
(Laver et al., 2003) whose availability outside the
English language is limited, while probabilistic
techniques are mostly based on the assumption
of a Poisson distribution for word frequencies, as
for Wordfish (Slapin and Proksch, 2008) which in-
fers a unidimensional, normally distributedN (0, 1)
scale for document positions, or the Poisson re-
duced rank models which permit to endow a time-
variability to the learned scale (Jentsch et al., 2020).
Wordshoal (Lauderdale and Herzog, 2016) uses
Wordfish estimates over distinct debates to aggre-
gate the results at the level of speakers, where dif-
ferences in document positions within debates ap-
proximate the ideological stance between speak-
ers. Such schemes have been used in political sci-
ences to measure polarization of political parties
in the United Kingdom (Goet, 2019), investigate
left-right differences (Däubler and Benoit, 2021),
in Germany for parties’ manifestos (Jentsch et al.,
2021) or for economic institutions’ forecasting re-
ports (Diaf et al., 2022) and were found to have
some drawbacks in applications with small cor-
pora or limited vocabulary (Hjorth et al., 2015) and
to text pre-processing choices (Denny and Spir-
ling, 2018). Scaling speakers using topic variations
(Vafa et al., 2020) was proposed as a generaliza-
tion of Wordshoal where word contributions are
allowed to differ among speakers using a hierarchi-
cal Poisson factorization, while Latent Semantic
Scaling (Watanabe, 2021) is a semi-supervised ap-
proach to scale documents on a specific task, using
Latent Semantic Analysis (Deerwester et al., 1990)
over sentences or paragraphs, augmented with a
wordlist for positive/negative terms. Another hy-
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brid approach learns a Wordfish scale that serves
as an explanatory variable to a supervised LDA
(Diaf and Fritsche, 2021) with the aim of tracking
topics’ prevalence over time using dynamic word
frequencies.

Latent Dirichlet Allocation (Blei et al., 2003) is
still the workhorse for topic model applications,
despite being a heuristic method yielding relatively
unstable results and being highly dependent on
the hyperparametrization chosen by practitioners
(Airoldi et al., 2014). Further variants were pro-
posed to adapt the algorithm to the corpus spec-
ifications’ or to add prior information as a semi-
supervised approach (Eshima et al., 2020).

The advent of distributional representations
helped researchers exploring the field of seman-
tics and overcoming the bag-of-word restrictions
by adopting neural architectures able to capture
word similarity in context (Mikolov et al., 2013)
and facilitate document comparisons (Dieng et al.,
2019) even for multilingual documents that require
a Zero-shot learning strategy (Bianchi et al., 2021).
Semscale (Nanni et al., 2019) was proposed as a
scaling technique relying on word embedding mod-
els, aiming at uncovering party positions from po-
litical manifestos and able to capture differences in
multilingual manifestos.

Top2Vec (Angelov, 2020) belongs to the seman-
tic search class of topic models where the number
of topics, usually set as a hyperparameter, is auto-
matically learned as being equal to the clusters of
document representations using UMAP (McInnes
et al., 2018) as a non-linear dimensionality reduc-
tion technique. As a mixture of three unsupervised
models, it uncovers coherent topics and set their
hierarchies for a better document-word represen-
tation, that could be augmented with pre-trained
word embedding models.

This article proposes a novel semantic, topic-
based semi-supervised scaling approach that out-
performs the existing document scaling techniques
in terms of coherence and interpretability, combin-
ing topic vectors learned from a semantic space and
an aggregation scheme to derive ideal points for an
intuitive positional analysis, suited to monolingual
and multilingual corpora. It consists, at the first
stage, of a semantic search model (Top2Vec) that
uncovers coherent topics, serving as an input for
a Bayesian factor model (Lauderdale and Herzog,
2016) that yields a positional scale with seman-
tic properties through topic intensities. We argue

that the usual techniques are constrained by the
bag-of-word hypothesis and cannot uncover seman-
tic signals from the corpus, but just similarities in
word counts, known as lexical overlap (Nanni et al.,
2019), that overlook both semantic and syntactic
features, in addition of rendering aggregate-level
measures sensitive to word frequencies distribu-
tions. Moreover, recent applications built upon
word embedding models are prone to an informa-
tion bias transferred from large corpora to small
and specific ones for monolingual documents (Pa-
pakyriakopoulos et al., 2020) or from one language
to another (Bianchi et al., 2021), however, the use
of multilingual pre-trained embedding models is
mandatory to ensure a language-transferability of
topics other than the training set (Bianchi et al.,
2021) that requires setting the number of topics.

Two corpora were chosen to test TopicShoal at
the monolingual and multilingual levels respec-
tively. The corpus of Comparative Manifesto
Project (CMP) (Volkens et al., 2021) was used to
get the last three legislative elections’ manifestos
to scale the six main parties forming the current
German political landscape, resulting in a scale that
identifies partisanship of four parties (CDU/CSU,
FDP, Grüne and SPD) in themes related to security,
local affairs and economic concerns, in contrast of
two parties (AFD, Linke) dominating the two ends
of the scale as they have different priorities/focus,
hence extending the partisanship spectrum. The
corpus of executive members’ speeches at the Ger-
man Central Bank (Bundesbank) during the period
2012-2017 (Karim El-Ouaghlidi et al., 2019) is
mainly bilingual (German-English) and cannot be
analyzed using traditional text mining techniques,
however, applying TopicShoal with the help of a
multilingual embedding model uncovers a member-
specialization strategy from the given addresses
with specific interests given to Eurozone, financial
stability and digitalization.

2 Methodology

2.1 Top2Vec

Aside from traditional topic models which use
variational inference to uncover topics from word
counts, Top2Vec augments the usual distributional
representation methods, as for Word2Vec, by
adding a paragraph vector to the neural network
(Angelov, 2020) to create a joint word and docu-
ment representations forming a semantic space able
to uncover associations that helps learning coherent
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topic vectors from dense areas of document using
Hierarchical Density-Based Spatial Clustering of
Applications with Noise (HDBSCAN) (McInnes
et al., 2017), under the hypothesis that the number
of dense areas of documents is equal to the number
of topics. Hence, the number of topics is no longer
a hyperparameter as for most algorithms.

Top2Vec features a structure of independent,
mostly low-correlated, topics because of the HDB-
SCAN application, ensuring a non-overlapping out-
come often found in traditional topic models, hence
enabling a robust Bayesian aggregation on indepen-
dent topics, instead of a debate-structure that might
have an intertwined topic prevalence.

2.2 Bayesian factor analysis
We use a modified version of the Bayesian aggre-
gation used in Wordshoal (Lauderdale and Herzog,
2016) by setting the document positions as being
drawn from a truncated normal distribution, instead
of a normal distribution, as the document-topic co-
efficients are indeed distances mainly on the [0,1]
interval.

Let ψij defines the score of ith document in the
jth topic learned via Top2Vec. The Bayesian ag-
gregation used in Wordshoal to infer a latent scale,
represented by a vector of speakers’ positions θi is
as follows:

TopicShoal
1st Stage: Apply Top2Vec and extract the inferred
topics:
ψij defines the distance between the ith document
and the jth topic (based on cosine distance)
2st Stage: Each topic inferred is assumed to form a
debate:
Inferring ideal points θi using the following factor
analysis:
ψij ∼ N (αj + βjθi, τi)
θi ∼ Ntrunc(0, 1)
αj , βj ∼ N (0, 0.25)
τi ∼ G(1, 1)

where Ntrunc denotes the truncated normal dis-
tribution as ψij are represent document-topic dis-
tances. βj is a topic polarization parameter.

Lauderdale and Herzog (2016) assumed debates
being independent and serving as a basis to a mul-
tiple Wordfish scaling within each debate, that ren-
ders different word contribution for each scale.
While this assumption allows a dynamic word con-
tribution per debate, it ignores a potential topics’

prevalence that might differentiate speakers or par-
ties out of the debate dimension. Hence, build-
ing an Bayesian factor analysis on semantic topics
makes it possible to track their prevalence in the
unidimensional scale of positions, using the learned
βj .

In other terms, TopicShoal ensures a debate trans-
fer from a time perspective to a topic structure for
a better interpretability of the ideal positions. This
is motivated by the fact that debates are defined
by their occurrence, but usually discuss the same
topics or concerns.

3 Application

3.1 German political manifestos

Manifestos of six main German parties (AFD,
CDU/CSU, FDP, Grüne, Linke and SPD) for the
last three legislative elections (2013, 2017 and
2021) were collected from the CMP (Volkens et al.,
2021), consisting of 933 documents coded into 7
manually-annotated different categories (External
Relations, Freedom and Democracy, Political Sys-
tem, Economy, Welfare and Quality of Life, Fabric
of Society and Social groups).

The prevailing manifestos’ interests appear to
have a focus on the past and present rhetoric, in-
line with results found in international manifestos
(Müller, 2022), with 20 topics learned, indicating a
slight dominance of themes related to society and
quality of life, as shown in Table 1.

Topics 14 and 9, respectively criminality and
communes/municipalities, polarize the scale to the
right-hand side (CDU and AfD) as indicated by
positive βi while most negative topic contributions
are related to the left-hand side (Grüne and Linke,
negative βi) of the scale. The 95% confidence in-
tervals offer an idea of parties’ interest breadth that
are captured by the topic intensities in Table 3. No-
ticeable are the close ideal points of three parties
(Grüne, FDP and SPD), indicating similar inter-
ests displayed in their manifestos, and the contrary
holds for the AfD, whose position dominates the
right-hand scale and appears to be insulated from
other parties.

Wordshoal estimation using the same corpus was
not convergent 1 in addition of requiring setting an
identification constraint2. Results do not render a
clear partisanship scale, as demonstrated in Figure

1Tolerance level set to 10−10

2We assumed θLinke2013 < θAFD2013
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Topic Top 10 Words
1 fluchtlinge integration asyl bleiberecht gefluchteten asylbewerber antragstellerin optionszwang gefluchtete abschiebungen
2 schulden schuldenbremse eurozone stabilitats europaische eu wachstumspaktes ezb wachstumspakts maastricht
3 russland staaten frieden beziehungen internationale usa internationalen vereinten nationen multilateralen
4 demokratie parteien fußspur nebenverdienste abgeordneten vermengung demokratische transparenz parlamente mandats
5 leistungen versorgung pflege rente medizinische ambulante ambulanten alter medizinischen gesetzlichen
6 arbeitnehmer beschaftigten arbeit arbeitgeber beschaftigte beschaftigung arbeitsplatze tarifvertragen leiharbeit tarifvertrage
7 kultur gedenkkultur kulturelle kunst kulturforderung restitution kulturellen aufarbeitung filmerbe kulturpolitik
8 ehe ehen paare adoptionsrecht adoptionen patchwork fureinander familien verheiratet familie
9 kommunen gemeinden regionen landkreise stadte landlichen lander ort kommunale bund
10 nachhaltige okologische nachhaltigkeit energien nachhaltigen energie okologischen nachhaltiges wachstum erneuerbare
11 bundestagswahl politik merkel koalition steinbruck wahlerinnen marktkonforme koalieren wahlprogramm doch
12 bildung schulen lernen schuler schule schulerinnen lehrer hochschulen unterricht lehr
13 nato bundeswehr militarische abrustung atomwaffen rustung streitkrafte militarischen buchel nuklearen
14 straftaten polizei kriminalitat strafverfolgung tater organisierte fußballstadien aufzuklaren straftater gewalt
15 verbraucher produkte honorarberatung nahrwerte ampel markt wettbewerb finanzprodukten smiley finanzmarkte
16 infrastruktur technologien ausbau deutschlandtakt digitalisierung innovationen digitale anschlussen verkehrswege nutzen
17 wahlt zukunft starken starke grun bekampfen burgernahes schutzen statt stimmt
18 walder natur artenvielfalt tiere klima naturnahe lebensraume umwelt wald klimaschutz
19 engagement zusammenhalt ehrenamtliches feuerwehr ehrenamtlich ehrenamtliche ehrenamt ehrenamtes engagierte feuer
20 landwirtschaft landwirte landwirt ackerbau bauerliche kleinbauerliche landbau agrarbetriebe agrarzahlungen junglandwirte

Table 1: Top 10 words of the topics learned by Top2Vec on the German political manifesto corpus.

Topic Top 10 words
1 eurosystems finanzpolitik eurosystem euroraums finanzkrisen eurozone bankensektors geldpolitik geldpolitischer finanzkrise
2 bargelds geldpolitik geldmarkt bankbilanzen currency monetaren bargeld monetaire wahrung eurosystem
3 bankensektors bankensektor innovationen innovations finanzbranche finanzsektors bankensystems innovation finanzsektor bankensystem
4 eurosystems eurosystem zahlungsverkehr euroraums eurozone zahlungsmittel euroraum kreditvergabe geldmarkt transaktionen
5 repercussions risikoteilung nachhaltig risques risks risiko nachhaltige krisenmaßnahmen risque risk
6 empirical data statistics analyses statistical trends informationen indicators analysen finanzsystems
7 digitalen verbraucher digitale digitalisation consumer digital consumers cyber technologien technologie
8 cyber security sicherheit threat sicherheiten sicherzustellen safeguarding vulnerable secure danger
9 blockchain bitcoins bitcoin geldmarkt currencies zentralbankgeld bankbilanzen bankensystem geldpolitik bankensystems

10 geldpolitik geldpolitischer geldmarkt renminbi geldpolitische geldpolitischen currencies currency zentralbankgeld staatsanleihen

Table 2: Top 10 words of the topics learned by Top2Vec on the Bundesbank speeches corpus.
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Figure 1: Estimated german parties’ ideal points using
TopicShoal.
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Figure 2: Estimated german parties’ ideal points using
Wordshoal (Lauderdale and Herzog, 2016).
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βi
Topic 1 0.03
Topic 2 0.02
Topic 3 0.07
Topic 4 -0.16
Topic 5 -0.13
Topic 6 -0.23
Topic 7 -0.25
Topic 8 -0.33
Topic 9 0.15
Topic 10 -0.03
Topic 11 -0.08
Topic 12 -0.04
Topic 13 -0.30
Topic 14 0.30
Topic 15 -0.15
Topic 16 0.02
Topic 17 -0.31
Topic 18 -0.43
Topic 19 0.04
Topic 20 -0.05

Table 3: Estimated topic intensity βi using TopicShoal
on the German political manifesto corpus.

2, confirming that word counts are not always able
to capture parties’ partisanship.

3.2 Bundesbank speeches

Dataset of Deutsche Bundesbank executive board
members’ speeches (Karim El-Ouaghlidi et al.,
2019) is used to test the multilingual version of Top-
icShoal with the help of a multilingual embedding
model that ensures a topic-transferability between
different languages used in the corpus. The dataset
comprises 791 speeches given by nine different
executive board members during the period 2012-
2017 in four different languages (english, french,
german and italian) although english and german
share 98% of the corpus. TopicShoal is used to
extract central bankers positions using multilingual
embedding 3 (Reimers and Gurevych, 2019) given
to Top2Vec that uncovered 10 different topics re-
lated to various aspects of monetary policy prac-
tices, as for risks and vulnerabilities (topic 5), Euro-
pean concerns (topic 1 and 4), financial innovation
(topic 3), security and digitalization (topic 7, 8 and
9) and monetary policy (topic 10) as displayed in
Table 2.

The positional analysis, as mentioned in Fig-

3paraphrase-multilingual-MiniLM-L12-v2

ures 4 and 5, helps classifying members into small
groups of similar interests, given the learned topics,
where topics related to classical monetary policy
(topics 2 and 10) are polarizing positive members’
positions, while risks and crisis-related concerns
are mostly linked to negative positions, as reported
in Table 4. Positions with wide confidence intervals
(Beermann and Böhmler) could be explained by the
variety of speeches, members gave during the pe-
riod, while firm positions with relatively small con-
fidence intervals (Dombret, Weidmann and Thiele)
indicate a potential specialization or theme prefer-
ences of the members.

βi
Topic 1 -0.16
Topic 2 0.44
Topic 3 -0.15
Topic 4 0.22
Topic 5 -0.78
Topic 6 -0.22
Topic 7 0.30
Topic 8 -0.82
Topic 9 -0.01
Topic 10 0.53

Table 4: Estimated topic intensity βi using TopicShoal
on Bundesbank executive board members’ corpus.

4 Conclusion

We presented a novel topic-based, scaling tech-
nique able to learn ideal points based on the corpus’
semantic features and yielding an explanatory posi-
tional analysis, for both monolingual and multilin-
gual corpora. It outperforms existing bag-of-word
methods, which are not always convergent, and
other semantic approaches that directly use bias-
prone, pre-trained embedding models. Capturing
meaningful topics, in addition to uncovering latent
patterns within documents, helps building genuine
unidimensional scales to rank speakers or parties
without the need of taking the analysis to the multi-
dimensional level or requiring further intervention
on hyperparameters setting, though such efforts
usually add a user-bias and are not time-efficient.
TopicShoal demonstrated similar interests of four
German political parties given to regular debated
themes during the last three legislative campaigns,
while scaling multilingual speeches at the Bundes-
bank proved to be effective in uncovering prefer-
ences and specialization of central bankers related
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Figure 3: Estimated german parties’ ideal points using TopicShoal with projected topic contributions.
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Figure 4: Estimated Bundesbank executive board mem-
bers’ ideal positions using TopicShoal.

to modern monetary policy practices and hot topics
as for digitalization and financial innovation.
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Abstract

A lot of NLP tools are not maintained anymore,
but might still provide some unique functional-
ity. We investigate whether such legacy tools
could be replaced by a neural network that
closely imitates the original behavior. For this
purpose, we propose model cloning that can be
performed by solely looking at the output of the
original model, which makes the cloning possi-
ble also for black-box systems. Using a single
neural architecture for cloning legacy models,
caries other benefits like ease-of-use, continued
maintenance, and expected speed increase. As
a proof-of-concept, we clone 9 models from 5
POS tagger implementations of different com-
plexity. The cloned models all learn to perform
POS tagging on par with the legacy models, but
seem not to learn the specific tagging patterns
of individual legacy models.

1 Introduction

End-to-end neural models are increasingly used to
build NLP tools (Tao et al., 2022; Wolf et al., 2020;
Qi et al., 2020; Akbik et al., 2019; Han et al., 2019)
However, legacy tools are still being used in pro-
duction and for research purposes, as they might
provide a unique functionality that cannot be easily
replaced. Such legacy tools are often not main-
tained anymore and increasingly hard to use. Or
outright dangerous, as the Log4Shell vulnerability1

has turned some legacy Java tools into unmanage-
able security risks. They might only work with a
specific OS version or with an outdated version of
the programming language. Or the required models
have to be secretly traded between researchers, as
the official download ceased to exist. For some very
important tools, it might be possible to port them
to the latest technology and keep them available,
but the bulk of legacy tools will soon be gone.

1https://en.wikipedia.org/wiki/Log4Shell

Figure 1: The model cloning process.

We argue that a possible solution is to clone the
legacy models into a state-of-the-art neural model.
We consider here a situation where the original
training data is not available. Otherwise, we could
simply retrain the model. The legacy models might
also include hard-coded heuristics or dictionaries
that are not reflected in the training data itself. We
thus propose to apply the legacy model on plain
text and then use the results to train a new model.2

In this paper, we choose POS tagging as a proof-
of-concept use case to illustrate the potential prop-
erties of model cloning. We choose 9 different POS
models from 5 legacy tools and clone their behavior
into BiLSTM-CRF networks (Huang et al., 2015;
Graves et al., 2013). We make all of the generated
cloned models and our experimental code publicly
available.3

2 Model Cloning

Under model cloning, we understand the process
of copying the behavior of a legacy model by only
looking at its output. Figure 1 gives an overview
of the cloning process, where we select a legacy
model (PL(y|x, θ)) which is trained on data (x, y)
(unknown to us) is fed with unlabeled data (x′). To-

2Cloning might be restricted by the license of the legacy
model.

3https://github.com/aggarwalpiush/model cloning
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gether with predictions (fL(x′))) generated by the
model these data-label pairs are use to train a deep
neural network. After optimized training, the gen-
erated model (P c(fL(x′)|x′, θ′)) is called cloned
model. Here θ and θ′ represent model parameters.

3 Experimental Setup

To illustrate the potential properties of model
cloning, we use POS Tagging as an example task.
We apply the above mentioned model cloning ar-
chitecture to classical POS taggers and evaluate
how closely we can copy there behavior.

POS Taggers Table 1 lists the pre-neural legacy
POS-taggers used in our experiments. We use the
DKPro core framework (Eckart de Castilho and
Gurevych, 2014) version of the following taggers:
We use Java-based NLP4J (or ClearNLP) (Choi
and Palmer, 2012), Hepple (Hepple, 2000), Mate
tagger (Björkelund et al., 2010), OpenNLP4 and
Stanford (Toutanova et al., 2003).

Cloned Model Sequence labeling tasks such as
POS-tagging are most promisingly taken care by
linear statistical models (e.g. Conditional Random
Fields (CRF) (Lafferty et al., 2001)) and neural
network (NN) based models such as LSTM, BI-
LSTM, etc. In our work, we use BILSTM-CRF
based DNN architecture (Huang et al., 2015) for
generating cloned models, where for a selected to-
ken in the text statement, a BILSTM layer carry
the input text features from both direction of the
sentence (Graves et al., 2013) as well as CRF layer
provide sentence level tag information. We use a
untrained embedding layer of 300 size input to 300
units of BILSTM cells followed by single layer
of fully connected neural network having 13 units
(number of classes). Model’s raw predictions (pre-
normalized) is used to generate CRF transition ma-
trices which are input to a RNN cell to generate the
final prediction. Negative log likelihood of CRF-
layer output is used as loss function with Adam
(Kingma and Ba, 2014) as an optimizer.

Note that for our proof-of-concept experiment,
the actual architecture in the cloned model only
needs to be powerful enough to simulate the origi-
nal behavior. However, other architectures might
be able to learn the same behavior from less data
or reflect the behavior more closely.

4opennlp.apache.org

Tagger Modelname Domain abbr.

Hepple - - hp

Mate Conll2009 mixed mt

NLP4J Ontonotes news on
Mayo medical ma

OpenNLP Maxent unknown mx
Perceptron unknown pp

Stanford
csls-left3w news st1
fast unknown st2
wsj-0-18-csls news st3

Table 1: POS-taggers’ models considered for cloning
process.

Unlabelled Data Based on the model cloning
process described in Figure 1, we use the known
unlabeled data for training and labeled test data for
evaluation. Note that all the labels are normalized
and mapped to standard coarse grained universal
tag-set (Das and Petrov, 2011). As an input to
legacy models, we use web text of 1 Million sen-
tences from news-wire platforms downloaded from
the Leipzig Corpus Collection (Goldhahn et al.,
2012). Before prediction, each sentence was tok-
enized using NLP4j’s tokenizer (Choi and Palmer,
2012). We ignore the tags ‘apos’, ‘ˆ’ and ‘X’ in
our experiments, as they are not easily mapped to
coarse-grained labels for comparison.

Labeled Test Data As we also want to evaluate
the objective tagging quality of the cloned models,
we evaluate on a corpus with gold tags, following
the setup in Horsmann et al. (2015). For evalua-
tion, we consider formal writings, e.g. news arti-
cles, travel reports and how-to’s which overlap the
same domain with the known unlabeled data. We
use three subsections of the GUM (Zeldes, 2017)
and Brown (Francis and Kucera, 1964) corpus. De-
tails of the corpora are provided in Table 3.

Model Training To generate the cloned models,
we use the DELTA framework5 (Han et al., 2019).
We use a batch size of 36,864 for only single epoch
cycle with a dropout rate of 0.5 and 0.001 as learn-
ing rate. Since our objective is to investigate how
well we can learn the output of the taggers, we do
not initialize the network with word embeddings
to avoid any other external dependency than the
training data. To generate the predictions labels,
we use a 64 bit Intel(R) Xeon(R) Gold 5120 CPU
@ 2.20GHz machine. For the training of cloned

5github.com/didi/delta
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ERROR tokens (×103 per sec)
Tagger Brown GUM-News GUM-Voyage GUM-HowTo Cloned Legacy ∆

Mate (mt) .05 .05 .05 .05 186.6 4.5 +182.1
Hepple (hp) .04 .03 .03 .04 213.8 227.6 -13.8
OpenNLP (mx) .04 .03 .04 .04 183.5 40.4 +143.1
OpenNLP (pp) .06 .05 .07 .07 190.9 193.1 -2.2
Stanford (st3) .04 .03 .04 .03 196.6 16.3 +180.3
Stanford (st1) .04 .03 .04 .04 211.4 15.1 +196.3
Stanford (st2) .04 .04 .04 .04 214.2 9.1 +205.1
NLP4J (ma) .06 .04 .04 .05 208.2 26.7 +181.5
NLP4J (on) .06 .03 .04 .04 198.9 14.9 +184.0
Average .05 .04 .04 .04 200.5 60.9 +139.6

Table 2: The cloned models performance evaluated on labeled test data. ERROR is calculated by substracting
Weighted F1 metric from 1. ∆ provide tagging speed comparison with respect to legacy models.

.

Corpus Tokens
(x103) Tagset Sent Len

(µ± σ)

Brown 1,018 Brown 20.2± 13.1
GUM-News 8 PTB-TT 23.0± 12.5
GUM-Voyage 7 PTB-TT 22.0± 13.4
GUM-HowTo 11 PTB-TT 15.6± 9.9

Table 3: News domain labeled test data. Here, PTB-TT
denotes penn tree bank with extended tree tagger tag-
set.

models, an additional 24 GB memory size Quadro
RTX 6000 GPU is used.

4 Results

Table 2 shows how closely the cloned models were
able to mirror the behavior of the legacy models.
For that purpose, we treat the legacy results as the
gold standard and report the ERROR, i.e. how much
the cloned models deviates from it. We find that
on average cloned models are able to approximate
the behavior of legacy POS taggers with an error
of 4 points. This value is statistically significant
(based on McNemar Test (Dietterich, 1998) with
p < 0.05), which means that our cloned models
are significantly different from the legacy models.

Error Analysis The heatmap in Figure 2 shows
where we find the major differences between legacy
and cloned model. We only show results for the
Stanford (st1) model, but the other models perform
similarly. One source of mismatch are verb/noun
and adj/noun confusions in both directions, which
seems to indicate that the model has not learned
the actual behavior of the legacy model. An error
category that stands out is where the cloned model
assigns a NOUN tag to what should have been
PUNCT within the legacy model. For example in
the sequence Annapolis , Jan. 7 ( special ), the

token the closing parenthesis is tagged as a noun
by all cloned models.

Tagging Quality When the cloned model devi-
ates from exactly mirroring the behavior of the
legacy model, it could (i) assign a wrong tag when
the legacy model was wrong, (ii) correct a mistake
by the legacy model, or (iii) assign a wrong tag
when also the legacy model was wrong (this last
case would be neutral in term of tagging quality).
To test what effect is dominating here, we also eval-
uate legacy models and their cloned versions on the
gold labels of our evaluation corpus. We find that
cloned models are either on par with legacy models
or up to 2 percent points worse (in terms of aver-
age F1). This shows that differences in behavior
between legacy and cloned models are relevant for
the task performance and result in worse tagging
quality.

Tagging Speed To measure the tagging speed,
we choose a single server setup for both legacy
as well as cloned models. We only measure pure
tagging speed and exclude model loading time, be-
cause when tagging a lot of text the one-time cost
to load the model does not matter that much. Ta-
ble 2 shows that cloned models are either much
faster or on par with legacy tools. Projecting in the
future, the neural models will get faster, while the
legacy models are unlikely to benefit from using
GPUs and improved library speed.

5 Related Work

Model cloning can be seen as a kind of model ex-
traction attack, where copying a model has been
investigated under the aspect of being a threat to a
service’s underlying business model (Yuan et al.,
2022; Tramèr et al., 2016). In this scenario, an ad-
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Figure 2: Heatmap illustrating failures of the cloned
model to reproduce tags assigned by the Stanford legacy
model (st1).

versary keeps using a model, which is offered via
a paid or un-paid endpoint, until enough data has
been gathered to train an own model. In particular,
neural network-based model extraction is a pow-
erful approach with their ability to approximate
a function that maps an input on a certain output
(Yi Shi et al., 2017). Adversaries can exploit the
neural network to approximate the functionalities
of endpoint services and become independent af-
ter successful cloning (Takemura et al., 2020; Atli
et al., 2020). Extraction attacks are not only limited
to attack model functionality, but also helps in steal-
ing model hyper-parameters which are considered
confidential specially for commercial and propri-
etary algorithms (Wang and Gong, 2018). Neural
networks such as Knockoff Nets (Orekondy et al.,
2019) are able to successfully by-pass the mone-
tary and intellectual effort and create a reasonable
cloned models as little as $30. Even cloning of
real time systems such as artificial human voice
synthesis (Arik et al., 2018) and autonomous driv-
ing (D’Este et al., 2003; Kuefler et al., 2017) are
common practices nowadays.

Other related methods are distant (Mintz et al.,
2009) and weak (Hoffmann et al., 2011) supervi-
sion which are used to build huge however rela-
tively noisy labeled training data. They not only
save time and money but are also less prone to
induce human errors into the dataset. The algo-
rithms which are used to generate the labels can

be correlated with cloned model that approximate
the behavioral mapping of available manually an-
notated data. Another area related to cloning is
Bootstrapping (Goldman and Zhou, 2000), where
machine-annotated raw data is generated as an at-
tempt to overcome the lack of human-annotated
gold data.

6 Summary

Model cloning is a potential solution to ensure the
continued availability of legacy tools that are not
maintained anymore. As a first experiment into
model cloning, we have experimented with mir-
roring the behavior of 9 different pre-neural POS
tagging models. We find that the cloned models
come close in terms of POS tagging performance,
but somewhat fail to closely resemble the specific
behavior of individual taggers.

Our results are limited by only experimenting
with POS tagging as one example task and by us-
ing only one neural architecture. Some NLP tasks
might lend themselves more easily to cloning and
some neural architecture might be better suited for
cloning. In future work, we thus want to improve
the cloning process to better capture the specific
behavior of a given model the and to extend the
paradigm to other tasks beyond POS tagging.
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