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Abstract

Docket files, also known as plumitifs, are legal
text documents describing judicial cases. They
are present in most jurisdictions and are meant
to provide a window on legal systems. They
contain information of a judicial case such as
parties’ identities, accusations’ provisions, de-
cisions, and pleas. However, this information
is cryptic, using abbreviations, and making ref-
erences to the criminal code. In this paper,
we explore the use of neural text generators to
improve the legal accuracy of the docket file
verbalization regarding the accusations, deci-
sions, and pleas sections. We introduce a le-
gal accuracy evaluation scale used by jurists to
manually assess the performance of three ar-
chitectures with different levels of prior knowl-
edge injection. We also study the correlation
of our human evaluation methodology with au-
tomatic metrics.

1 Introduction

The plumitif [plymitif] is a legal registry providing
short summaries of every judicial case heard by
the courts in the province of Quebec, Canada. It is
akin to what is known in English as court dockets,
used in several other judicial systems. It provides
information about the stakeholders involved in a
case, the moment and the location where the var-
ious steps of the judicial process take place, and,
in the case of the criminal plumitif, it also gives
information about the offences, the pleas, and the
verdicts. However, although this information is
publicly available online, in reality, it is hardly ac-
cessible because of the format in which the plumitif
is presented. It is written almost exclusively using
abbreviations and makes numerous references to
provisions in the Criminal code that are not defined
anywhere (see Appendix A for an example). As a
result, even experienced lawyers confess they some-
times have a hard time understanding the plumitif
(Parada et al., 2020).

This lack of intelligibility is an issue (Tep et al.,
2019; Parada et al., 2020; Beauchemin et al., 2020).
Indeed, while the plumitif could serve many useful
purposes, at the moment, it is not used to its full
potential because of how hard it is to understand.
For instance, the lack of intelligibility prevents
self-represented litigants from using the plumitif
to keep track of their cases. It also burdens the
work of journalists using the plumitif to report on
legal affairs. There are also instances of citizens
who suffered prejudices because insurers misin-
terpreted their docket when they consulted it for
background check purposes (Gaumond and Gar-
neau, 2021). Therefore, tackling the issue of the
understandability of Quebec’s criminal plumitif is
a worthy objective. It could promote access to
justice, improve the transparency of the judicial
system and prevent discrimination.

Beauchemin et al. developed a web application
to tackle this issue. It works well to enhance the
understandability of certain sections of the plumi-
tif – the section about the parties involved in the
case, for instance. However, the application, rely-
ing on a rule-based generator, lacks precision when
it comes to generating a description of the charges.
Indeed, it simply uses provisions’ headings – as
found in the Canadian Criminal code – to verbal-
ize the charges. Hence, it would replace section
348 (1) of the Criminal code1 with the following
sentence: “Breaking and entering with intent, com-
mitting offence or breaking out.” This does not
take into account the nuances of section 348 (1),
which provides for four different offences;

1. “breaks and enters a place with intent to com-
mit an indictable offence therein”

2. “breaks and enters a place and commits an
indictable offence therein”

1https://laws-lois.justice.gc.ca/eng/
acts/c-46/section-348.html
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3. “breaks out of a place after

(a) committing an indictable offence therein

(b) entering the place with intent to commit
an indictable offence therein.

These four offences have different degrees of
severity. For instance, a defendant breaking in
somewhere with the intent of committing robbery
could be remorseful and leave empty-handed the
place he broke into. He would not be sanctioned as
severely as another defendant who committed the
robbery. Given the rule-based architecture Beau-
chemin et al. used, the only way for them to take
more legal nuances into account would have been
to “stitch” provision’s label with the corresponding
paragraph and indent. Since a long stretch of text is
known to be unintelligible (Gaumond and Garneau,
2021), this solution wasn’t suitable.

Instead, we propose to use neural architecture to
generate descriptions of legal provisions that take
legal nuances into account while being relatively
concise. To that end, we trained neural text gen-
erators on Plum2Text (Garneau et al., 2021c), a
Data-to-Text dataset, to solve this particular issue.
However, neural architectures tend to hallucinate
facts (Dušek et al., 2018) which raises a question
regarding their usability to accomplish sensitive
tasks such as ours. If these models were to hallu-
cinate some information that does not appear in a
docket – charges of which the defendant was not
accused, for instance – they could not be used in a
production setup.

In this paper, we propose a new legal accuracy
evaluation scale used by jurists to manually assess
the performance of the models we’ve trained. We
analyze if they accurate enough to be used in sen-
sitive tasks such as verbalizing the content of the
plumitif. We thus provide a comparative study of
three neural architectures and reflect on their per-
formance from a legal standpoint. We also evaluate
them using automatic evaluation metrics and study
their correlation with a human evaluation.

2 Training Neural Networks on
Plum2Text

In this section, we introduce the three models we
will evaluate. First, we introduce the Plum2Text
dataset designed to train language generators, and
then, we proceed to present the selected neural
architectures as well as their training procedure.

2.1 Plum2Text

For our experiments, we have access to Plum2Text,
introduced by Garneau et al. (2021b). It is a data-
to-text dataset designed to train neural architectures
to generate short descriptions of court dockets. It
is derived from the pairings between criminal court
judgments (a long textual document) and their as-
sociated docket file. A training instance is depicted
in Appendix B. Plum2Text contains 2,300 exam-
ples. The dataset is however heavily skewed to-
wards common infractions such as “driving under
the influence” (section 320.14 from the Canadian
Criminal Code) and “assault and battery” (section
268). Our preliminary experiments showed that
any neural text generator trained on Plum2Text as-
is yielded models with poor generalization capabil-
ities, often generating the most frequent offences.
We thus undersampled Plum2Text so that every pro-
vision is represented by at most 5 examples. This
undersampling yields a dataset of 1,602 examples
that we split randomly into a train, valid, and test
sets which contain 931, 247, and 424 examples
respectively. To better assess the generalization
capabilities of the generators, we identified 9 pro-
visions in the test set that are neither in the train
or valid sets. The provisions are listed in Table 3,
and we provide more details on the results of these
specific examples in the evaluation Section 3.

2.2 Neural Text Generators

Neural architectures have proven to be very effec-
tive at generating text in a wide variety of tasks.
Long-Short Term memory networks using atten-
tion achieved impressive performance on automatic
machine translation (Bahdanau et al., 2015). GPT,
the Generative Pretraining architecture, based on
the Transformer architecture (Vaswani et al., 2017),
pushed automatic textual generation to a whole
new level not only for machine translation but
also for text summarization and data-to-text gen-
eration (Radford et al., 2018, 2019; Brown et al.,
2020). The performance of GPT is largely due to
prior knowledge injection where fine-tuning on a
downstream task requires less training data. In-
deed, this model has been pre-trained on a large
corpus before being trained on the target task. Prior
knowledge injection is highly effective, especially
when the prior is closer to the downstream task
in terms of semantics and lexical field (Howard
and Ruder, 2018). We thus consider three models,
each with their respective degree of prior knowl-
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edge injection. The first one is the model proposed
by Bahdanau et al. (2015) trained from scratch on
Plum2Text (no prior) using the same procedure as
Wiseman et al. (2017). We then selected a French
pre-trained model based on the Transformer net-
work, BARThez (Kamal Eddine et al., 2021)2 (lan-
guage prior). The last model we consider is a
fine-tuned version of BARThez on a legal corpus,
CriminelBART (Garneau et al., 2021a) (language
and domain prior).

In order to conduct our experiments, we used
the fairseq library3 which provides implementa-
tions for the three models introduced in Section 2.
For the three models, we used at most 1024 tokens
(which resulted in batch sizes of 10 examples on av-
erage), the Adam optimizer (Kingma and Ba, 2015)
with a learning rate of 0.0005, a cosine learning rate
scheduler, and a dropout of 0.1. The LSTM model
converged after 15 epochs. BARThez converged
after 2 epochs, and CriminelBART after only one
epoch. We trained all models on a GeForce 2080
using a personal desktop. Each training takes less
than an hour to run. The LSTM has around 3M
parameters, while BARThez and CriminelBART
have both 139M parameters. For the generation
of legal descriptions, we used beam search, with
a beam size of 6. We post-process the generations
by detokenizing the sentences to increase the read-
ability. At inference time, the LSTM model takes
on average 0.1 seconds per generation, BART 1
second and CriminelBART 0.5 second. As a matter
of reproducibility, we provide all the generations
of the models here TODO. We provide generation
examples in Appendix C.

3 Evaluation

As explained in section 1, the goal of this paper
is to determine if neural architectures are accurate
enough to be used in sensitive tasks such as verbal-
izing the content of the plumitif. Putting it another
way, we want to see if some of the evaluated mod-
els could be used in a production setup. We also
aim to characterize the strengths and weaknesses
of neural generators in the field of law. We first in-
troduce our methodology, discuss our expectations
and finally analyze the results.

2BARThez is the French version of BART(Lewis et al.,
2020), which showed interesting performance across several
datasets for the task of data-to-text generation (Gehrmann
et al., 2021).

3https://github.com/pytorch/fairseq

3.1 Methodology

We first introduce new human evaluation guidelines
motivated by the underlying task of measuring the
legal accuracy of the models. We then analyze the
performance of the models using several automatic
evaluation metrics. Finally, we analyze the cor-
relation between automatic and human evaluation
in order to ground one or several metrics in the
context of automatic model selection.

3.1.1 Human Evaluation
Generating descriptions of criminal court dockets –
which we trained our neural-text-generators for – is
a rather sensitive task. Inaccurate generations run
contrary to the very objective we pursue and could
have real consequences. For example, imagine the
potential harms resulting from a docket descrip-
tion that says that a defendant is guilty of a charge,
while he was actually acquitted; that he was ac-
cused of possessing child pornography while he
was actually accused of possession of cannabis; or
that he pleaded guilty while it was not the case.
This is why we deemed it essential to assess the
quality of the generations not only from a technical
standpoint but also from a legal standpoint. Follow-
ing the arguments of van der Lee et al. (2019), we
answer several questions regarding the experimen-
tal setup and the choices we made.

Selected models. We selected all three models
trained on Plum2Text, allowing us to evaluate the
improvement of prior knowledge injection in the
field of legal text generation.

Number of outputs. From the selected test set
containing 232 instances, we carefully selected in-
stances yielding a diverse sample for the annotators
to evaluate. This resulted in 89 instances, 64 with
one table value and 17 with two table values. We
manually created 8 instances containing three ta-
ble values (i.e., provision, decision, and pleading)
since no instance contain the three different types
of values in the original test set. Each instance is
associated with three output generations, yielding
a total of 267 outputs to evaluate.

Input selection. Following the recommenda-
tions of van Miltenburg et al. (2021), we select
specific kinds of inputs and analyze their corre-
sponding outputs. Hence, we begin by presenting
to the annotator simple inputs containing only one
table value. We then gradually increase the com-
plexity of the inputs going up to three table values,
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which represent a whole plumitif ’s line (charge,
pleading, verdict, except for the sentence). This
procedure allows the annotators to become familiar
with the annotation interface, the dataset, and the
task. We can also analyze the performance of the
models given the inputs’ increasing complexity.

Presentation and interface. We used the
Prodigy annotation tool (Montani and Honnibal,
2018) and customized it for our need to present
the plumitif ’s input data and the three models’ out-
puts. For each instance, the outputs are randomly
ordered. The annotators are asked to score each of
the three models’ generation independently. This
way of characterizing generations’ relevance simul-
taneously has proven to be highly efficient in a
model selection setup (Novikova et al., 2018). The
evaluation interface is illustrated in Figure 1.

Figure 1: The Prodigy annotation interface used by the
annotators to semantically evaluate the generation of
the three neural architectures.

Annotators. We selected three annotators with
legal knowledge to evaluate the generations. The
first annotator is a coauthor of this paper. She holds
a bachelor’s degree in law. Since she mainly works
on the legal aspects of the project, she had not seen
any of the generations nor any of the models before
conducting the evaluations. She advised the prin-
cipal investigator in the drafting of the evaluation
guidelines and went through the evaluation process
before the two other annotators to ensure that the
guidelines were sufficiently clear for people trained

in law. Her results should be read with all of that
in mind. The other two annotators are second-year
law students at the Faculty of Law. They were in-
troduced to the context, the task, and the annotation
interface in a meeting with the principal investiga-
tor and the first annotator. Another meeting was
also held after a pilot evaluation. During this meet-
ing, annotators 2 and 3 – who by then had evaluated
5 instances (i.e. 15 generations) – received feed-
back and advice on what phenomena they should
be careful for. Annotators are paid at an hourly rate
of 17 CAD/hour. Annotators were asked to spend
at most 5 minutes per instance. It took a total of
8 hours for each annotator to complete the evalua-
tion, including the training, the pilot and reading
the evaluation guidelines.

After the annotators completed the evaluation,
we gathered their comments on the difficulty of
the task and if they encountered ambiguous cases.
It turned out that the provisions’ texts can be am-
biguous since they may contain some disjunction
in regards to the committed offence. Take for ex-
emple provision 320.14 (1) a), “Operation while
impaired”, which states that “Everyone commits an
offence who operates a conveyance while the per-
son’s ability to operate it is impaired to any degree
by alcohol or a drug or by a combination of alco-
hol and a drug;”. For this provision, models always
generated a description only regarding the “degree
of alcohol”, omitting the drug aspect of the offence.
However, one would need to look at the judgment
file (if any) to validate if the defendant operated
the conveyance impaired by alcohol or a drug or
a combination of both. In such cases, annotators
were unsure if the generation contained halluci-
nated/omitted facts, since the generation was not
totally supported by the docket file’s data. We can
thus conclude that given a high agreement score
and several ambiguous cases suggest that our in-
struction were clear for the annotators and the legal
accuracy scale was easy to use. We provide in-
depth details of the evaluation setup in our Human
Evaluation Datasheet (Shimorina and Belz, 2021)
in Appendix E.

Legal Accuracy Scale. Given that our aim with
this paper is to determine whether or not neural-
text generators are sufficiently accurate to be used
in a production setup, we needed a definition of the
notion of legal accuracy for our particular context
as well as an assessment tool to measure it. We thus
define “legal accuracy” as a metric that measures
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Good provision with factual 
errors
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off-track

Perfect
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Figure 2: The legal accuracy scale used by the human annotators. The annotators first decide where, between
the four regions (completely off-track, similar provision, good provision, and perfection generation) the actual
generation sits. Then they remove points for every hallucination and/or omissions encountered.

the congruence between the docket’s description
that our models generate and the input data (Crim-
inal code provision, plea, and verdict) the model
aims to describe. To this end, we designed a Lik-
ert scale ranging from one to ten (Likert, 1932).
A generation that scores a ten is highly accurate.
However, a generation receiving a score of 1 misses
the mark as it does not match the input data at all.
To determine the legal accuracy score that a gener-
ation should receive, the annotator has to follow a
two-step process. First, they decide if the docket
description is 1) accurate, 2) thematically relevant,
or 3) off-track. The legal accuracy scale is split
into three regions;

1. 6 - 10 – Accurate. If the generation refers
to the good provision, it is considered accurate
and will score be between 6 and 10.

2. 2 - 5 – Thematically Relevant. If the gen-
eration is “on theme” with the input data, the
score will be between 2 and 5. A thematically
relevant description is related to the right pro-
vision, but not perfectly on point (possession
of drugs vs possession of weapons; sexual
exploitation vs child pornography; breaking
in with the intent of committing a crime vs
breaking in and committing a crime).

3. 1 – Off-Track. If the generation is about
“Mischief” while the input was about “Drug
trafficking”, we ask the annotator to assign a
score of 1 since it is completely off-track.

Once the annotators have chosen the bracket
where the generation belongs ( 1 ; 2 - 5 ; 6 -
10 )4, they can start moving on to the second step:

looking for factual errors. We identify three types;
4At first, we split the scale into four regions: 1; 2-5; 6-9;

10. However, the annotators tend to naturally split it into three
regions since they can not directly attribute 10 points to a given
generation whereas they can directly attribute 1 point to an
irrelevant generation. They first need to see if the generation
is accurate, on theme, or irrelevant, before proceeding to the
second step.

1. Hallucinations: facts that the model generates
even though it does not appear in the input
data. There are various kinds of hallucina-
tions: the model generates a charge, verdict,
or plea that does not appear in the plumitif,
provides some factual details about the perpe-
tration of the infraction that should not appear
in the plumitif (e.g. the defendant did traf-
fic heroin unlawfully). One point should be
removed per hallucination.

2. Omissions: occurs when facts are in the in-
put data but end up not being generated by
the model. One element that is quite often
omitted is the provision number. The absence
of the plea or the verdict is also considered
an omission when it was available in the in-
put data. One point should be removed per
omission.

3. Confusions: factual mistakes characterized by
the mismatch of the input data and the content
of the generation. For example, the input data
says that the defendant pleaded guilty while
he appears to have pleaded not guilty in the
generation, or the court orders a stay of pro-
cedures in the plumitif, and the defendant is
found guilty in the generation. In these cases,
two points should be removed: one for hallu-
cinating a fact, and one for omitting a fact.

No matter how many factual errors there are,
they can’t make a generation downgrade to the
lower bracket. So, a thematically relevant genera-
tion can’t have less than 2 points, and a generation
that gets the provision right can’t have less than 6
points. Finally, a provision from the 6-10 points
bracket which is exempt from factual errors, gets
10 points, which is the highest possible mark on our
legal accuracy scale. To summarize this process,
Figure 2 provides a conceptual illustration of the
Likert scale.
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3.1.2 Automatic Evaluation
For the automatic evaluation of the neural models,
we use the same set of commonly used metrics
as in the GEM benchmark suite (Gehrmann et al.,
2021). We can differentiate the metrics according
to two features: those using surface tokens or vec-
tor representations, and those using the reference
and/or the table values. BLEU (Papineni et al.,
2002), ROUGE (Lin, 2004), METEOR (Banerjee
and Lavie, 2005) use surface tokens and a reference.
BertScore (Zhang* et al., 2020) (using the under-
lying multilingual version of BERT (Devlin et al.,
2019)5) uses vector representation and a reference.
We also consider two metrics using vector repre-
sentation and the table values recently introduced
by Dušek and Kasner (2020) and Garneau and La-
montagne (2021), which we dubbed respectively
NLI and RANK in this paper.

NLI uses natural language inference to check
if a given hypothesis entails or contradicts table
values. According to the methodology described
by Dušek and Kasner (2020), we created three tem-
plates needed for the computation of the NLI met-
ric. These three templates are each associated to
a specific type of value, which are the accusation,
the plea, and the verdict that take as input a subject
and an object6;

• <subject> is accused of <object> .

• <subject> pleaded <object> .

• <subject> is declared <object> .

Given the table values, we fill in these templates
and perform natural language inference w.r.t. the
hypothesis under test. We used the pre-trained
CamemBERT (Martin et al., 2020) base NLI model
in our experiments.

RANK uses a ranking model coupled with the
mean average precision to assess the ability of a
given hypothesis to retrieve its corresponding table
values. According to the methodology described
by Garneau and Lamontagne (2021), we trained the
multilingual version of BERT using the plum2text
dataset on the semantic textual similarity task. This
yielded a model able to rank table values w.r.t. the
hypothesis under test, as required by RANK.

A reference-less metric can be interesting in
cases where we do not have access to manually

5We did not use BLEURT (Sellam et al., 2020) since it has
been trained on an English corpus.

6The subject is always the same, being “The defendant”

curated pairs of table–reference or in a production
setting where references are simply nonexistent.
As Zhang* et al. (2020) suggest, metrics using em-
beddings instead of surface tokens showed better
correlation with human evaluation in several set-
tings, a phenomenon we wish to confirm in our
setup.

3.1.3 Grounding Metrics
Finally, we wish to ground automatic evaluation
metrics w.r.t the legal accuracy scores to speed up
the model selection process, which would be highly
desirable in a concrete application setup (Belz and
Reiter, 2006; van der Lee et al., 2019). To this end,
we compute the Spearman correlation of the hu-
man evaluation scores with every automatic metric
introduced in the previous section.

3.2 Expectations
According to the goal and the human and automatic
evaluation methodologies previously introduced,
we have the following expectations regarding the
experiments;

1. We expect that models containing more prior
knowledge on the downstream task will per-
form better and may have better generaliza-
tion capabilities, as exposed by (Peters et al.,
2018; Devlin et al., 2019; Raffel et al., 2020).
This supports our approach of using the mod-
els mentioned previously with three different
levels of prior knowledge.

2. We do not expect high correlation scores be-
tween human evaluation and metrics based
on word overlap (BLEU, ROUGE, ME-
TEOR) (Belz and Reiter, 2006; Novikova
et al., 2017). However, we expect better cor-
relation scores with metrics that use vector
representations (BertScore) and use the in-
put table for their computation (NLI, RANK)
(Zhang* et al., 2020).

3. We expect that the increasing complexity of
the input (i.e. adding the verdict and the plea
as input) should not impact the models’ perfor-
mance dramatically since the range of values
of this type of data is limited (e.g. up to 10
different verdicts and two different pleas).

3.3 Results
In this section, we first analyze how automatic met-
rics correlate with human judgment. We then study
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Figure 3: Results of the human evaluation according to the legal accuracy scale. We present the results of the
vanilla LSTM (no prior), BARThez (language prior), and CriminelBART (language and domain prior).

LSTM BARThez CriminelBART

Ann. 1 4.4±2.8 5.2±2.9 6.3±2.6

Ann. 2 3.7±3.2 5.2±3.0 6.8±2.8

Ann. 3 3.6±3.3 5.4±3.2 7.0±2.8

Avg. 3.9±2.9 5.3±2.9 6.7±2.6

ρ 0.76 0.85 0.84

Table 1: Average score and standard deviation per an-
notator and the overall score for each model. We also
provide the annotator agreement ρ per model. The over-
all agreement is 0.84.

the benefit of language and domain prior knowl-
edge injection, both on seen and unseen distribu-
tions of the data. We also diagnose the learning
dynamics of the neural architecture w.r.t the in-
creasing complexity of the input.

3.3.1 Prior knowledge
Results of the human evaluation on the 267 outputs
are displayed in Figure 3 using the legal accuracy
scale. We can see that the LSTM model has dif-
ficulty finding itself on the right side of the scale,
having more than 100 irrelevant generations and
achieving an overall score of 3.9. BARThez, con-
taining a substantial language prior, does perform
much better than the vanilla LSTM, achieving an
average score of 5.3 mostly due to its 60 irrelevant
generations. Its generations are mostly spread on
the far left, and middle right of the scale. Crim-
inelBART achieves the best performance with an
overall score of 6.7, having most of its generation
containing the “good provision”. From these re-
sults, and w.r.t. the legal accuracy scale, this tells us
that on average, CriminelBART will be on theme
with possibly 2-3 hallucinations/omissions. This
observation validates our first expectation regard-
ing the contribution of prior knowledge injection.

We also provide the breakdown of the scores by
annotator in Table 1. Annotator 1 provided scores
on a narrow scale, ranging from 4.4 to 6.3 on av-
erage, whereas Annotator 2 and 3 used a wider
scale with scores ranging from 3.6 to 7.0. Since
we have multiple annotators and an ordinal scale,
we used Krippendorff’s alpha coefficient (Krippen-
dorff, 2004) to measure inter-annotator agreement.
We obtained a correlation coefficient ρ of 0.84
across all models. This high correlation coeffi-
cient suggests that either the evaluation task was
easy and/or the evaluation guidelines were clear
and easily understood by the annotators. Looking
at the agreement model-wise, we obtained a ρ co-
efficient of 0.85 and 0.84 for the BARThez and
CriminelBART evaluations, respectively. For the
LSTM model, we obtained a ρ coefficient of 0.74.
It seems like the annotators tend to disagree when
the generations are worse, probably misclassify-
ing a generations as being “on theme” ( 2 - 5 ) or
“irrelevant” ( 1 ).

In Table 2, we present the results of the exper-
iments using automatic evaluation metrics. One
of our expectations was that the more prior knowl-
edge a model has, the better it will perform. While
CriminelBART is the best model across all metrics,
it is interesting to see however that, according to
the metrics using references, BARThez performs
worse than the vanilla LSTM. On the other hand,
by looking at the metrics using the table values,
BARThez seems to be substantially better than the
LSTM model. From these results, it is not clear if
the language prior was truly beneficial in our setup.
However, the domain prior improves substantially
the performance of the generations.

Finally, we analyze the generalization capabil-
ities of the models on unseen provisions i.e., pro-
visions that were included neither in the training
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BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L METEOR BERTScore NLI RANK

LSTM 0.38 0.28 0.23 0.20 0.33 0.20 0.75 0.28 0.21
BARThez 0.32 0.24 0.19 0.16 0.34 0.21 0.74 0.34 0.38

CriminelBART 0.51 0.42 0.36 0.32 0.44 0.28 0.78 0.34 0.43

Table 2: Automatic evaluation results of the three models using token-based metrics (BLEU, ROUGE, and ME-
TEOR) and embedding-based metrics (BERTScore, NLI, and RANK).

Provision LSTM BARThez CriminelBART

445.1 (1) a) 1.0 1.0 1.0
150 2.3 5.0 4.6
83.181 1.0 1.0 1.0
241 1.0 2.7 2.0
467.12 1.0 1.0 8.7
810.2 1.0 1.0 1.0
172 1.0 1.0 1.33
320.14 1.0 6.3 7.3

Table 3: Analysis of the generalization capabilities of
the models on unseen provisions. We provide details
on the provisions in Appendix D.

nor in the validation sets. We identified 8 unseen
provisions, listed in Table 3. The results show that
all the models struggle to fully generalize to un-
seen provisions. We can see that the LSTM can
not generalize to unseen provision, which is ex-
pected. An interesting fact is that even if BARThez
does not have any domain prior, it generalizes as
well as CriminelBART except for one provision,
467.12, which corresponds to “Commission of of-
fence for criminal organization”. While BARThez
and CriminelBART achieve a decent performance
on provision 320.14 (Operation while impaired),
it is more of a training set artifact since provision
253 that has been repealed in 2018 also correspond-
ing to “Operation while impaired” is present in the
training set. In a similar vein, the repealed provi-
sion 150 corresponding to “having illegally in his
possession for sale magazines that are obscene” is
similar to several many other charges of a sexual
nature in the training set (e.g. 163, “Obscene mate-
rials”) explaining why every model are “on-theme”
for this provision.

3.3.2 Correlations Between Human and
Automatic Evaluations

In every case, results show a positive correlation
between human evaluation and automatic met-
rics. Word overlap metrics (BLEU-x, ROUGE-L,

and METEOR) tend to show decreasing correla-
tion scores as the model produces better genera-
tions; going from 0.4 with the LSTM to 0.2 with
CriminelBART. BERTScore, an embedding-based
metric, presents a high correlation score with the
LSTM model. However, regarding BARThez and
CriminelBART, correlation scores drop as low as
0.12. NLI provides consistent correlation scores of
0.35 on average, regardless of the model. RANK
offers the highest correlation scores w.r.t. the mod-
els, reaching 0.81 with the LSTM model, 0.62 with
BARThez, and 0.40 with CriminelBART. We sup-
pose that these high correlation scores are tied to
the nature of the last two metrics; they are using
the input values as a way to assess the relevance
of the generation, thus measuring its factual ac-
curacy. On the other hand, overlap-based metrics
and BERTscore only use the target reference which
may not capture the factual accuracy one may be
looking for. In light of these results, we deem it
possible to use one or several metrics grounded
with the proposed human evaluation to select the
best-performing model for futur works.

3.3.3 Increasing Complexity of the Input
To better understand the learning dynamics of the
neural architectures, we analyze their performance
w.r.t. to the increasing complexity of the input i.e.,
going from one to three table values. More pre-
cisely, we want to study how models are able to
combine semi-structured information that has been
“linearized” as in Wiseman et al. (2017). Looking
at Table 5, we can see that the performance of the
LSTM model rapidly decreases as we add values
in the input, going from 4.8 with one value, to 2.0
with two, and 1.0 with three. Unfortunately, the
model is not able to generate relevant descriptions
as the complexity increases. We can also see a
slight decrease in performance with the BARThez
model going from 5.7 to 4.6 and 3.9 for one, two,
and three input values respectively. CriminelBART,
on the other hand, did maintain relevant genera-
tions with two input values with an average score of
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BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L METEOR BERTScore NLI RANK

LSTM 0.39 0.41 0.37 0.36 0.45 0.39 0.39 0.32 0.81
BARThez 0.25 0.31 0.31 0.28 0.38 0.40 0.12 0.35 0.62

CriminelBART 0.20 0.21 0.20 0.19 0.26 0.28 0.25 0.30 0.40

Table 4: Spearman correlation scores of automatic metrics with human evaluation. All scores have a p-value< 0.05
except for the pairs BARThez–BERTScore and CriminelBART–BLEU-x, which exhibit the lowest correlations. We
highlighted in bold “row-wise” highest correlations, showing that RANK has capabilities to select the best model.

LSTM BARThez CriminelBART

1 Value 4.8±2.9 5.7±2.8 6.8±2.7

2 Values 2.0±1.0 4.6±2.9 7.3±1.9

3 Values 1.0±0.0 3.9±2.8 4.5±1.7

Table 5: Analysis of the increasing complexity of the
input by models, going from one to three table values.

7.3. However, its performance decreases with three
table values, dropping at 4.5 on average. This anal-
ysis suggests that generating the complete line of a
docket file (i.e., accusation, decision, and pleading)
is not properly handled by the neural architectures
and that more training data would be beneficial.
This observation invalidates our expectation that
adding the verdict and the plea does not impact the
models’ performance.

4 Conclusion

In this paper, we evaluated the performance of
three neural architectures, both automatically and
manually, on the Data2Text task of docket files de-
scription generation. We proposed a new 10-point
Likert scale to assess the legal accuracy of these
architectures. We studied the correlation of auto-
matic metrics with our human evaluation method-
ology and found out that the RANK metric can be
used for automatic model selection. We release
the generations of all three models as well as their
associated automatic and human (anonymous) eval-
uation scores for a matter of reproducibility and
for the research community’s benefit. Unsurpris-
ingly, CriminelBART is the best performing model
due to its prior knowledge of the legal field. On
average, it generates descriptions containing the
good provision and better handles the increasing
complexity of the input. However, its hallucina-
tion and omission rates suggest the need for im-
provements in this regard to obtain acceptable legal
accuracy. Future works will look at better ways
to condition this model to improve its legal accu-

racy using hard constraints (Meister et al., 2020)
and post-edition (Mallinson et al., 2020). However,
we believe that these models will require a human
validation to be used in production, due to their
inherent probabilistic nature and the sensitive legal
field. We further discuss this matter, as well as
the ethical considerations of having such a model
in production in the following Section 5; Broader
Impacts – Law and Ethics.
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5 Broader Impacts – Law and Ethics

As discussed in the introductory part, Quebec’s
plumitif is hard to understand. This well-
documented issue (Parada et al., 2020; Tep et al.,
2019; Prom Tep et al., 2020; Beauchemin et al.,
2020) hinders access to justice, causes prejudices
to people subject to background checks and con-
tributes to a certain opacity of the judicial sys-
tem (Gaumond and Garneau, 2021). Beauchemin
et al. developed a web application to address this
issue, but the performance of their rule-based text-
generator is not satisfactory w.r.t the description
of the charges. We thought that an alternative ar-
chitecture, based on neural networks, could im-
prove the charges’ description. However, we were
uncertain about the legal accuracy of neural-text
generators knowing their propensity to hallucinate
facts (Dušek et al., 2018). Therefore, we designed
an evaluation method to assess the legal accuracy
of three neural models generating descriptions of
criminal charges. This process leads to the conclu-
sion that CriminelBART is – with an average score
of 6.7/10 – the best model to generate descriptions
of criminal charges appearing in Quebec’s plumitif.
In the next sections, we reflect on what is required,
in terms of legal accuracy.

5.1 What Is Considered Accurate Enough?

AI technologies used in the legal system ought to
reach a high level of accuracy. This is obvious
when we think about predictive tools informing
judges’ decisions (Surden, 2020) such as COM-
PAS, the infamous recidivism prediction algorithm
(Dressel and Farid, 2018). But it should be equally
clear that accuracy is crucial for AI systems used
to disseminate judicial information. The intended
purpose of an AI system determines the level of
accuracy it should meet. CriminelBART aims at
reducing the number of errors people make when
they access the plumitif. It’s a purpose that com-
mands a high degree of accuracy. Indeed, if its
generations are inaccurate, CriminelBART is both
useless and dangerous. Useless because it goes
against the very purposes it tries to achieve; and
dangerous because providing inaccurate informa-
tion about people’s criminal history could lead to
harm such as discrimination.

5.2 Is CriminelBART accurate enough?

We voluntarily chose not to pinpoint where the
legal accuracy threshold falls; we don’t want to say

that a score of 9.5 on our scale means that a model
is ready for production. Determining if a model
is ready to move to production is contextual. A
specific risk assessment should be done to make
such a determination. In this case, the conclusion
is that CriminelBART isn’t accurate enough. With
an average of two or three factual mistakes per
generation – and even more inaccuracies when it
comes to unseen provisions – CriminelBART is
not ready to be used in a production setup. The
example below provides an illustration:

• On REDACTED DATE, at REDACTED
PLACE, the defendant broke and entered a
dwelling-house with the intention to com-
mit an offence therein, thus committing
the indictable offence provided at section
348(1)b)d) of the Criminal Code.

There are four problems with this generation. First,
there is one offence – sexual assault – that doesn’t
appear in the generation even though it was in-
putted into the model. Second, the generation says
that the break-in happened in a dwelling-house
while no such information was input into the model.
This hallucination could be consequential since
break-ins in dwelling-houses are considered more
serious, and receive longer sentences. Third, the
date and location of the offence are also halluci-
nated. Finally, the provision number should have
been 348(1)b) instead of 348(1)b)d).

5.3 How to Increase Legal Accuracy?
Given the high degree of accuracy required for our
purposes, it is not clear that neural text-generators
will ever be accurate enough to be used without
human oversight. Combining computers and hu-
mans’ strength to increase CriminelBART’s accu-
racy might be the way forward. Since writing
descriptions of the Criminal code’s provisions is
a tedious task unlikely to be undertaken by hu-
mans, CriminelBART could generate drafts that
court clerks would post-edit for accuracy. How-
ever, clerks are already tied-up. To ensure the adop-
tion of the technology, this new post-edition task
shouldn’t feel burdensome to them. Players in the
field make the success of legal innovations. It’s
important to make sure that their opinion is heard
and considered and that they see the innovation as
presenting some advantages for them (Benyekhlef
et al., 2016).
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tiz Suárez, Yoann Dupont, Laurent Romary, Éric
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A Example Docket File

An example docket file is depicted in Figure 4. The
accusation section, starting at the middle of the
document, contains provisions’ number, paragraph
and indent (*465(01)c) in the figure) as well as
the associated decision and plea (PLAIDOYER
NON COUPABLE and DECISION DECLARE
COUPABLE).

Figure 4: A Plumitif document presenting the de-
fendant and plaintiff personal information along with
charges and associated pleas, decisions and penalty.
Some regions have been blurred for privacy concerns.
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B Plum2Text Training Instance

A training instance from the Plum2Text training
dataset pictured in Figure 5.

Accusation: Provision 320.14 (1) a)

Every person commits an offence who :
(a) operates a conveyance while his or her ability to drive 
is impaired to any degree by the effect of alcohol or a 
drug or by the combined effect of alcohol and a drug;

Plea

Pleaded not guilty

PER pleaded not guilty on a count of impaired driving 

and was declared guilty.

Decision

Declared guilty

Table values

Reference

Figure 5: An instance from Plum2Text’ training set con-
taining three table values with its associated reference.
Text has been translated from French to English.
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Input Data accusation: 348 1) a) Introduction par effraction dans un dessein criminel:
quiconque, selon le cas: s’introduit en un endroit par effraction avec l’intention
d’y commettre un acte criminel; plaidoyer: coupable.

LSTM l’accusé a plaidé coupable à trois chefs de trafic d’héroı̈ne et un chef de posses-
sion en vue de trafic de cette drogue.

BARThez PER a plaidé coupable à des accusations de s’être introduit par effraction dans
une maison d’habitation , de s’être livré à des voies de fait, de s’être évadé, de
s’être livré à des voies de fait, de s’être livré à des voies de fait et de s’être livré
à des actes criminels.

CriminelBART PER plaide coupable à une accusation d’introduction par effraction dans une
maison d’habitation avec l’intention d’ y commettre un acte criminel.

Table 6: Example generations from the three models on
the input data of provision 348 1) a) and a guilty plea.
We can see that the LSTM is completely off-track (drug
trafficking) while BARThez hallucinates several facts
(assault and escaped from jail). CriminelBART con-
tains the good provision (breaking and entering with
the intent to commit a crime), but hallucinates “in a
dwelling house”.

C Generation Examples

Table 6 presents example generations from the
three models given the input “provision 348 and a
guilty plea”.
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D Unseen Provisions

• 445.1 (1) a): “Causing unnecessary suffering.
Every one commits an offence who wilfully
causes or, being the owner, wilfully permits
to be caused unnecessary pain, suffering or
injury to an animal or a bird;”

• 150: “Illegally had in his possession for sale
magazines that are obscene.”

• 83.181: “Leaving Canada to participate in
activity of terrorist group. Every person who
leaves or attempts to leave Canada, or goes or
attempts to go on board a conveyance with the
intent to leave Canada, for the purpose of com-
mitting an act or omission outside Canada
that, if committed in Canada, would be an of-
fence under subsection 83.18(1) is guilty of an
indictable offence and liable to imprisonment
for a term of not more than 10 years.”

• 241 (1) a): “Counselling or aiding suicide.
Everyone is guilty of an indictable offence and
liable to imprisonment for a term of not more
than 14 years who, whether suicide ensues
or not, counsels a person to die by suicide or
abets a person in dying by suicide;”

• 811 a): “Breach of recognizance. person
bound by a recognizance under any of sec-
tions 83.3 and 810 to 810.2 who commits a
breach of the recognizance is guilty of an in-
dictable offence and is liable to imprisonment
for a term of not more than four years;”

• 467.12 (1): “Commission of offence for crimi-
nal organization. Every person who commits
an indictable offence under this or any other
Act of Parliament for the benefit of, at the di-
rection of, or in association with, a criminal
organization is guilty of an indictable offence
and liable to imprisonment for a term not ex-
ceeding fourteen years.”

• 810.2: “Where fear of serious personal injury
offence. Any person who fears on reasonable
grounds that another person will commit a
serious personal injury offence, as that ex-
pression is defined in section 752, may, with
the consent of the Attorney General, lay an
information before a provincial court judge,
whether or not the person or persons in re-
spect of whom it is feared that the offence will
be committed are named.”

• 172 (1) a): “Corrupting children. Every per-
son who, in the home of a child, participates
in adultery or sexual immorality or indulges
in habitual drunkenness or any other form of
vice, and by doing so endangers the morals of
the child or renders the home an unfit place
for the child to be in, is guilty of an indictable
offence and liable to imprisonment for a term
of not more than two years;”

• 320.14 (1) a): “Operation while impaired. Ev-
eryone commits an offence who operates a
conveyance while the person’s ability to oper-
ate it is impaired to any degree by alcohol or
a drug or by a combination of alcohol and a
drug;”
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E Human Evaluation Datasheet

E.1 Paper and Supplementary Resources
(Questions 1.1–1.3)

Question 1.1: Link to paper reporting the
evaluation experiment. If the paper reports
more than one experiment, state which ex-
periment you’re completing this sheet for.
Or, if applicable, enter ‘for preregistration.’

For preregistration.

Question 1.2: Link to website providing re-
sources used in the evaluation experiment
(e.g. system outputs, evaluation tools, etc.).
If there isn’t one, enter ‘N/A’.

N/A.

Question 1.3: Name, affiliation and email
address of person completing this sheet,
and of contact author if different.

Will be completed upon acceptation.

E.2 System (Questions 2.1–2.5)

Question 2.1: What type of input do the
evaluated system(s) take? Select all that ap-
ply. If none match, select ‘Other’ and de-
scribe.

Check-box options (select all that apply):

X raw/structured data: numerical, symbolic, and
other data, possibly structured into trees, graphs,
graphical models, etc. May be the input e.g. to
Referring Expression Generation (REG), end-
to-end text generation, etc. NB: excludes lin-
guistic structures.

� deep linguistic representation (DLR): any of a
variety of deep, underspecified, semantic rep-
resentations, such as abstract meaning repre-
sentations (AMRs; Banarescu et al., 2013) or
discourse representation structures (DRSs; ?).

� shallow linguistic representation (SLR): any
of a variety of shallow, syntactic representations,
e.g. Universal Dependency (UD) structures; typ-
ically the input to surface realisation.

� text: subsentential unit of text: a unit of text
shorter than a sentence, e.g. Referring Expres-
sions (REs), verb phrase, text fragment of any
length; includes titles/headlines.

� text: sentence: a single sentence (or set of sen-
tences).

� text: multiple sentences: a sequence of multi-
ple sentences, without any document structure
(or a set of such sequences).

� text: document: a text with document structure,
such as a title, paragraph breaks or sections, e.g.
a set of news reports for summarisation.

� text: dialogue: a dialogue of any length, ex-
cluding a single turn which would come under
one of the other text types.

� text: other: input is text but doesn’t match any
of the above text:* categories.

� speech: a recording of speech.

� visual: an image or video.

� multi-modal: catch-all value for any combi-
nation of data and/or linguistic representation
and/or visual data etc.

� control feature: a feature or parameter specifi-
cally present to control a property of the output
text, e.g. positive stance, formality, author style.

� no input (human generation): human genera-
tion7, therefore no system inputs.

� other (please specify): if input is none of the
above, choose this option and describe it.

Question 2.2: What type of output do the
evaluated system(s) generate? Select all
that apply. If none match, select ‘Other’
and describe.

Check-box options (select all that apply):

� raw/structured data: numerical, symbolic, and
other data, possibly structured into trees, graphs,
graphical models, etc. May be the input e.g. to
Referring Expression Generation (REG), end-
to-end text generation, etc. NB: excludes lin-
guistic structures.

7We use the term ‘human generation’ where the items
being evaluated have been created manually, rather than gen-
erated by an automatic system.
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� deep linguistic representation (DLR): any of a
variety of deep, underspecified, semantic rep-
resentations, such as abstract meaning repre-
sentations (AMRs; Banarescu et al., 2013) or
discourse representation structures (DRSs; ?).

� shallow linguistic representation (SLR): any
of a variety of shallow, syntactic representations,
e.g. Universal Dependency (UD) structures; typ-
ically the input to surface realisation.

� text: subsentential unit of text: a unit of text
shorter than a sentence, e.g. Referring Expres-
sions (REs), verb phrase, text fragment of any
length; includes titles/headlines.

X text: sentence: a single sentence (or set of sen-
tences).

� text: multiple sentences: a sequence of multi-
ple sentences, without any document structure
(or a set of such sequences).

� text: document: a text with document structure,
such as a title, paragraph breaks or sections, e.g.
a set of news reports for summarisation.

� text: dialogue: a dialogue of any length, ex-
cluding a single turn which would come under
one of the other text types.

� text: other: select if output is text but doesn’t
match any of the above text:* categories.

� speech: a recording of speech.

� visual: an image or video.

� multi-modal: catch-all value for any combi-
nation of data and/or linguistic representation
and/or visual data etc.

� human-generated ‘outputs’: manually created
stand-ins exemplifying outputs.

� other (please specify): if output is none of the
above, choose this option and describe it.

Question 2.3: How would you describe the
task that the evaluated system(s) perform in
mapping the inputs in Q2.1 to the outputs
in Q2.2? Occasionally, more than one of the
options below may apply. If none match, se-
lect ‘Other’ and describe.

Check-box options (select all that apply):

� content selection/determination: selecting the
specific content that will be expressed in the

generated text from a representation of possible
content. This could be attribute selection for
REG (without the surface realisation step). Note
that the output here is not text.

� content ordering/structuring: assigning an or-
der and/or structure to content to be included in
generated text. Note that the output here is not
text.

� aggregation: converting inputs (typically deep
linguistic representations or shallow linguistic
representations) in some way in order to reduce
redundancy (e.g. representations for ‘they like
swimming’, ‘they like running’→ representa-
tion for ‘they like swimming and running’).

� referring expression generation: generating
text to refer to a given referent, typically rep-
resented in the input as a set of attributes or a
linguistic representation.

� lexicalisation: associating (parts of) an input
representation with specific lexical items to be
used in their realisation.

X deep generation: one-step text generation from
raw/structured data or deep linguistic represen-
tations. One-step means that no intermediate
representations are passed from one indepen-
dently run module to another.

� surface realisation (SLR to text): one-step text
generation from shallow linguistic representa-
tions. One-step means that no intermediate rep-
resentations are passed from one independently
run module to another.

� feature-controlled text generation: generation
of text that varies along specific dimensions
where the variation is controlled via control
features specified as part of the input. In-
put is a non-textual representation (for feature-
controlled text-to-text generation select the
matching text-to-text task).

X data-to-text generation: generation from
raw/structured data which may or may not in-
clude some amount of content selection as part
of the generation process. Output is likely to be
text:* or multi-modal.

� dialogue turn generation: generating a dia-
logue turn (can be a greeting or closing) from
a representation of dialogue state and/or last
turn(s), etc.

� question generation: generation of questions
from given input text and/or knowledge base
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such that the question can be answered from the
input.

� question answering: input is a question plus
optionally a set of reference texts and/or knowl-
edge base, and the output is the answer to the
question.

X paraphrasing/lossless simplification: text-to-
text generation where the aim is to preserve
the meaning of the input while changing its
wording. This can include the aim of chang-
ing the text on a given dimension, e.g. mak-
ing it simpler, changing its stance or sentiment,
etc., which may be controllable via input fea-
tures. Note that this task type includes meaning-
preserving text simplification (non-meaning pre-
serving simplification comes under compres-
sion/lossy simplification below).

� compression/lossy simplification: text-to-text
generation that has the aim to generate a shorter,
or shorter and simpler, version of the input text.
This will normally affect meaning to some ex-
tent, but as a side effect, rather than the primary
aim, as is the case in summarisation.

� machine translation: translating text in a
source language to text in a target language
while maximally preserving the meaning.

� summarisation (text-to-text): output is an ex-
tractive or abstractive summary of the impor-
tant/relevant/salient content of the input docu-
ment(s).

� end-to-end text generation: use this option if
the single system task corresponds to more than
one of tasks above, implemented either as sepa-
rate modules pipelined together, or as one-step
generation, other than deep generation and sur-
face realisation.

� image/video description: input includes visual,
and the output describes it in some way.

� post-editing/correction: system edits and/or
corrects the input text (typically itself the tex-
tual output from another system) to yield an
improved version of the text.

� other (please specify): if task is none of the
above, choose this option and describe it.

Question 2.4: Input Language(s), or ‘N/A’.

French.

Question 2.5: Output Language(s), or
‘N/A’.

French.

E.3 Output Sample, Evaluators,
Experimental Design

E.3.1 Sample of system outputs (or
human-authored stand-ins) evaluated
(Questions 3.1.1–3.1.3)

Question 3.1.1: How many system outputs
(or other evaluation items) are evaluated
per system in the evaluation experiment?
Answer should be an integer.

89.

Question 3.1.2: How are system outputs (or
other evaluation items) selected for inclu-
sion in the evaluation experiment? If none
match, select ‘Other’ and describe.

Multiple-choice options (select one):

◦ by an automatic random process from a
larger set: outputs were selected for inclusion
in the experiment by a script using a pseudo-
random number generator; don’t use this option
if the script selects every nth output (which is
not random).

◦ by an automatic random process but using
stratified sampling over given properties: use
this option if selection was by a random script as
above, but with added constraints ensuring that
the sample is representative of the set of outputs
it was selected from, in terms of given proper-
ties, such as sentence length, positive/negative
stance, etc.

◦ by manual, arbitrary selection: output sample
was selected by hand, or automatically from a
manually compiled list, without a specific selec-
tion criterion.

X by manual selection aimed at achieving bal-
ance or variety relative to given properties: se-
lection by hand as above, but with specific selec-
tion criteria, e.g. same number of outputs from
each time period.
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◦ Other (please specify): if selection method is
none of the above, choose this option and de-
scribe it.

Question 3.1.3: What is the statistical
power of the sample size?

Following the methodology of Card et al. (2020),
we obtained a statistical power of 1.0 on the output
sample w.r.t the automatic evaluation metrics, the
two best performing models (BARThez and Crim-
inelBART). We used their online script to estimate
the statistical power.

E.3.2 Evaluators (Questions 3.2.1–3.2.4)

Question 3.2.1: How many evaluators are
there in this experiment? Answer should be
an integer.

Three.

Question 3.2.2: What kind of evaluators are
in this experiment? Select all that apply. If
none match, select ‘Other’ and describe. In
all cases, provide details in the text box un-
der ‘Other’.

Check-box options (select all that apply):

X experts: participants are considered domain ex-
perts, e.g. meteorologists evaluating a weather
forecast generator, or nurses evaluating an ICU
report generator.

� non-experts: participants are not domain ex-
perts.

X paid (including non-monetary compensation
such as course credits): participants were
given some form of compensation for their par-
ticipation, including vouchers, course credits,
and reimbursement for travel unless based on
receipts.

� not paid: participants were not given compen-
sation of any kind.

� previously known to authors: (one of the) re-
searchers running the experiment knew some or
all of the participants before recruiting them for
the experiment.

X not previously known to authors: none of the
researchers running the experiment knew any of
the participants before recruiting them for the
experiment.

X evaluators include one or more of the authors:
one or more researchers running the experiment
was among the participants.

� evaluators do not include any of the authors:
none of the researchers running the experiment
were among the participants.

� Other (fewer than 4 of the above apply): we
believe you should be able to tick 4 options of
the above. If that’s not the case, use this box to
explain.

Question 3.2.3: How are evaluators re-
cruited?

Evaluators (excluding one or more of the authors)
were recruited by word of mouth, and have been
interviewed prior to conduct the experiment.

Question 3.2.4: What training and/or prac-
tice are evaluators given before starting on
the evaluation itself?

First, the evaluators have been introduced to the
task of data-to-text generation. They then have
been introduced to the dataset under study. They
learned from an annotation guideline and have prac-
ticed on 5 examples before conducting the whole
experiment. Evaluators did not need legal train-
ing since they had background knowledge on the
domain.

Question 3.2.5: What other characteris-
tics do the evaluators have, known either
because these were qualifying criteria, or
from information gathered as part of the
evaluation?

Evaluators have been selected based on their ed-
ucational level (2 years in law school) and their
interest in criminal law.
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E.3.3 Experimental design (Questions
3.3.1–3.3.8)

Question 3.3.1: Has the experimental de-
sign been preregistered? If yes, on which
registry?

No.

Question 3.3.2: How are responses col-
lected? E.g. paper forms, online survey tool,
etc.

The answers were collected using a customized ver-
sion of Prodigy8, hosted on Amazon Web Services.

Question 3.3.3: What quality assurance
methods are used? Select all that apply. If
none match, select ‘Other’ and describe. In
all cases, provide details in the text box un-
der ‘Other’.

Check-box options (select all that apply):

X evaluators are required to be native speakers
of the language they evaluate: mechanisms
are in place to ensure all participants are native
speakers of the language they evaluate.

� automatic quality checking methods are
used during/post evaluation: evaluations are
checked for quality by automatic scripts during
or after evaluations, e.g. evaluators are given
known bad/good outputs to check they’re given
bad/good scores on MTurk.

X manual quality checking methods are used
during/post evaluation: evaluations are
checked for quality by a manual process
during or after evaluations, e.g. scores assigned
by evaluators are monitored by researchers
conducting the experiment.

� evaluators are excluded if they fail quality
checks (often or badly enough): there are con-
ditions under which evaluations produced by
participants are not included in the final results
due to quality issues.

8https://prodi.gy/

� some evaluations are excluded because of
failed quality checks: there are conditions un-
der which some (but not all) of the evaluations
produced by some participants are not included
in the final results due to quality issues.

� none of the above: tick this box if none of the
above apply.

� Other (please specify): use this box to describe
any other quality assurance methods used dur-
ing or after evaluations, and to provide addi-
tional details for any of the options selected
above.

Question 3.3.4: What do evaluators see
when carrying out evaluations? Link to
screenshot(s) and/or describe the evalua-
tion interface(s).

When carrying out evaluations, evaluators see the
input data as well as three generations from three
different models. They do not know which gen-
eration corresponds to which model. They then
provide a score for each generation independently.

3.3.5: How free are evaluators regarding
when and how quickly to carry out evalua-
tions? Select all that apply. In all cases, pro-
vide details in the text box under ‘Other’.

Check-box options (select all that apply):

� evaluators have to complete each individual
assessment within a set time: evaluators are
timed while carrying out each assessment and
cannot complete the assessment once time has
run out.

� evaluators have to complete the whole evalua-
tion in one sitting: partial progress cannot be
saved and the evaluation returned to on a later
occasion.

X neither of the above: Choose this option if nei-
ther of the above are the case in the experiment.

� Other (please specify): Use this space to de-
scribe any other way in which time taken or
number of sessions used by evaluators is con-
trolled in the experiment, and to provide ad-
ditional details for any of the options selected
above.
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3.3.6: Are evaluators told they can ask ques-
tions about the evaluation and/or provide
feedback? Select all that apply. In all
cases, provide details in the text box under
‘Other’.

Check-box options (select all that apply):

X evaluators are told they can ask any ques-
tions during/after receiving initial train-
ing/instructions, and before the start of the
evaluation: evaluators are told explicitly that
they can ask questions about the evaluation ex-
periment before starting on their assessments,
either during or after training.

� evaluators are told they can ask any questions
during the evaluation: evaluators are told ex-
plicitly that they can ask questions about the
evaluation experiment during their assessments.

� evaluators are asked for feedback and/or com-
ments after the evaluation, e.g. via an exit
questionnaire or a comment box: evaluators
are explicitly asked to provide feedback and/or
comments about the experiment after their as-
sessments, either verbally or in written form.

� None of the above: Choose this option if none
of the above are the case in the experiment.

� Other (please specify): use this space to de-
scribe any other ways you provide for evaluators
to ask questions or provide feedback.

3.3.7: What are the experimental condi-
tions in which evaluators carry out the eval-
uations? If none match, select ‘Other’ and
describe.

Multiple-choice options (select one):

X evaluation carried out by evaluators at a place
of their own choosing, e.g. online, using a pa-
per form, etc.: evaluators are given access to
the tool or form specified in Question 3.3.2, and
subsequently choose where to carry out their
evaluations.

◦ evaluation carried out in a lab, and conditions
are the same for each evaluator: evaluations
are carried out in a lab, and conditions in which
evaluations are carried out are controlled to be

the same, i.e. the different evaluators all carry
out the evaluations in identical conditions of
quietness, same type of computer, same room,
etc. Note we’re not after very fine-grained dif-
ferences here, such as time of day or tempera-
ture, but the line is difficult to draw, so some
judgment is involved here.

◦ evaluation carried out in a lab, and conditions
vary for different evaluators: choose this op-
tion if evaluations are carried out in a lab, but
the preceding option does not apply, i.e. condi-
tions in which evaluations are carried out are
not controlled to be the same.

◦ evaluation carried out in a real-life situation,
and conditions are the same for each evalu-
ator: evaluations are carried out in a real-life
situation, i.e. one that would occur whether or
not the evaluation was carried out (e.g. evalu-
ating a dialogue system deployed in a live chat
function on a website), and conditions in which
evaluations are carried out are controlled to be
the same.

◦ evaluation carried out in a real-life situation,
and conditions vary for different evaluators:
choose this option if evaluations are carried out
in a real-life situation, but the preceding option
does not apply, i.e. conditions in which evalua-
tions are carried out are not controlled to be the
same.

◦ evaluation carried out outside of the lab, in a
situation designed to resemble a real-life sit-
uation, and conditions are the same for each
evaluator: evaluations are carried out outside
of the lab, in a situation intentionally similar to
a real-life situation (but not actually a real-life
situation), e.g. user-testing a navigation system
where the destination is part of the evaluation
design, rather than chosen by the user. Condi-
tions in which evaluations are carried out are
controlled to be the same.

◦ evaluation carried out outside of the lab, in a
situation designed to resemble a real-life situ-
ation, and conditions vary for different eval-
uators: choose this option if evaluations are
carried out outside of the lab, in a situation in-
tentionally similar to a real-life situation, but
the preceding option does not apply, i.e. condi-
tions in which evaluations are carried out are
not controlled to be the same.

◦ Other (please specify): Use this space to pro-
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vide additional, or alternative, information
about the conditions in which evaluators carry
out assessments, not covered by the options
above.

3.3.8: Unless the evaluation is carried out
at a place of the evaluators’ own choosing,
briefly describe the (range of different) con-
ditions in which evaluators carry out the
evaluations.

N/A.

E.4 Quality Criterion n – Definition and
Operationalisation

E.4.1 Quality criterion properties (Questions
4.1.1–4.1.3)

Question 4.1.1: What type of quality is as-
sessed by the quality criterion?

Multiple-choice options (select one):

X Correctness: select this option if it is possible
to state, generally for all outputs, the condi-
tions under which outputs are maximally correct
(hence of maximal quality). E.g. for Grammat-
icality, outputs are (maximally) correct if they
contain no grammatical errors; for Semantic
Completeness, outputs are correct if they ex-
press all the content in the input.

◦ Goodness: select this option if, in contrast to
correctness criteria, there is no single, general
mechanism for deciding when outputs are max-
imally good, only for deciding for two outputs
which is better and which is worse. E.g. for
Fluency, even if outputs contain no disfluencies,
there may be other ways in which any given
output could be more fluent.

◦ Features: choose this option if, in terms of prop-
erty X captured by the criterion, outputs are not
generally better if they are more X , but instead,
depending on evaluation context, more X may
be better or less X may be better. E.g. outputs
can be more specific or less specific, but it’s not
the case that outputs are, in the general case,
better when they are more specific.

Question 4.1.2: Which aspect of system out-
puts is assessed by the quality criterion?

Multiple-choice options (select one):

◦ Form of output: choose this option if the cri-
terion assesses the form of outputs alone, e.g.
Grammaticality is only about the form, a sen-
tence can be grammatical yet be wrong or non-
sensical in terms of content.

X Content of output: choose this option if the
criterion assesses the content/meaning of the
output alone, e.g. Meaning Preservation only
assesses output content; two sentences can be
considered to have the same meaning, but differ
in form.

◦ Both form and content of output: choose this
option if the criterion assesses outputs as a
whole, not just form or just content. E.g. Coher-
ence is a property of outputs as a whole, either
form or meaning can detract from it.

Question 4.1.3: Is each output assessed for
quality in its own right, or with reference to
a system-internal or external frame of refer-
ence?

Multiple-choice options (select one):

◦ Quality of output in its own right: choose this
option if output quality is assessed without re-
ferring to anything other than the output itself,
i.e. no system-internal or external frame of refer-
ence. E.g. Poeticness is assessed by considering
(just) the output and how poetic it is.

X Quality of output relative to the input: choose
this option if output quality is assessed relative
to the input. E.g. Answerability is the degree
to which the output question can be answered
from information in the input.

◦ Quality of output relative to a system-external
frame of reference: choose this option if out-
put quality is assessed with reference to system-
external information, such as a knowledge base,
a person’s individual writing style, or the per-
formance of an embedding system. E.g. Factual
Accuracy assesses outputs relative to a source
of real-world knowledge.
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E.4.2 Evaluation mode properties (Questions
4.2.1–4.2.3)

Questions 4.2.1–4.2.3 record properties that are
orthogonal to quality criteria, i.e. any given quality
criterion can in principle be combined with any of
the modes (although some combinations are more
common than others).

Question 4.2.1: Does an individual assess-
ment involve an objective or a subjective
judgment?

Multiple-choice options (select one):

X Objective: Examples of objective assessment
include any automatically counted or other-
wise quantified measurements such as mouse-
clicks, occurrences in text, etc. Repeated as-
sessments of the same output with an objective-
mode evaluation method always yield the same
score/result.

◦ Subjective: Subjective assessments involve rat-
ings, opinions and preferences by evaluators.
Some criteria lend themselves more readily to
subjective assessments, e.g. Friendliness of a
conversational agent, but an objective measure
e.g. based on lexical markers is also conceiv-
able.

Question 4.2.2: Are outputs assessed in ab-
solute or relative terms?

Multiple-choice options (select one):

◦ Absolute: choose this option if evaluators are
shown outputs from a single system during each
individual assessment.

X Relative: choose this option if evaluators are
shown outputs from multiple systems at the
same time during assessments, typically ranking
or preference-judging them.

Question 4.2.3: Is the evaluation intrinsic
or extrinsic?

Multiple-choice options (select one):

◦ Intrinsic: Choose this option if quality of out-
puts is assessed without considering their effect
on something external to the system, e.g. the
performance of an embedding system or of a
user at a task.

X Extrinsic: Choose this option if quality of out-
puts is assessed in terms of their effect on some-
thing external to the system such as the perfor-
mance of an embedding system or of a user at a
task.

E.4.3 Response elicitation (Questions
4.3.1–4.3.11)

Question 4.3.1: What do you call the quality
criterion in explanations/interfaces to eval-
uators? Enter ‘N/A’ if criterion not named.

Legal accuracy.

Question 4.3.2: What definition do you
give for the quality criterion in explana-
tions/interfaces to evaluators? Enter ‘N/A’
if no definition given.

We define legal accuracy as being a text that re-
spectfully captures the input data w.r.t the criminal
code, the plea and the verdict. In most cases, legal
accuracy w.r.t the criminal code is the hardest part
of the task for neural networks.

Question 4.3.3: Size of scale or other rating
instrument (i.e. how many different possi-
ble values there are). Answer should be an
integer or ‘continuous’ (if it’s not possible
to state how many possible responses there
are). Enter ‘N/A’ if there is no rating instru-
ment.

10.

Question 4.3.4: List or range of possible
values of the scale or other rating instru-
ment. Enter ‘N/A’, if there is no rating in-
strument.

1, 2, 3, 4, 5, 6, 7, 8, 9, 10.
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Question 4.3.5: How is the scale or other
rating instrument presented to evaluators?
If none match, select ‘Other’ and describe.

Multiple-choice options (select one):

◦ Multiple-choice options: choose this option if
evaluators select exactly one of multiple op-
tions.

◦ Check-boxes: choose this option if evaluators
select any number of options from multiple
given options.

◦ Slider: choose this option if evaluators move a
pointer on a slider scale to the position corre-
sponding to their assessment.

◦ N/A (there is no rating instrument): choose
this option if there is no rating instrument.

X Other (please specify): choose this option if
there is a rating instrument, but none of the
above adequately describe the way you present
it to evaluators. Use the text box to describe the
rating instrument and link to a screenshot.

Due to the limitations of Prodigy regarding their
slider component (only one per page), we used
a free-form text box. Since we have few, highly
skilled evaluators, it was not a problem collecting
data.

Question 4.3.6: If there is no rating instru-
ment, describe briefly what task the evalua-
tors perform (e.g. ranking multiple outputs,
finding information, playing a game, etc.),
and what information is recorded. Enter
‘N/A’ if there is a rating instrument.

N/A.

Question 4.3.7: What is the verbatim ques-
tion, prompt or instruction given to evalua-
tors (visible to them during each individual
assessment)?

Do subsequent generations capture the data from
the docket file? Rate on a scale of 1 to 10.

Question 4.3.8: Form of response elicita-
tion. If none match, select ‘Other’ and de-
scribe.

Multiple-choice options (select one):9

◦ (dis)agreement with quality statement: Partici-
pants specify the degree to which they agree
with a given quality statement by indicating
their agreement on a rating instrument. The
rating instrument is labelled with degrees of
agreement and can additionally have numerical
labels. E.g. This text is fluent — 1=strongly
disagree...5=strongly agree.

◦ direct quality estimation: Participants are
asked to provide a rating using a rating instru-
ment, which typically (but not always) mentions
the quality criterion explicitly. E.g. How fluent
is this text? — 1=not at all fluent...5=very flu-
ent.

◦ relative quality estimation (including rank-
ing): Participants evaluate two or more items in
terms of which is better. E.g. Rank these texts
in terms of fluency; Which of these texts is more
fluent?; Which of these items do you prefer?.

X counting occurrences in text: Evaluators are
asked to count how many times some type of
phenomenon occurs, e.g. the number of facts
contained in the output that are inconsistent with
the input.

◦ qualitative feedback (e.g. via comments en-
tered in a text box): Typically, these are re-
sponses to open-ended questions in a survey or
interview.

◦ evaluation through post-editing/annotation:
Choose this option if the evaluators’ task con-
sists of editing or inserting annotations in text.
E.g. evaluators may perform error correction
and edits are then automatically measured to
yield a numerical score.

◦ output classification or labelling: Choose this
option if evaluators assign outputs to categories.
E.g. What is the overall sentiment of this piece
of text? — Positive/neutral/negative.

◦ user-text interaction measurements: choose
this option if participants in the evaluation ex-
periment interact with a text in some way, and

9Explanations adapted from Howcroft et al. (2020).
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measurements are taken of their interaction. E.g.
reading speed, eye movement tracking, com-
prehension questions, etc. Excludes situations
where participants are given a task to solve and
their performance is measured which comes un-
der the next option.

◦ task performance measurements: choose this
option if participants in the evaluation experi-
ment are given a task to perform, and measure-
ments are taken of their performance at the task.
E.g. task is finding information, and task perfor-
mance measurement is task completion speed
and success rate.

◦ user-system interaction measurements:
choose this option if participants in the
evaluation experiment interact with a system
in some way, while measurements are taken of
their interaction. E.g. duration of interaction,
hyperlinks followed, number of likes, or
completed sales.

◦ Other (please specify): Use the text box to de-
scribe the form of response elicitation used in
assessing the quality criterion if it doesn’t fall
in any of the above categories.

Question 4.3.9: How are raw responses
from participants aggregated or otherwise
processed to obtain reported scores for this
quality criterion? State if no scores re-
ported.

Macro-averages are computed from numerical
scores to provide summary, per-system results.

Question 4.3.10: Method(s) used for deter-
mining effect size and significance of find-
ings for this quality criterion.

What to enter in the text box: A list of methods
used for calculating the effect size and significance
of any results, both as reported in the paper given
in Question 1.1, for this quality criterion. If none
calculated, state ‘None’. None.

Question 4.3.11: Has the inter-annotator
and intra-annotator agreement between
evaluators for this quality criterion been
measured? If yes, what method was used,
and what are the agreement scores?

Krippendorff’s alpha is used to measure inter-
annotator agreement. Krippendorff’s alpha is of
0.84.

F Ethics

Question 5.1: Has the evaluation experi-
ment this sheet is being completed for, or
the larger study it is part of, been approved
by a research ethics committee? If yes,
which research ethics committee?

No.

Question 5.2: Do any of the system out-
puts (or human-authored stand-ins) eval-
uated, or do any of the responses col-
lected, in the experiment contain personal
data (as defined in GDPR Art. 4, §1:
https://gdpr.eu/article-4-definitions/)? If
yes, describe data and state how addressed.

No.

Question 5.3: Do any of the system outputs
(or human-authored stand-ins) evaluated,
or do any of the responses collected, in
the experiment contain special category
information (as defined in GDPR Art. 9, §1:
https://gdpr.eu/article-9-processing-special-
categories-of-personal-data-prohibited/)?
If yes, describe data and state how ad-
dressed.

No.

Question 5.4: Have any impact assessments
been carried out for the evaluation exper-
iment, and/or any data collected/evaluated
in connection with it? If yes, summarise ap-
proach(es) and outcomes.

No.
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