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Introduction

Welcome to the Second Workshop on Bridging Human–Computer Interaction and Natural Language
Processing!
The rapid advancement of natural language processing (NLP) research has led to a variety of applications
spanning a wide range of domains. As NLP applications are being used by more people in their everyday
lives, and are increasingly powered by data generated by people, it is more important than ever that
NLP researchers and practitioners adopt and develop methods to incorporate people into their work in
meaningful ways. Perspectives from human–computer interaction (HCI) can enable NLP researchers
and practitioners to advance the field of NLP in ways that are aligned with people’s needs, raising novel
questions and research directions for both NLP and HCI.
The workshop brings together researchers and practitioners from both disciplines to discuss shared re-
search interests, highlight work at the intersection of these fields, and identify challenges and opportuni-
ties for productive interdisciplinary collaborations.
We are delighted to present seventeen papers spanning reports of empirical work, research proposals,
provocations, and surveys, of which eight are archival papers, and nine are non-archival papers to be
presented at the workshop but not included in the proceedings.
We would like to thank everyone who submitted their work to this workshop, as well as the program
committee for their insightful feedback. We would also like to thank our invited speakers: Jeffrey Bigham
and Diyi Yang.
We hope you enjoy the workshop! —Su Lin Blodgett, Hal Daumé III, Michael Madaio, Ani Nenkova,
Brendan O’Connor, Hanna Wallach, and Qian Yang
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Abstract

An existing domain taxonomy for normalizing
content is often assumed when discussing ap-
proaches to information extraction, yet often
in real-world scenarios there is none. When
one does exist, as the information needs shift,
it must be continually extended. This is a
slow and tedious task, and one that does not
scale well. Here we propose an interactive tool
that allows a taxonomy to be built or extended
rapidly and with a human in the loop to control
precision. We apply insights from text summa-
rization and information extraction to reduce
the search space dramatically, then leverage
modern pretrained language models to perform
contextualized clustering of the remaining con-
cepts to yield candidate nodes for the user to
review. We show this allows a user to consider
as many as 200 taxonomy concept candidates
an hour to quickly build or extend a taxonomy
to better fit information needs.

1 Introduction

Information extraction (IE), or the extraction of
structured information from free text, is a sub-field
of natural language processing (NLP) that is of
keen interest to those outside of the NLP commu-
nity. Practitioners who desire to mine information
from text often set this up as a two-part task: (1)
extracting the structured information from each
document, and then (2) normalizing the extractions
to be able to aggregate across a given corpus.

For this second step, often referred to as ground-
ing, there are several approaches, but in industry
and many domain-specific applications, the stan-
dard method for grounding is linking to a relevant
ontology or taxonomy (Friedman et al., 2001; Srini-
vasan et al., 2002; Shen et al., 2014; Sevgili et al.,
2020), i.e., a set of domain concepts and their hi-
erarchical organization (and additional relations in

the case of an ontology). However, the task of cre-
ating or maintaining these resources is laborious
and never complete; as new documents are added
or the use case shifts, there are concepts that are not
well covered by the current taxonomy. As a result,
typically a user must manually add new, relevant
concepts to the taxonomy – a process which is both
time-consuming and expensive.

Here we present a tool that is designed to stream-
line this process by using automatically gleaned
text summarization analytics from the corpus itself,
coupled with the power and expressivity of recent
contextualized embeddings, to suggest candidate
concepts to a human user during an interactive ses-
sion. The user can accept, reject, or manipulate the
suggested concept, then determine where it belongs
in relation to other existing nodes. Taxonomies can
be persisted for downstream use or a subsequent
editing session. Our contributions are:

(1) We propose a data-driven approach to inter-
actively build or augment a taxonomy with new
concepts derived from the corpus of interest. The
human user is at the center of our workflow and
retains full control. Our approach first ranks and
then clusters corpus concepts to provide the user
with highly salient and coherent suggestions for
new taxonomy nodes. In a web application, the
user can act on the suggestions by adding, editing,
deleting, or skipping them as desired. The tool
is designed to be domain agnostic and interactive,
with expensive steps performed in advance.
(2) We provide two case studies to demonstrate the
utility of our approach, first, focused on a causal
analysis of the drivers of food insecurity, and sec-
ond, managing regional security (Section 5). We
show that a user was able to process an average of
200 nodes per hour, 16% of which were added to
the taxonomy. We find that the extended taxonomy
results in an overall consistently higher grounding
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Figure 1: Overall architecture of our Taxonomy Builder,
which combines offline pre-processing steps (the components
in the left panel) with online user sessions (right panel).

confidence. We show that this increased confidence
correlates with an increase in grounding correct-
ness. Further, the updated taxonomy results in an
increase in the number of causal relations between
high-confidence grounded concepts.

2 Related work

There are several large, ontological resources,
e.g., WordNet (Miller, 1995; Fellbaum, 2010),
Cyc (Lenat, 1995), UMLS (Bodenreider, 2004),
and SNOMED CT (Donnelly et al., 2006). How-
ever, resources such as these, even in aggregate,
do not have coverage of all domains; instead, they
need to be perpetually extended to cover new con-
cepts (Powell et al., 2002; Ceusters, 2011).

To address the human cost of creating or main-
taining taxonomies, many proposed approaches ei-
ther rely on supervised data (Bordea et al., 2016;
Mao et al., 2018; Espinosa-Anke et al., 2016, e.g.,)
or perform unsupervised term extraction and clus-
tering (Bisson et al., 2000; Drymonas et al., 2010,
e.g.,). As supervised training cannot be assumed in
real-world settings, our approach is more similar
to the latter; we use unsupervised methods for con-
cept discovery, ranking, and clustering. However,
we keep the human in the loop to guide the pro-
cess, critical for sensitive use cases such as military
events, medical emergencies, etc.

Maedche and Staab (2001) similarly propose a
tool that allows a user to guide a semi-automatic
ontology creation process. However, our approach
uses techniques from text summarization to filter
candidate concepts and modern contextualized em-
beddings to more robustly handle multiple word
senses and multi-word phrases to minimize the
work that must be done by the user.

3 Architecture

Our approach for rapid data-driven taxonomy gen-
eration combines insights from several layers of
text understanding to suggest highly relevant can-
didate concepts to a user, who decides how to use
them (or not) to build the taxonomy they need. The
architecture is shown in Figure 1.

Specifically, given a corpus of documents and op-
tionally an existing taxonomy, we assign salience
scores to each sentence based on keyword occur-
rence (Appendix A.1). From sentences with a suffi-
ciently high salience, we extract multi-word expres-
sions (noun and verb phrases) as potential phrases
of interest. These are ranked with respect to each
other using an extension of the TextRank algorithm
(Mihalcea and Tarau, 2004) (Appendix A.3). The
top-ranked concepts are encoded with contextual-
ized word embeddings and clustered (Appendix B).
Resulting clusters are presented to the user as sug-
gested novel concepts; the phrases in the clusters
can be thought of as examples of that concept. To
ensure interactivity, these computationally expen-
sive steps are done ahead of time, and the user need
only load the pre-computed initial clusters.

Once loaded, clusters are exposed to the user
through our interactive web application. The user
can then decide between a series of actions (Sec-
tion 4); specifically, they can accept, edit, skip, or
discard the node. Accepted nodes are then inserted
into the current working taxonomy. The user con-
tinues to work through the system’s suggestions
until they are satisfied with the taxonomy.

4 Taxonomy builder workflow

Once phrases are ranked and clustered, they are
passed to the user-facing interface, which imple-
ments a two-part workflow: (a) cluster curation and
(b) concept organization.

4.1 Cluster curation workflow
We frame the cluster curation workflow as a poten-
tially iterative process, where the user adds novel
nodes to the taxonomy from the suggested clusters
and then, if desired, submits unused phrases for
reclustering and a subsequent iteration of curation.
By eliminating phrases that are irrelevant or have al-
ready been associated with a taxonomy node, each
iteration provides an improved basis for organizing
the remaining phrases into new, potentially usable
clusters. The workflow for a curation iteration is
illustrated in Figure 2:
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Figure 2: Cluster curation workflow.

1 User examines clusters in descending order of cluster
score.

2 For each cluster, the user decides whether to include it
as a taxonomy node, informed by its perceived relevance
to the use case and its perceived added value, relative to
existing nodes.

2a1 If the cluster is included, one phrase is selected for the
node name and one or more phrases are chosen as con-
cept examples; this can be done in bulk.

2a2 User can also reject or defer unused phrases from this
cluster. Rejected phrases are excluded from reclustering,
whereas deferred phrases are included if the user chooses
to recluster.

2b If the cluster is not included in (2), the user can either
reject or defer the entire cluster, or some of its phrases.

3 User decides whether to continue to curate or, if re-
maining clusters appear to be unlikely candidates for
inclusion, to defer the remaining clusters.

4 Having completed an iteration of curation, the user ei-
ther reclusters or moves on to the concept organization
workflow.

4.2 Concept organization workflow
The concept organization workflow is: Examining
each of the newly generated concepts in turn, the
user 1) searches for an existing taxonomy node
that would be a suitable parent to the new concept,
2) adds the concept to an existing branch if one is
found or a new branch if none exists, and 3) updates
any additional required concept metadata. Once all
concepts have been organized within the taxonomy,
the user publishes the new or augmented taxonomy.

4.3 User interface
The above workflows are carried out using a web
application that includes a cluster viewer and a

taxonomy editor. The cluster viewer displays the
clustered concepts and allows the user to include or
exclude clusters. The taxonomy editor allows the
user to traverse the taxonomy tree, add or remove
nodes, move existing nodes to different branches,
and make changes to node metadata. The user can
toggle between these at any time.

4.3.1 Cluster viewer
The cluster viewer consists of 1) reclustering con-
trols, 2) a cluster list, and 3) a target node editor.
The reclustering controls allow the user to submit
new clustering jobs and access previously submit-
ted jobs. The cluster list displays all clusters in
descending order of score and contains controls for
adding clusters to the taxonomy as concept nodes.
The target node editor permits directly editing a
new or existing taxonomy node corresponding to
the given cluster (see Figure 3).

Each displayed cluster has a panel showing a)
a node selector tool allowing a user to select an
existing node or create a new node in the taxonomy
as the "target" for the current cluster, b) a recom-
mended concept name, initially populated by the
first phrase within the cluster, c) a switch to either
reject or curate the cluster (curate by default), d)
the list of cluster phrases, e) phrases selected for
inclusion, f) rejected phrases. Each cluster phrase
has an option to accept it as an example, reject it,
or select it as the concept name. The target node
can be updated in the target node editor panel (3)
and even moved in the taxonomy by updating its
"parent" field. Through the inclusion of defaults,
we ensure that the user does not need to treat all
phrases, saving them time.

When the user first enters the cluster viewer, the
application fetches and displays the initial cluster-
ing results. Once the user has included at least
one cluster as a new concept by accepting a phrase,
the option to recluster is enabled. When the user
executes this option, the application submits a clus-
tering job including all deferred phrases, clears
the cluster results, and polls the clustering service
for the job status. When the new clustering job
is finished, the new cluster results are displayed
and the job id is persisted in the application state
for that user, allowing the user to follow the cu-
ration workflow over multiple iterations despite
interruptions. Accepted clusters are automatically
added to a top-level branch in the taxonomy named
“clusters.” Any changes to a cluster’s name and
accepted phrases automatically propagate to the

3



Figure 3: Cluster viewer user interface. Number and letter labels refer to the elements as described in Section 4.3.1.

Figure 4: Taxonomy editor user interface. Number labels refer to the elements as described in Section 4.3.2.

corresponding concept’s name and examples.

4.3.2 Taxonomy editor

The taxonomy editor consists of 1) import/export
controls, 2) taxonomy explorer, 3) concept search
widget, and 4) node editor (Figure 4). The im-
port/export controls permit the user to upload a
taxonomy and download the current state of a tax-
onomy as a taxonomy file. The taxonomy explorer
provides a collapsed tree view of the taxonomy sim-
ilar to multi-directory views common to many oper-
ating systems. This permits users to see a selected
node, its siblings, its children, and its closest three
ancestors and their siblings. Visible nodes can be
clicked to become the new selection, allowing users
to traverse the taxonomy in any “direction.” This
format was chosen because it displays a relatively
broad cross-section of the taxonomy without sacri-
ficing intelligibility and navigability. The concept
search widget allows users to search for concept
names and navigate to them without having to click
through the explorer. The node editor allows users
to update the concept name, update its parent, add
and remove children, and update node metadata.

5 Usage Scenarios

We evaluate our tool through two use cases, both of
which are motivated by DARPA’s World Modelers

program:1 food insecurity and regional security.
We detail both evaluations in Appendix C. The
take-home messages from this evaluation were: (a)
the users were able to process 200 candidates for
taxonomy concepts per hour using the tool; (b) the
updated taxonomies yielded increased grounding
confidence scores, which indicate that the new tax-
onomies fit the data better, and (c) the new ground-
ing confidence scores have increased correlation
with grounding correctness.

6 Conclusions

We introduced a tool to streamline taxonomy con-
struction and extension. Using techniques from
text summarization alongside the benefits of mod-
ern pretrained language models, we automatically
glean cohesive taxonomy node suggestions from
the corpus itself. The user interface then allows
users to quickly review suggestions and decide
whether to accept or reject part or all of each.
Through two case studies, we showed that this tool
can be used to rapidly extend an existing taxonomy
in a matter of hours, and further that the resulting
taxonomy is a better fit to the domain of interest.

The software is included in the DART
framework at: https://github.com/

twosixlabs-dart/dart-ui.

1
https://www.darpa.mil/program/world-modelers
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A Concepts

For the process of selecting phrases from the cor-
pus to serve as potential concepts of interest (or
examples of those concepts), we use filters to both
improve the speed of clustering and reduce the
noise in the final clusters themselves.

A.1 Sentence salience
To prevent candidate phrases that are not salient to
the core content of the documents, we use a simple
extractive text summarization technique to identify
the most salient or important sentences and assign
each a score (Luhn, 1958; Allahyari et al., 2017).

We first lowercase document text and tokenize
with spaCy,2 ignoring stopwords and punctuation.
We then extract keywords by calculating the fre-
quency of all words, normalizing such that the most
frequent has a value of 1. Finally, we calculate sen-
tence salience scores by identifying the occurrence
of keywords within a sentence, summing their fre-
quency values, and normalizing these sums such
that the most salient sentence in a document, i.e.,
the one with the highest sum, has a score of 1.

The sentence salience score quality was evalu-
ated against a human rater. We selected random
pairs of sentences, and for each asked our rater to
determine which sentence was more important to
the meaning of the document. A preliminary analy-
sis with 10 news articles found that the human judg-
ment agreed with the assigned scores 80% of the
time. In cases of disagreement, typically the human
chose a headline or summary sentence, whereas
the algorithm chose a sentence with detailed but
relevant information. From this preliminary anal-
ysis, we made two minor changes that made the
model more robust to irregularities in documents:
disregarding bullet points and subheadings. After
making this change, rater judgments were nearly
100% aligned with the assigned salience scores.

A.2 Candidate phrases
To get candidate phrases from the sufficiently
salient sentences, we process them with the CLU
lab processors library.3 We then select noun and
verb chunks, splitting on coordinating conjunctions
and trimming determiners from the edges. We note
frequency and where they occur, keeping the 10k
most frequent.

2https://spacy.io
3https://github.com/clulab/processors

We use FastNLPProcessor, based on CoreNLP (Manning
et al., 2014).

Strategy 1 Strategy 2 Strategy 3

Expert 1 55% 30% 25%
Expert 2 70% 45% 25%

Table 1: Manual evaluation results (P@20) for three differ-
ent strategies (Section A.3) for edge weights in the phrase
graph. Strategy 1 uses similarity alone, Strategy 2 uses
similarity × PMI , and Strategy 3 uses similarity ×
PMI × frequency. P@20 indicates what percentage of
the concepts ranked in the top 20 were considered relevant for
the use case by the corresponding expert.

A.3 Ranking candidates

These 10k phrases are ranked using an extension
of TextRank (Mihalcea and Tarau, 2004), an algo-
rithm inspired by PageRank (Page et al., 1999) that
treats text as a graph and applies a graph-based
ranking algorithm to surface keywords or phrases.
The key extension in this effort is that nodes in the
constructed graph are the phrases previously ex-
tracted, rather than full sentences, as in the original
algorithm.

The algorithm consists of four steps: (1) Iden-
tify text units that best fit the task to be nodes in
the graph; (2) Identify relations between units and
draw the corresponding edges; (3) Iterate the graph-
based ranking algorithm until convergence; (4) Sort
nodes based on ranking scores.

As mentioned, in our implementation of Text-
Rank, we consider our extracted chunks to be the
text units (i.e., nodes in the graph) rather than com-
plete sentences. We experimented with several
options for defining edge weights, including word
embedding similarity, Point-wise Mutual Informa-
tion (PMI), and frequency of co-occurrence in the
same sentence. (Mahata et al., 2018). For the em-
bedding similarity, we represent each phrase as its
GloVe embedding (Pennington et al., 2014), aver-
aging embeddings of multi-word expressions, and
compare with cosine similarity. Building on these
three information sources, we compared three edge
similarity strategies:

strategy1 = cosine_similarity(c1, c2) (1)
strategy2 = strategy1 × PMI(c1, c2) (2)
strategy3 = strategy2 × log(cooccur(c1, c2)) (3)

where c1 and c2 are the phrases to be compared.
Using a small set of documents, we had two

domain experts do a blind evaluation of the top-
ranked phrases produced by the different strategies.
As shown in Table 1, strategy 1 produces the best
TextRank overall,4 and so was chosen. To avoid a

4Post-hoc analysis showed that strategy 2 prefers infre-
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fully connected graph, which slows down the Text-
Rank algorithm dramatically, we set a threshold for
the similarity scores5 and for each phrase, we keep
only edges for the 100 most similar neighbors.

After ranking the extracted phrases, the highest-
ranked 5k are used for generating the node sugges-
tion clusters (Section B).

B Clustering

After extraction, phrases are clustered into seman-
tically cohesive groups to serve as taxonomy node
suggestions. We use Huggingface transformers
(Wolf et al., 2020) to obtain contextualized Dis-
tilBERT (Sanh et al., 2020) embeddings of each
occurrence of each phrase. We then use Annoy6

to perform time-efficient nearest neighbor search
over these embeddings. For each phrase, we ob-
tain a ranked list (in terms of cosine similarity)
of the top-k most similar phrases as input to the
clustering.

To cluster the phrases, we employ an algorithm
based on the CBC algorithm (Clustering By Com-
mittee) (Pantel and Lin, 2002), which uses average
link agglomerative clustering (Schütze et al., 2008,
Ch. 17) to recursively form cohesive clusters that
are dissimilar to one another. For each cluster c
that is formed, the algorithm assigns a score: |c|×
avgsim(c), where |c| is the number of members
of c and avgsim(c) is the average pairwise cosine
similarity between members. This score reflects
a preference for larger and cohesive clusters. We
then rank the clusters in decreasing order of their
cluster scores, prioritizing the most effective and
cohesive clusters to the user for selection and addi-
tion to the taxonomy.

C Usage Scenarios and Discussion

We evaluate our tool through two use cases, both
of which are motivated by DARPA’s World Mod-
elers program.7 The first use case focuses on food
insecurity, which is a complex domain, spanning
several disciplines including economics, govern-
ment policy, agriculture, etc. The second use case
addresses regional security, an equally complex
domain.
quent phrases that aren’t descriptive of the overall topic, e.g.,
intergovernmental panel and environ, whereas strategy 3 op-
positely adds frequent phrases, e.g., names of countries, which
the experts deemed not useful for taxonomy construction.

5We found 0.0 to be both a useful and intuitive threshold.
6https://github.com/spotify/annoy
7https://www.darpa.mil/program/

world-modelers

C.1 Use case 1: food insecurity
For this use case, the user8 was provided with an
initial taxonomy9 created for the DARPA World
Modelers program, and used the tool to perform
cluster curation and taxonomy editing for 2 hours.
In this time, the user was able to curate 400 clus-
ters. Of those 400, 65 were chosen for inclusion as
taxonomy nodes, 18 were deferred for reclustering,
and the remaining 317 were rejected entirely. After
this curation, the resulting taxonomy was compared
against the original.

For this case study, we use a corpus of 472 doc-
uments from the food insecurity domain (govern-
ment and NGO reports, news articles, etc.). We
perform IE using the Eidos causal information ex-
traction system (Sharp et al., 2019), resulting in
209,352 extracted concepts related to food secu-
rity.

We then attempt to ground each concept men-
tion to the taxonomy, assigning a grounding con-
fidence score. There are many ways of assigning
a confidence score. Here, we create a vector rep-
resentation for the mention to be grounded and of
each node in the taxonomy by averaging the GloVe
embeddings for each non-stop word in the men-
tion’s text span and the taxonomy node’s examples,
respectively. We then assign each mention to the
node that is closest in terms of cosine similarity.

We analyze extracted mentions and their
grounding before and after the taxonomy update.
Of the 209, 352 concepts extracted, 170, 488
were grounded before the update and 170, 539
were grounded after.10 Further, after the update,
48, 404 concepts (28% of grounded concepts),
were grounded to a different taxonomy term. For
example, the phrase ethnic-religious divisions
was originally grounded to the taxonomy concept
crisis_or_disaster/conflict/hostility

(with a score of 0.48), but after the update, it is
grounded to ethnic_conflicts (with a higher
score of 0.56).

Of the groundings that changed, for 47, 518 the
confidence increased after the taxonomy update
(98% of those that changed). Figure 5 shows the
distribution of the changes in grounding scores
attributed to the taxonomy update. Importantly,
we observed that this increase in grounding confi-

8One of the authors served as the tool’s user.
9https://github.com/WorldModelers/

Ontologies
10The Eidos system has an internal filter that doesn’t pro-

duce groundings when the confidence is below 0.2.
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Figure 5: Histogram of changes in grounding scores associated with specific concepts after the taxonomy update in use case 1.

Figure 6: The number of causal influence graph edges over concepts obtained before and after the taxonomy update at a given
grounding score threshold in use case 1.

dence correlates with grounding correctness. To
verify this, we measured the Pearson correlation
between grounding confidence and correctness
(which is represented as a Boolean variable, i.e.,
correct/incorrect grounding) for 42 randomly se-
lected concepts. The Pearson correlation values
were 55.15% for the original taxonomy vs. 59.37%
for the updated one, a relative increase of 7.6%.

Next, we use INDRA (Gyori et al., 2017; Sharp
et al., 2019), an automated model assembly sys-
tem, to assemble each set of causal influence re-
lations (before and after taxonomy updating) into
a causal influence graph by aggregating relations
with matching groundings. We find that the num-
ber of edges in the causal influence graph increased
from 11, 072 to 12, 720 after the taxonomy update,
and further, we show in Figure 6 the number of
edges in each influence graph between nodes whose
grounding scores are above a given threshold. As
shown, after the taxonomy update, the influence

graph is consistently larger and covers more taxon-
omy terms compared to before, with higher confi-
dence.

C.2 Use case 2: regional security

This use case was performed by a group of ex-
pert analysts outside the tool’s developer team as
part of a DARPA program evaluation. The analy-
sis attempted to model a complex regional crisis
scenario, using IE from documents to construct
models of causal influences of security concerns
surrounding Kenya’s 2022 elections.

Users started from an initial taxonomy11. 10k
documents relevant for the use case were identified
by the organizers of the evaluation to seed the tax-
onomy extension process. Users were then given
access to the tool to perform cluster curation and

11https://github.com/WorldModelers/
Ontologies
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Figure 7: Histogram of changes in grounding scores associated with specific concepts after the taxonomy update in use case 2
(the red line provides vertical axis at 0 score change for clarity).

taxonomy editing over the course of multiple days.
Similar to use case 1, to evaluate the effect of

taxonomy changes, we performed IE using Eidos
on the seed corpus. This resulted in a total of
1, 205, 628 concepts extracted from the 10k doc-
ument corpus. We then grounded each extracted
concept – using the approach described for use case
1 – with respect to the taxonomy both before and
after the update. We found that 297, 405 of the
extracted concepts (24.6% of all extracted) were
grounded to different taxonomy entries after the up-
date. Of these, 247, 113 (83%) were grounded with
a higher score compared to before (see Figure 7 for
the distribution of score changes).

Using INDRA, we then assembled causal rela-
tions that were extracted between concepts from
the corpus into a causal influence graph before
and after the taxonomy update. In both cases, we
applied a grounding score threshold of 0.6 to re-
tain concepts grounded to a taxonomy term with
high-confidence. We found that the number of
nodes in the graph increased from 337 to 451 (an
increase of 33.8%) and the number of edges grew
from 23, 274 to 29, 562 (a 27.6% increase) after
the update. Overall, we again found that the tax-
onomy update resulted in a larger causal influence
graph at a given level of confidence.
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Abstract

With the growth of Automatic Content Moder-
ation (ACM) on widely used social media plat-
forms, transparency into the design of modera-
tion technology and policy is necessary for on-
line communities to advocate for themselves
when harms occur. In this work, we describe a
suite of interactive modules to support the ex-
ploration of various aspects of this technology,
and particularly of those components that rely
on English models and datasets for hate speech
detection, a subtask within ACM. We intend
for this demo to support the various stakehold-
ers of ACM in investigating the definitions and
decisions that underpin current technologies
such that those with technical knowledge and
those with contextual knowledge may both bet-
ter understand existing systems.

1 Introduction

The field of natural language processing (NLP)
is organized into tasks, definitions of which min-
imally include the combination of a modeling
paradigm and benchmark datasets (Vu et al. (2020);
Reuver et al. (2021); Schlangen (2021); see also
BIG-bench1). This organization, however, is not
necessarily apparent to those outside of NLP re-
search. Making these established tasks outwardly
visible is one step towards the recent push for acces-
sible documentation of NLP (Bender and Friedman,
2018; Holland et al., 2018; Mitchell et al., 2019;
Arnold et al., 2019; McMillan-Major et al., 2021;
Gebru et al., 2021) and promoting the importance
of careful data treatment (Paullada et al., 2021;
Sambasivan et al., 2021b).

One task that has attracted sustained interest in
NLP is the problem of content moderation. While
many manual and hybrid paradigms for content
moderation exist (Pershan, 2020), several major
platforms have invested heavily in automated meth-
ods that they see as necessary to support scaling

1https://github.com/google/BIG-bench/

up moderation to address their colossal content
loads (Gillespie, 2020). Automatic Content Mod-
eration (ACM) includes strategies that range from
keyword- or regular expression-based approaches,
to hash-based content recognition, to data-driven
machine learning models. These approaches em-
ploy different families of algorithms, resulting in
various downstream effects and necessitating docu-
mentation and algorithmic accountability processes
that address the needs of a variety of stakeholders.

Synchronizing research around consistent mod-
eling paradigms and benchmark datasets is an on-
going problem for ACM (Fortuna et al., 2020;
Madukwe et al., 2020), with experts calling for
more grounding in related areas in the social
sciences, communication studies and psychology
(Vidgen and Derczynski, 2020; Kiritchenko et al.,
2021). Without this grounding and without con-
sideration for the contexts into which ACM is inte-
grated, the technology intended to prevent harms
ends up magnifying them, especially for vulnerable
communities (Dias Oliva et al., 2021).

The present paper proposes an interactive tool
aimed at allowing a diverse audience to explore ex-
amples of NLP data and models used in data-driven
ACM, focusing on the subtask of hate speech detec-
tion. Our tool outlines various aspects of the social
and technical considerations for ACM, provides an
overview of the data and modeling landscape for
hate speech detection, and enables comparison of
different resources and approaches to the task. Our
goal is to understand the role of multidisciplinary
education and documentation in promoting algo-
rithmic transparency and contestability (Vaccaro
et al., 2019). We provide a brief overview of ACM
as well as the interactions between its many stake-
holders (§2) and describe related work in dataset
and model exploration (§3). We then present our
demo (§4), highlighting its constituent sections and
describing our rationale for each. We conclude with
a summary of limitations and future work (§5).
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Figure 1: Introduction page to the demo

2 Background: Content Moderation

Content moderation is the process by which online
platforms manage which kinds of content, in the
form of images, video, or text, that users are al-
lowed to share. Policies for content moderation,
which vary across platforms, are often guided by
a combination of legal, commercial, and social
pressures. Broadly, these policies tend to prohibit
explicit sexual content, graphic depictions of vi-
olence, hate speech2, and harassment or trolling
between platform users (Gillespie, 2018). Plat-
forms take a variety of actions to moderate content,
including removal of the offending content, reduc-
ing the visibility of the content, adding a flag or
warning, and/or suspending accounts that violate
content guidelines. Moderation decisions can, how-
ever, lead to undesired reactions. For example,
removing conspiracy theory content tends to rein-
force conspiracy theory claims, and ousting hateful
groups from larger platforms can result in these
groups flocking to smaller platforms with fewer
resources for moderation (Pershan, 2020).

Conflicts in moderation decisions often arise due
to the size and diversity of a platform’s community
members and a divergence in priorities between
community members and platform managers. A re-
port from the Brennan Center for Justice found that
‘double standards’ pervade in content moderation
actions, and that inconsistently applied content poli-
cies overwhelmingly silence marginalized voices
(Díaz and Hecht-Felella). For example, Facebook
erroneously labeled hashtags referencing Al-Aqsa,
a mosque in a predominately Palestinian neigh-
borhood of Jerusalem, as pertaining to a terrorist
organization, and was also found to censor deroga-

2We define hate speech in §4.

tory speech against white people more frequently
than slurs against Black, Jewish, and transgender
people (Eidelman et al., 2021). To address the often
stark gap between model performance on intrinsic
metrics and performance in real-world, user-facing
scenarios for toxic content classifiers, Gordon et al.
(2021) propose an evaluation paradigm that takes
into account inter-annotator disagreements on train-
ing data.

Even when moderation rules are applied con-
sistently, they may result in over-moderating com-
munities that use terms that are deemed ‘explicit’
outside the community but are acceptable to the
community members themselves, as often happens
for LGBTQ communities online (Dias Oliva et al.,
2021). These kinds of harms show that content
moderation algorithms must be developed with
transparency, care for the context in which the al-
gorithms will be integrated, and mechanisms for
the community to contest moderation decisions.
One approach to consulting diverse perspectives
on ‘toxic’ content relies on jury learning, as in a
model proposed by Gordon et al. (2022).

In addition to calling for more inclusion by vari-
ous stakeholders in decision-making processes for
each platform, Pershan (2020) advocates for the
development of regional policies that consider the
moderation styles of smaller platforms as well as
larger ones. Regional policies are especially im-
portant as the large platforms, primarily located in
the US, are ported outside the US with moderation
policies that are ill-equipped to support local com-
munities appropriately, for example in India where
hate speech may also occur on the basis of caste
(Sambasivan et al., 2021a).

Approaches to content moderation commonly in-
volve a hybrid strategy that uses reports from users
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and algorithmic systems to identify content that
may violate platform guidelines, and then relies on
human review to determine a course of action (i.e.,
retain, obscure, or remove the content). This pro-
cess exposes human moderators to high volumes
of violent and hateful content (Roberts, 2014), mo-
tivating a push for enhanced automatic methods
to alleviate the burden on human moderators. Au-
tomated content moderation can rely on analyses
of the content itself using NLP or computer vision
(CV), features of user dynamics, and hashing to
match instances of pre-identified forbidden content.
Within the realm of text-based ACM, approaches
vary from wordlist-based approaches to data-driven
models. When platforms opt not to build their own
systems, Perspective API3 is commonly used to
flag various kinds of content for moderation.

Forbidding hate speech on online platforms is
seen as a way to prevent the proliferation of hate-
ful discourse from leading to hate-driven violence
offline4. Common datasets used for training and
evaluating hate speech detectors can be found at
https://hatespeechdata.com/. We re-
fer readers to Kiritchenko et al. (2021) for a com-
prehensive overview of definitions, resources, and
ethical challenges incurred in the development of
hate speech detection technologies.

3 Related Work: Interactive Dataset and
Model Exploration

A variety of methods and tools that enable dataset
users to explore and familiarize themselves with the
contents of the datasets have been proposed. For
example, Know Your Data5, provided by Google’s
PAIR research group, aims to provide users with
views of datasets that surface errors or issues with
particular instances, systematic gaps in represen-
tation, or problematic content that requires hu-
man judgment to assess. This tool thus far has
focused on image datasets. The Dataset Cartog-
raphy method, proposed by Swayamdipta et al.
(2020), uses model training dynamics to create
maps of dataset instances organized by difficulty
or ambiguity, which can surface problematic in-
stances. Recently, Xiao et al. (2022) released a tool
for comparing datasets aimed at enabling dataset
users to understand potential sources of bias in the
data. While much previous work has focused on ex-

3https://perspectiveapi.com/
4Discord Off-Platform Behavior Update
5https://knowyourdata.withgoogle.com/

ploratory tools for dataset users, our tool is meant
to cater to an audience who will not necessarily be
training machine learning models, but constitute a
variety of impacted or interested stakeholders.

Wright et al. (2021) tackle the problem of in-
terrogating a toxicity detection model using a tool
they call RECAST. They fine-tune a BERT-based
Transformer model on the Jigsaw Kaggle dataset of
toxic comments from Wikipedia and provide an on-
line text-editing application that visually highlights
words that the models detects as toxic, suggesting
alternate phrases that may be less toxic using both
word embeddings and language modeling predic-
tions. They evaluate the tool using a text-editing
task, presenting user study participants with com-
ments drawn from both the Kaggle dataset and
Twitter threads, and show that the users in their
study are learning about the model behavior by
editing toxic comments to be less toxic according
to the model prediction scores.

4 Demo Development and Structure

We aim to make the exploration tool as accessible
and useful as possible to the many stakeholders
involved in ACM. Particularly in light of the closed
nature of many contemporary content moderation
pipelines that impact people who use social me-
dia, our demo familiarizes these stakeholders with
the general framework of how such systems might
work behind the scenes. In order to conceptualize
the breadth of uses that ACM stakeholders may
have for such an exploratory tool, we considered
the stakeholders and their goals detailed in Pershan
(2020) using the framework developed by Suresh
et al. (2021). Rather than identifying stakeholders
based on their roles, they propose mapping stake-
holders based on the type of knowledge they hold
and the context of that knowledge, such as techni-
cal, domain, and contextual knowledge.

In mapping out our envisioned stakeholders, we
tried to consider how they might use the tool to-
wards their goals. Policymakers, journalists and
impacted communities may use the demo to un-
derstand where and how things go wrong in hate
speech detection in order to advocate for changes
to platform policies. Domain experts may use the
tool to understand where their work is used in a
pipeline, such as in label definitions, and envision
potential locations in the pipeline where additional
domain information could be useful. Students and
current developers may use the tool to reflect upon
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their own design decisions in light of the historical
and sociotechnical framing we provide for ACM
and consider new possibilities for research develop-
ment. Finally, we imagine that our demo may gen-
erally provide common ground for these and other
stakeholders in order to facilitate more productive
discussions on how to develop ACM technologies.

Additionally, in order to more fully understand
the perspectives of stakeholders outside of the aca-
demic context, we discussed our demo and the state
of the field of hate speech detection with several ex-
perts in the field, particularly those with experience
deploying models in the industry context and work-
ing with non-technical stakeholders. Following
these discussions, we built the interactive, openly
available demo using Streamlit6, the first page of
which is shown in Fig. 1. We provide screenshots
of the other modules in Appendix A.

S1. Welcome and Introduction

The introduction to the demo is intended to provide
common ground for the various stakeholders with
key terms and the kinds of data that are subject to
moderation. The key terms include hate speech
and content moderation, for which we provide the
following definitions to help build a shared under-
standing given the broad audience we identified:

Hate speech Any kind of communication in
speech, writing, or behaviour that attacks or uses
pejorative or discriminatory language with refer-
ence to a person or a group on the basis of who
they are, in other words, based on their religion,
ethnicity, nationality, race, colour, descent, gender
or other identity factor (United Nations, 2019).

Content moderation A collection of interven-
tions used by online platforms to partially obscure,
or remove entirely from user-facing view, content
that is objectionable based on the company’s values
or community guidelines.

Additionally, we provide a list of the datasets
and models that we feature in the tool along with
links to further documentation for each resource.

S2. Context of ACM

To contextualize automatic hate speech detection
tools, we describe of the kinds of content that mod-
eration is intended to target and how automatic
methods are used to support manual approaches
to content moderation, as discussed in §2 and §3.

6https://streamlit.io/

We also illustrate the ongoing challenges in hate
speech detection with links to platforms’ content
guidelines and press releases in addition to critical
works in response to content moderation.

S3. Hate Speech Dataset Exploration
Meaningfully exploring datasets composed of up
to hundreds of thousands of instances constitutes
a signifcant difficulty. To address this challenge,
we rely on hierarchical clustering to group similar
examples at different levels of granularity, using
SentenceBERT (Reimers and Gurevych, 2019) em-
beddings of the example text to evaluate closeness.
For each cluster (including the top-level one corre-
sponding to the full dataset), the text of a selection
of examplars for that cluster may be viewed along
with their labels, as well as the distribution of la-
bels within the entire cluster. This allows users
of our system to zoom in on specific regions, and
gain insights into what sorts of examples are rep-
resented in a dataset and how different topics are
labeled. Comparison across datasets also illustrates
the different assumptions that are made at the time
of dataset creation even within the same established
task. For this demo, we pre-selected datasets con-
structed for hate speech detection in English. These
include the FRENK Dataset of Socially Unaccept-
able Discourse in English (Ljubešić et al., 2019),
the Measuring Hate Speech dataset (Kennedy et al.,
2020), and the Twitter Sentiment Analysis dataset
(Sharma, 2019).

S4. Hate Speech Model Exploration
In the model exploration section, we provide two
ways of probing models. The first allows view-
ers to submit one or more test inputs to a single
model. The results are then shown such that view-
ers may select a label and order the output scores
for the inputs based on that label. The second
module compares the same input sentence with
two different models. The module then returns
the label and score given by each model as well
as a confidence graphs for each model. The con-
fidence graphs show the model’s accuracy, errors,
and scores over hateful and non-hateful instances
as well as out-of-domain content from the Hateful
Memes and Open Subtitles datasets (Kiela et al.,
2020; Tiedemann, 2016). These graphs provide
context for an individual instance of model behav-
ior, showing whether the model is likely to be more
or less confident when labeling an instance, re-
gardless of the model’s overall accuracy. Again,
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for the demo we pre-selected models including a
RoBERTa model trained on the FRENK dataset
(Ljubešić et al., 2019), a RoBERTa model trained
on the TweetEval benchmark (Barbieri et al., 2020),
and a DeHateBERT model trained on Twitter and
StormFront data (Aluru et al., 2021).

To support viewers in probing the models, the
demo also supplies test case instances from Röttger
et al. (2021)’s HateCheck tests. The tests use tem-
plates to generate examples of text that are likely
to mislabeled by hate speech detection models.
The templates are organized into classes based on
the linguistic properties of the sentence, such as
whether it contains negation or counter speech,
and have placeholders for social groups that are
frequently targeted by hate speech. The counter
speech template class, for example, contains sen-
tences that directly reference or quote hate speech,
as in “Statements like ‘[IDENTITY] are scum’
are deeply hurtful." (examples from Röttger et al.
(2021), p.45). These kinds of sentences are often
labeled as hateful by automatic systems due to the
direct reference, but the sentence as a whole pro-
vides context that shows that the intent is not hate
speech. With 29 different groups of examples over
10 different classes in addition to counter speech,
the HateCheck tests encourage users to think of the
variety of forms that hate speech can take and how
they may be misclassified by automatic systems.

While the single model exploration module is
similar in function to the RECAST tool (Wright
et al., 2021), we note significant differences in the
imagined use cases of ours and the RECAST tool.
Wright et al. emphasize RECAST’s use in real time
as a comment-editing tool. Our tool on the other
hand is not intended for integrated use, but rather
as a self-directed learning tool. While stakeholders
could compare several edits of the same comment
using our tool, stakeholders are not limited to this
method of exploration. We instead encourage stake-
holders to consider comparisons, between inputs
and between models, as a way to surface expected
and unexpected model behavior.

S5. Demo Feedback Questionnaire

To end the demo, we ask the user for feedback on
their role and experience with the modules. The
questions focus on what the user learned from the
modules about the sociotechnical aspects of ACM
and the resources for hate speech detection. In par-
ticular, we are interested in seeing how the modules

were more or less informative for different stake-
holder groups. See Appendix B for the specific
questions asked.

5 Limitations and Future Work

While our tool is aimed at promoting a shared vo-
cabulary and common ground between (1) those
who build and design hate speech detection datasets
and models, (2) those who are on the receiving end
of moderation decisions on social media platforms,
and (3) researchers and journalists who are inter-
ested in understanding some of the mechanics of
automated content moderation, the tool is not de-
signed to be a platform for facilitating connection
and engagement between these groups. However,
the tool can serve as a foundation for such discus-
sions and could be integrated into a larger system
designed for engagement.

We plan to update the demo based on feedback
from the questionnaire. Once the demo has been
finalized, user studies aimed at gathering perspec-
tives from a broader set of stakeholders, including
those we did not consider in our initial design pro-
cess such as content moderation workers, would
help to outline how different stakeholders actually
use the tool and evaluate the effectiveness of the
tool with respect to the participants’ use cases and
contexts. Following these studies, future versions
of the tool could expand to consider more issues
within content moderation beyond hate speech de-
tection or be designed to provide context for other
kinds of NLP tasks. While this current demo is fo-
cused on English resources, future versions could
also include resources and contexts for other lan-
guages as well as more complex configurations
of datasets and models beyond binary labeling
schemas.

We began this work with the intention to help
provide clarity into the organization of the field
of NLP into various tasks. While this demo has
focused on the task of ACM, we would expect that
similar demos could be developed to contextualize
other well-known tasks in NLP such as machine
translation, information retrieval, and automatic
speech recognition.
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A Demo Screenshots

Figure 2: Context of ACM Module

Figure 2 shows the Context of Automatic Con-
tent Moderation module (Section 4). By introduc-
ing the demo users to some of the relevant context
outlined in Section 2 and to selected writings both
by content platforms and independent writers on
their approach to (automatic) content moderation,
we aim to help them better understand the informa-
tion presented in the following sections.

Figure 3: Dataset Exploration Module

Figure 3 provide a screenshot of the Dataset
Exploration Section (4). The top half presents a
graphical representation of the dataset hierarchical
clustering, summary information about a cluster
is provided in a tooltip when the user hovers over
the corresponding node. The user can then select
a specific cluster for which they want to see more
information, and the app shows a selected numbers
of exemplars (examples that are closest to the clus-
ter centroid) along with the distribution of labels in
the cluster.
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Figure 4: Examples using the HateCheck templates

Figures 4, 5, and 6 correspond to the Model
Exploration Section (4).

The first module in this Section (Figure 4) allows
the user to generate text examples from Röttger
et al. (2021)’s HateCheck tests. These tests are de-
signed to examine the models’ behaviors on cases
that are expected to be difficult for Automatic Con-
tent Moderation system and allow users to explore
their likely failure cases.

Figure 5: The model comparison section of the model
exploration module

Figure 5 presents the model comparison module.
Models trained on different datasets might behave
differently on similar examples. Being able to test
them side by side should allow users to assess their
fitness for specific use cases.

Figure 6 presents the example ranking module.
Whereas the model comparison module helps users

Figure 6: The model ranking section of the model ex-
ploration module

compare model behaviors on similar examples, this
one allows them to view a given models’ predic-
tions side by side for a set of selected examples,
to allow them to explore for example the effect of
small variations in the text or the behavior of the
model on different categories of tests featured in
the HateCheck module.

B Feedback Questions

Figure 7: The key takeaways and feedback module

Figure 7 presents the concluding Section (4),
which summarizes some key points presented in
the demo and asks users to answer a feedback ques-
tionnaire, which includes questions such as:

• How would you describe your role?

• Why are you interested in content modera-
tion?

• Which modules did you use the most?

• Which module did you find most informative?

• Which application were you most interested
in learning more about?

19



• What surprised you most about the datasets?

• Which models are you most concerned about
as a user?

• Do you have any comments or suggestions?
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Abstract
As digital social platforms and mobile tech-
nologies become more prevalent and robust,
the use of Artificial Intelligence (AI) in facili-
tating human communication will grow. This,
in turn, will encourage development of intu-
itive, adaptive, and effective empathic AI inter-
faces that better address the needs of socially
and culturally diverse communities. In this pa-
per, we present several design considerations
of an intelligent digital interface intended to
guide the clinicians toward more empathetic
communication. This approach allows various
communities of practice to investigate how AI,
on one side, and human communication and
healthcare needs, on the other, can contribute
to each other’s development.

1 Introduction

Recent years brought both challenges and oppor-
tunities to interpersonal communication in all ar-
eas of life, especially healthcare. The COVID-19
pandemic, for instance, took an enormous toll on
people’s mental health. Effective empathic commu-
nication is now even more vital.

In healthcare, and Telemedicine (TM) in particu-
lar, expression of empathy is essential in building
trust with patients. Yet, physicians’ empathic com-
munication in TM encounters has remained largely
unexplored and not measured. Despite consider-
able research establishing the clinical efficacy of
TM (e.g. in acute stroke care), there is limited re-
search on how TM technology affects physician -
patient communication (Cheshire et al., 2021). Re-
search on how to decode human behaviors with
respect to empathy expression, perception and ac-
tion is still nascent (Xiao et al., 2012; Gibson et al.,
2015; Alam et al., 2018; Pérez-Rosas et al., 2017;
Buechel et al., 2018; Sedoc et al., 2020; Zhou and
Jurgens, 2020; Hosseini and Caragea, 2021). Of all
the components of professionalism, empathy may
be the most challenging to communicate via TM
given the physical separation of participants.

AI systems with simple, intuitive, flexible and ef-
ficient emotionally-intelligent interfaces to support
empathic provider-patient communication during
digital visits are urgently needed. With its current
developments, AI can help us understand how to
implement empathy and compassion in effective
patient-provider interactions and guide training for
medical personnel. In healthcare, AI initiatives
must also be multidisciplinary, using/developing a
variety of core sets of requirements and expertise
and engaging many participants, e.g. AI designers,
developers, health care leadership, frontline clinical
teams, ethicists, humanists, patients and caregivers.
Health care professional training programs should
also incorporate core curricula that trains on using
such AI tools appropriately (Matheny et al., 2019).

With this research, we aim to offer a solution to
improve empathic patient-physician communica-
tion. Specifically, part of a larger inter-disciplinary
initiative, we propose to develop a digital interface
that integrates with various TM platforms to moni-
tor the emotional state of providers/patients and to
guide/train them on how to improve their expres-
sion of empathic communication. We use state-of-
the-art multimodal Natural Language Processing
(NLP) built on cognitive science communication
theories (Cuff et al., 2016), operating as a plug-and-
play across TM platforms for future scaling.

Our goals are to: (1) Design, build, and test an
intelligent digital interface that guides clinicians to-
ward more empathetic communication; (2) Develop
a set of objective measures to assess the system’s
ability to positively impact clinicians’ empathetic
communication; and (3) Design a scalable plug and
play architecture agnostic to TM platforms.

Beyond serving as a tool to improve empathic
communication towards increased patient satisfac-
tion, this project lays the groundwork for additional
research in helping different professions work to-
gether effectively in the TM environment. We be-
lieve our research and investigation come at the
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right time. Collaborative NLP + HCI develop-
ments have been largely unexplored (Blodgett et al.,
2021), yet critical for the next-generation AI-driven
immersive environments, especially in healthcare.

2 Methodology

Our NLP-driven Empathy system is a multitask
multimodal (video, speech, text) machine learning
(ML) framework to train a classifier to recognize
empathetic language in patient-physician commu-
nication. It automatically labels dialogues with
sentiment and emotions, recognizes different types
of empathy (i.e., cognitive, affective, and prosocial
behavior) (Cuff et al., 2016) at the utterance level,
and computes an overall empathy score. Through-
out the dialogue, when the empathy score falls
below a critical level, the system automatically rec-
ommends the top three most plausible empathetic
response suggestions (predicated on the sentiment
and emotion labels, and the dialogue history).1

With this research, we propose an intelligent in-
terface system design, then present various ways to
evaluate it along a number of relevant dimensions.
We assume an ideal NLP system that operates at
the human-level (i.e., gold standard).

Data. In the first phase of the project, we test the
interface design on a dataset of six recorded doctor-
patient interaction videos (three empathetic and
three non-empathetic) collected from a healthcare
training initiative2 (Haglund et al., 2015). The dia-
logues are professionally designed simulations of
five to seven minute interactions, where a doctor,
breaking bad news, is expected to use layperson
terms in a highly empathic language to console and
guide the patient/family. The dataset was already
analyzed and annotated for emotion and empathy
content by trained third-party annotators (under-
graduate Psychology and Social Work students at
the University of Illinois trained in the SPIKES pro-
tocol (Baile et al., 2000)) using annotation guide-
lines consistent with established practices in NLP
(Artstein and Poesio, 2008) and socio-behavioral
research on empathy (Cuff et al., 2016).

In this step, we transcribed the interactions, con-
verted the audio into .wav format, single-channel
recordings, normalized the intensity by -3dB, us-
ing Audacity (AudacityTeam, 2017), and annotated

1The NLP system is currently under development.
2’How should providers deliver bad news’ initiative: Duke

Graduate Medical Center in collaboration with the Institute
for Healthcare Improvement, and Open School.

the audio files with Praat (Boersma and Weenink,
2021). The annotators marked utterance bound-
aries and segmented them by speaker turns, topic
changes, and major syntactic boundaries (i.e., sen-
tence and clause breaks) as needed. They, then com-
pleted utterance-level empathy annotation on the
identified utterances, labeled each dialogue with
emotion and sentiment, and suggested a set of three
plausible empathetic responses at every time-stamp
in the non-empathetic dialogue in need of empa-
thetic intervention (guided by the positive interac-
tion). This dataset/setting was used in developing
the user interface and will be used for its evaluation.

3 Intelligent Empathic Interface Design

Given our task and data, we show the proposed
intelligent interface with its five major functional
regions in Figure1. This is the doctor’s view.3

R1: Top left shows the basic function icons: ac-
count settings; stats; interface modality selection
(video, audio, text). It also includes several stan-
dard icons to control the sound and video.
R2: Top center shows the account owner’s info
(R2a): picture; basic credentials. Top right shows
the other participant’s (interlocutor) info (R2b).
R3: In the center of the screen, there is the text
dialogue. The default window is limited to two-
turn history of the selected time-stamp; with option
to see the entire raw/annotated transcript.
R4 and R5, in the bottom half of the user inter-
face, give the audio and video streams, respectively.
R5 (Empathy statistics) visually shows measured
patient’s distress and doctor’s empathetic score
throughout the dialogue interaction. The user can
stop, replay, and select various timestamps, etc.
For a given time-stamp, a pop-up window suggests
more empathetic responses.

Our long-term plan is to use the interface to
evaluate the NLP system, for example to iden-
tify statistically significant acoustic differences be-
tween empathetic/non-empathetic speech; the ex-
tent to which emotion/empathy perception is en-
coded across modalities, etc.

4 Proposed Evaluation

It is important to recognize that effective skills for
expressing empathy through TM differ from those
used in in-person encounters. Virtual environments

3The patient and nurse pictures used were made available
on Wikimedia Commons under the Creative Commons CC0
1.0 Universal Public Domain Dedication.
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Figure 1: NLP-powered Empathic Interface

force healthcare professionals to adapt communica-
tion skills in a way that maintains professionalism
and fosters the trust needed in medical care. In this
study, we propose to investigate how TM can be
used to assist rather than hinder patient-provider in-
teractions, and to identify how the technology can
support rather than diminish participants’ percep-
tions of expression of understanding, compassion
and willingness to help. Delivering emotional and
empathic suggestions visually as well as presenting
them in an approachable way through a minimal in-
terface is not a trivial task. The user must be able to
relate to the interface and feel supported. Empathy,
however, is a complex construct, its interpretation
and significance being task-specific.

To address the challenges of the empathic con-
struct, we start by focusing on specific tasks of
empathic behaviors: breaking bad news to a pa-
tient. Our primary focus then becomes identifying
elements of both affective and cognitive empathy,
or perspective taking, in which one person attempts
to view the scenario from another person’s perspec-
tive. We analyze empathy as it reflects in the verbal
and nonverbal aspects of the conversation.

To investigate the interface efficacy as an as-
sistive, communication mediation tool, we will
conduct specific Human-Computer Interaction user
studies of the intelligent interface. We propose to
evaluate the interface along a number of dimen-
sions with two third-party evaluators: (1) Health-
care App Developers; (2) Doctors and Patients.
They are first briefed on the task and shown a demo
of the interface. They will then watch the video in-
teractions as they use the interface. Their findings
will be recorded and transcribed, and their answers
to all our dedicated questions and open ended ques-

tions (i.e., their concerns and suggestions) will be
captured. We will then analyze their work and use it
to better design and implement NLP-powered tools
that can give both the doctor and the patient a fric-
tionless and more accessible healthcare experience.
Our focus is on making mainstream TM healthcare
interfaces accessible and easy to use which, in turn,
can lower development costs, increase availability,
and lead to better tech acceptability (Agha et al.,
2002; Annaswamy et al., 2020).

Paying attention to providers’ interactions with
patients can encourage not only empathy but also
the formation of professional identities that em-
body desirable values such as integrity and respect.
Here, we want to build an AI communication me-
diation system that takes an experiential approach,
putting experience and functionality on the same
level. Besides ease of use, efficiency, and compu-
tational aspects, we also want to explore the felt
experience and what really matters to human users
and what it takes to make technology more mean-
ingful. We intend to design a tool that does not
only mediate communication, but also shapes expe-
rience. Most theoretical and practical HCI (Rubin
and Chisnell, 2008) and NLP (Bird et al., 2008)
systems and models focus primarily on quantita-
tive metrics of evaluation. However, experience
is subjective and dynamic, and thus, it emerges,
shapes and reshapes through interactions with ob-
jects, people, environment and how these respond
back to the experiencer (Hassenzahl, 2010). We
believe that, besides required specific medical train-
ing, there is a need to create a space for clinicians
to increase emotional awareness and discuss dis-
tressing aspects of their work.

A. Evaluation with Healthcare App Developers.
To examine our interface’s usability, we will seek
feedback from healthcare app developers on ease of
use (overcrowded interface; too many icons; func-
tionality vs. aesthetics, etc.), user control/freedom,
consistency, easiness in navigating/finding info, etc.
The interface will give a wide range of feedback
statistics during and after the dialogue interaction,
including sentiment, emotion classes and intensity
levels, and empathy scores. Data visualizations
will then make it easy to analyze trend insights.

B. Evaluation with Doctors and Patients. We
plan to use a convenience sample of medical stu-
dents/nurses (male/female) from a major US uni-
versity (School of Nursing) and 25 trained and cali-
brated Standardized Participants (SPs) prepared for
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the patient role.
We test five ways for physicians to foster em-

pathy during interaction (i.e., ask participants to
consider the doctor’s/patient’s point of view in
the simulation, respectively): (1) recognize one’s
own as well as other’s emotions, (2) address neg-
ative emotions over time, (3) attune to patients’
verbal/nonverbal emotional messages, and (3) be
receptive to negative feedback. The participants
also identify the use of relevant empathic language
features in their evaluation, e.g. offer reassur-
ance/support, express concern, repeat information,
listen well, give enough time to the patient to pro-
cess the news, and elicit open ended questions.

A final participant evaluation (a five-point Likert
scale) captures the overall score of the patient’s
perception of physician’s empathy during the visit
(evaluator ’as if’ the patient) and the overall score
reflecting the observer’s evaluation of the intelli-
gent interface. Once any of the three output dimen-
sions of empathy drops beyond a threshold level,
the system recommends an immediate action: (1)
make the physician aware of their behavior and
urge them to adjust (i.e., ‘be respectful’, ‘slow
down’, ‘be more inclusive’, ‘be more friendly’,
etc.); (2) make the physician aware of the patient’s
behavior and urge them to respond compassion-
ately (i.e., “calm them down, if angry”; “offer com-
passion, if anxious, sad”; “offer encouragement, if
there is desire for positive change”, etc.).

5 Limitations and Potential Risks

A. Privacy, data concerns, accessibility, and per-
sonalization need to be addressed because AI mod-
els often rely on sensitive patient data to make
decisions and predictions. Emotion AI models are
increasingly better at understanding patient emo-
tions, but expert human supervision is necessary,
hence part of the interface design. Without earning
users’ trust and confidence, AI for emotional sup-
port will not achieve its potential to help people. In
our system, we will make it clear that we use ag-
gregate, de-identified user data collected solely for
research purposes (subjects decide to participate).

The pandemic drove people of all abilities to use
digital products they never used, products where
accessibility was often overlooked. Most TM plat-
forms do not have custom features to ease health-
care communications (Annaswamy et al., 2020).
Moreover, TM providers may not be able to un-
derstand/address the accessibility issues with their

patients even if the system was designed properly.
Web accessibility standards also need to be adjusted
to TM platforms (W3C, 2021). We plan to make
our digital experience accessible, and also consider
aspects that were less explored in TM.

Our system allows interface developers to cus-
tomize the default visualizations/feedback to match
the system’s aesthetics and goals. Customization
should further be available to the end-user and meet
her individual healthcare preferences and needs
(i.e., privacy controls around revealing one’s abili-
ties, security controls towards third-party devices
combined with personal assistive technologies).
B. Limitations of TM Setting. The TM tech-
nology brings benefits to medical care but also
adds limitations, as it changes the verbal/nonverbal
doctor-patient communication, and mandates fo-
cused attention of doctor and patient. Unlike in tra-
ditional medical visits, where doctors/patients have
physical proximity and communicate fully, with
TM, non-verbal communication is limited and vi-
sual communication might be obstructed/distorted.

To counter this loss of patient-doctor informa-
tion, both the doctor and the patient need to be
intentionally focused. Doctors must address pa-
tients/family by name, nod, smile and provide au-
ditory feedback to show they understand and em-
pathize. Both doctors and patients must avoid dis-
ruptions outside the medical TM visual field.

However, even with the TM limitations, research
so far found no reduction in patients’ perceived
level of physician empathy (Nelson and Spaulding,
2005). In fact, in TM visits, with the doctor driv-
ing about two-thirds of the medical dialog (Ong
et al., 1995), TM patients reported higher satis-
faction. We argue that, in order to make up for
the lack of non-verbal communication, in TM vis-
its, doctors increase verbal communication, voicing
agreement more and overall, providing more varied
verbal feedback that improves the socio-emotional
connection with patients. Even though more re-
search is needed over a longer period of time, we
believe there is a TM technology paradox: the lim-
itations introduced by the TM technology (reduce
communication - non-verbal) in fact force develop-
ing the very behaviors they were expected to hinder
(increase communication - verbal).
C. Potential Risks in Emotional AI. AI is a nec-
essary tool in TM solutions to assist with emo-
tion detection. At the same time, it increases
the risk for emotion mis-identification and, worse,
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has the potential to generalize this across large
groups of patients. For example, emotional AI
can fail to capture how neurodivergent and neu-
rotypical patients (Jurgens, 2020), or patients of
various ethnicities/cultures, ages, genders express
emotions, and thus easily mis-identify negative
for positive emotions ((Rhue, 2018). The smile
of a Japanese patient might be used to show re-
spect or hide her true emotion, while for an Ameri-
can/Australian/Canadian patient it might be a sign
of happiness. Some research found that, as com-
pared to men, women not only seem to smile more
but they might also do so on purpose, to diffuse a
negative situation (LaFrance, 2002). Without inten-
tional, situated research and implementation, the
TM solution can easily stereotype some patients
and miss-qualify the experience of others.

For successful TM, the emotional AI algorithms
must account at least for cultural, age and gender
differences in patient behaviors. They must also be
able to identify extreme views, (e.g. racism, xeno-
phobia, homophobia or ageism) that can lead to
miss-interpreting doctor-patient communications
in TM visits. This is possible only when inten-
tionally hiring diverse teams to develop the TM
solution, e.g. psychologists, ethicists, healthcare
professionals and software engineers. Allowing
for multi-modal inputs, e.g. not only facial recog-
nition (of smiles) but also voice inflections, tone,
or choice of words, is crucial to correctly identify
emotions and avoid bias and stereotyping. Previous
research has shown that multi-modal information,
grace to complementarity benefits, is much more
valuable than individual information – e.g. when
used individually, accuracy in facial coding, bio-
metrics, and electroencephalography (EEG) was
9% - 62%, but increased to 77%-84% when com-
bined (Nielsen, 2016). In AI, multimodal emotion
and empathy detection architectures are still in their
infancy with their own challenges (for a survey, see
(Zhao et al., 2021)). In our study, we intend to con-
tribute to multi-model TM solution development.

6 Future Considerations

As healthcare technologies advance, NLP solutions
also need to evolve to address the changing needs
of TM providers, in particular, to improve the pa-
tient/family/caregiver - clinician communication
with empathy and compassion. Our proposal to
design and build an AI-powered interface to better
guide/train medical professionals is timely.

With our reliably-evaluated interface, we can
develop objective data-driven measures of empa-
thy and foresee that they can leverage the promise
of data analytics, thus shedding new light, from a
novel quantitative perspective, on the construct of
empathy (as a psychological and socio-behavioral
phenomenon) and its indicators in linguistic behav-
ior. These resources have the potential to present an
entirely new framework to investigate, analyze, un-
derstand, and automatically detect empathy using
advanced language processing technologies.

Our proposed emotionally-intelligent interface
contributes to research on how to decode human
behaviors with respect to empathy expression, per-
ception and action. We combine computer science,
engineering, language, medicine, human-centered
design and education to extend our understand-
ing of one another during the two-way audiovisual
communication that has become ubiquitous in the
lives of many patients seeking health care. Such
a system is a novel knowledge-rich resource that
could unlock new breakthroughs in our understand-
ing of linguistic discourse-analytic and behavioral
indicators of empathy to help shape communication
training for physicians and others.

For future successful TM solutions, in our opin-
ion, the following system, doctor and patient needs
will drive continued development. First, we see
a multi-country trend to develop healthcare sys-
tems that provide both traditional and modern
medicine intentionally integrated (healthcare sys-
tem need). For this, TM would greatly benefit
from a multimodal and multisensory patient eval-
uation, the basis of traditional medical practices
(Girju, 2021). Second, with increasing invested
interest and medical knowledge, patients and their
families want to be active co-contributors in the
healthcare process (patient need). The future TM
interface must welcome patients to share private
pictures, videos, notes about their health journey.
Third, doctors need future TM solutions to be best
training tools not only to meet their varied indi-
vidual learning styles (visual, auditory, kinestetic)
but also tools that they can use for self-training on
demand (healthcare professional need). To meet
all these needs, we believe only TM solutions with
smart, immersive and empathic interfaces designed
as interactive, adaptive environments that facilitate
versatile multimodal and multisensory engagement
for more efficient, aesthetic, memorable, and heal-
ing medical experiences will be successful.
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Abstract

This paper proposes an approach to the design
of an ethical human-AI reasoning support sys-
tem for decision makers in refugee law. In the
context of refugee status determination, prac-
titioners mostly rely on text data. We there-
fore investigate human-AI cooperation in legal
natural language processing. Specifically, we
want to determine which design methods can
be transposed to legal text analytics. Although
little work has been done so far on human-
centered design methods applicable to the legal
domain, we assume that introducing iterative
cooperation and user engagement in the design
process is (1) a method to reduce technical lim-
itations of an NLP system and (2) that it will
help design more ethical and effective applica-
tions by taking users’ preferences and feedback
into account. The proposed methodology is
based on three main design steps: cognitive
process formalization in models understand-
able by both humans and computers, specula-
tive design of prototypes, and semi-directed
interviews with a sample of potential users.

1 Scope of the research proposal

At the core of the global refugee crisis is the le-
gal procedure of Refugee Status Determination
(RSD), i.e. the decision of granting refugee sta-
tus or not. Refugee adjudication is a high-stakes,
life-altering decision that impacts vulnerable peo-
ple. Our project aims at helping and supporting all
parties involved in refugee status adjudications to
make better decisions by using data-driven intelli-
gence. It looks at building an ethical human-AI de-
cision support system and focuses on augmenting
human legal reasoning through the use of machine
learning models. The aim is neither to output a de-
cision nor to recommend one, as we think refugee
status determination should ultimately be made by
human experts.

Potential users of the system are stakeholders in
the legal decision process such as a lawyer, counsel,
judge, civil servant, or case worker. Although not
the direct users, asylum-seekers are essential inter-
ested parties as they should directly benefit from
improvements in the procedure.

Text data in refugee law includes cases and de-
cisions, country reports, international conventions
and local refugee status regulations. Our work is
based on a data set containing the text of first in-
stance decisions rendered in Canada over the past
25 years (approx. 20,000 decisions). Given the im-
portance of text and language, its interpretations
and levels of meaning in law, we want to explore
the application of state-of-the-art natural language
processing (NLP) methods to extract and organize
information from past decisions.

We hypothesize that human-centered computing
(HCC), design and human-computer interaction
(HCI) methods can be exploited in legal NLP sys-
tems to enhance trust and overall performance by
providing easier access to information and reduc-
ing risks associated to the use of AI in the legal
field. Trust in our system is not immediate for
users and we will need to provide rational guar-
antees and good evidence of safety, understood as
effective avoidance of risks and harms. Precisely,
we assume that trust can be warranted by mod-
eling features of interpersonal trust, by ensuring
usefulness of the system and its functionalities and
demonstrating its benefits. As a starting point, we
assess potential risks and describe them as well as
potential unwanted events or consequences.

While there is little specific literature on human-
centered computing and human-computer interac-
tion in law, we build on general HCC and HCI
literature for high-stakes decision making. Given
the above stated hypothesis, this document aims
at exploring relevant methodologies and design
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processes that can support the conception of our
system.

2 Legal NLP background

Legal AI focuses on building AI-powered tools for
the legal domain. Much of it specifically relies
on NLP methods to help accomplish legal tasks
(Zhong et al., 2020; Dale, 2019; Branting et al.,
2018). Here, common functionalities include in-
formation retrieval (Undavia et al., 2018), database
management (Refworld), similar case matching
(Morris, 2019; Trappey et al., 2020; Undavia et al.,
2018), legal prediction (Katz et al., 2017; Chen and
Eagel, 2017; Medvedeva et al., 2020), text sum-
marization, legal advice, contract and document
automation and review. Work on legal design also
looks at legal procedure and systems with the aim
of developing user-centered methodologies and de-
signs approaches (Hagan, 2020). Although it does
not necessarily imply the use of AI systems, au-
tomation and text analysis is a major field of inves-
tigation and LegalTech has recently received a lot
of attention.

As it is arguably difficult for a machine learning-
powered system to capture qualitative data, any
textual representation that can be processed with
NLP and text analytics tools will be partial and
subject to errors. Text analytics is limited when
it comes to capturing meaning, context and legal
arguments, and is only able to try and generalize
knowledge based on past decisions and historical
data that were contained in the training data set
(Ashley, 2017).

3 Risks and obstacles

This section identifies some risks that we anticipate
to arise from this project. Risks associated with the
design of our system are both technical constraints
and ethical considerations, especially in terms of
impact on the users. We specifically assessed how
the design of our system could negatively impact
individuals whether legal practitioners or claimants.
We will link this approach of ethics and impact as-
sessment with human-centered computing and try
to combine human and AI learning and reasoning.

A literature review and preliminary research has
highlighted the following risks and limitations. The
first risk concerns asylum seekers needs through-
out their application process: risk of unjustified
decision as to the determination of their status, risk
to refuse refugee status to someone who would be

granted the status had our tool not been used, lack
of support and information and risk that the applica-
tion process becomes more painful for the asylum
seeker. Other potential risks include: narrow AI
in law and need for manual engineering, combin-
ing human and machine legal reasoning, accuracy
bias, fairness and interpretability, accountability,
privacy concerns, impact of the use of AI on the
legal process and the law.

From this assessment, we chose to gather risks
in four categories that represent clear requirements
to work on the design of the system. Since each
one of these concerns user requirements, it is worth
noting that different users may have different re-
quirements for each one of these risks and that
design should facilitate tradeoffs. We conclude that
the main challenges to design our system will be to
guarantee trust, usefulness, usability, and provide
benefits for refugees.

4 Human-AI cooperation

Human-centered computing is commonly defined
as the use of computing technologies centered on
human experiences (Amershi et al., 2019; Shnei-
derman, 2020).

Human-AI cooperation is the proposed way
to mitigate the risks listed above by combining
benefits from AI systems such as computational
power with human abilities including intuition and
context-aware reasoning. Based on our review of
the literature, we find that human-AI interaction
may provide an interesting way to try and mitigate
the uncertainty of legal procedure while also ad-
dressing some limitations of AI algorithms, which
will hopefully lead to higher acceptance from le-
gal practitioners. Users indeed need guarantees to
use the system, which would require several quali-
ties such as transparency and justification, but also
improved user experience and design.

It is assumed that involving the user through in-
teraction and cooperation with the application nat-
urally generates more trust. This approach is also
called “mutualism” (Siddarth et al., 2021)), cog-
nitive computing (Ashley, 2017; Zatarain, 2018),
interactive machine learning (Dudley and Kristens-
son, 2018) and has the advantage of reducing the
need for comparison or even competition between
humans and AI, lack of accountability, and to miti-
gate the problem of control over an AI application.

This method typically involves trade-offs, lead-
ing us to think in terms of the balance of cooper-
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ation between an AI application and its user. The
question is to find what methods can be used to
translate this theoretical approach in terms of de-
sign of the model, functionalities and user interface.

5 Effective human-centered design

This section aims at analyzing functionalities of
our system in sight of ways of working, procedures
and design approaches across the three domains
involved in our research: NLP, refugee law, and
human-centered design. Table 1 is not meant to be
exhaustive and displays a preliminary analysis. It
aims at determining shared features between do-
mains that are conflicting and will require further
attention when building our system. The table is
based on principles of human-centered research
and “legal design” – defined as the convergence of
legal theory and frameworks and HCI approaches
(Hagan, 2020). From this, we expect to be able to
better translate principles into users’ specific needs.
We want to make sure that benefits toward asylum
seekers are at the core of the methodology.

Table 1 highlights a number of key issues:

1. HCC and HCI rely upon adaptation of a sys-
tem to its users for a positive outcome and are
experimental while legal procedure and frame-
works are fixed and not flexible by principle.
Specifically, refugee law is rule-based and out-
lines precise categories of reasons for which
refugee status can be granted. Legal compli-
ance is of course an important requirement of
the system that will have to be prioritized.

2. The second conflicting point is uncertainty, as
we know that NLP-based methods will not
reach 100% accuracy, especially given the
sparse data available in refugee law. On the
other hand, we don’t want legal procedure
and decision to reflect any uncertainty. For
instance, while summaries of applications can
reduce the work load, they should be very
carefully reviewed so that no important ele-
ment of a case is missed. For this reason, we
also need to include other evaluation criteria
besides accuracy-based ones.

3. Understanding NLP functionalities relies on
a technical understanding, which may prove
difficult in practice and limit the integration
of such functionalities into legal procedures
and reasoning. In the same way that legal

reasoning should be explainable and able to
justify decisions, our system should be able
to give clear reasons as to its approach and
outputs.

4. HCC aims at involving all stakeholders and
their specific requirements, when legal pro-
cedure is restricted to specific individuals di-
rectly involved in the procedure. Therefore
it is worth noting that different stakeholders
may have different requirements.

5. Since we want to capture human legal intu-
ition and thinking accurately, we want to de-
sign the functionalities of the systems based
on the process of legal reasoning as it is prac-
ticed by human beings. For instance, simi-
larity analysis reproduces legal reasoning by
analogy and precedent.

6 Proposed design methodology

The general idea that underpins our approach is
that we aim to develop algorithms that not only
learn from data, but also through exposure to hu-
man practices and interactions with human experts.
To achieve this, we will employ methods of par-
ticipatory design, value-sensitive design and rapid
prototyping.

Building on table 1, we propose the following
methodology to translate the mapping into a human-
centered design process. The methodology is sum-
marized visually in figure 1.

6.1 Step 1: Understanding and formalizing
cognitive processes

As our research looks at “augmenting” legal human
reasoning by using NLP tools, it would first require
breaking down the human decision-making process
into machine understandable steps. A main diffi-
culty will likely be to divide a human reasoning
into logical steps, to link elements between them,
and, ideally, to identify inference steps and causal
links, which are of course not always apparent in
human thought. This is true when designing our
application, but also in the users’ understanding of
the application outcome and in explaining the steps
followed by the system.

We want to make sure that our design reflects the
cognitive process of the legal decision-maker for
two reasons. First, because the closer our system
will reflect human cognitive processes, the better it
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NLP system functionalities
and methods

Legal decision making and
procedure

HCC-HCI methods and design

Information retrieval and text
analysis: keywords analysis and
argument mining whether based
on a query by document or by
question typed by the user

Based on legal frameworks
(international convention on
refugee status (UNHCR, 1951))
and country reports, using legal
data bases (Refworld)

Participatory design, value-
sensitive design and iterative
process by successive proto-
types

Similarity analysis: retrieving
similar past cases

Decisions rendered by text lead-
ing to a positive or negative out-
come decided by a country juris-
diction (facts, application of the
legal framework and procedure
explanation)

Use of systems is experience de-
pendent and guided by users’ in-
tuition

Text summarizing: summarizing
a case with some relevant prede-
fined features and summary of
the facts

Facts and refugee story gath-
ered by interviews (conducted
by civil servants) and hearings

Importance of user interface and
visualization of the data, process
and outputs of the system

Accuracy and performance of
the model

Legal expertise (lawyers, coun-
sel, judges)

Cognitive process and intuition
in using a legal AI tool

Feature analysis and comparison
with country reports (factual) in-
formation

Procedures and procedural fair-
ness

Support function of the design
in guiding changes in legal pro-
cedures and ways of deciding

Data and model possible biases Cognitive biases, impact of non-
legal and non-factual parameters

Design biases

Table 1: Mapping for design guidelines and effective cooperation

will be understood and intuitive to use both in terms
of functionalities and interface usability. Second,
because it will help dividing tasks into machine-
understandable processes for which we can design
effective algorithms.

6.2 Step 2: Prototyping

Work on this project will proceed iteratively in de-
signing and testing a series of prototypes design.
Each prototype will be followed by an evaluation
step as described in section 7 below. Our first proto-
type will propose various functionalities relying on
legal text analytics, as described in the first column
of table 1.

6.3 Step 3: Understanding users’ preferences
and requirements

We will present each prototype and results obtained
with it to selected legal professionals (refugee
lawyers, counsels, judges). We hope to get feed-
back on the system from its potential users as well
as from legal scholars. The core of this work will
be to understand users’ requirements, their views
on the use of AI in the target domain, the poten-

tial usage they can envision for machine learning
systems, and to investigate their levels of trust and
acceptability toward AI in the context of refugee
law. We specifically expect to test the usefulness of
the proposed functionalities of the system in terms
of benefits for the decision-making process. We
also want to observe and test the usability of the
interface.

To this end, we will meet with a sample of legal
professionals involved in international law (about
10 interviewees). We expect to recruit both judges
and lawyers or case worker submitting the applica-
tions. This will require developing guidelines for
meeting topics so that we can effectively compare
answers across stakeholder engagement activities,
which will take the form of semi-directed inter-
views and workshops. Relevant questions to ask
would be for instance: what are precise users’ re-
quirements, what functionalities are the most help-
ful, what is the tasks that takes the longest and can
cause delay in processing a claim.
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Figure 1: Workflow

7 Evaluation methods

To evaluate our system, we plan to use both quan-
titative metrics and qualitative analysis and to ex-
pand the scope of our evaluation beyond accuracy-
based measures. Metrics should be three-fold:

• From NLP, we will evaluate accuracy, quality
and performance of the model.

• From HCI, we will evaluate users’ speed of
comprehension, positive user experience, ease
of use of the proposed interface

• From the legal point of view, we will evalu-
ate legal accuracy (accordance to procedures,
frameworks and laws), legal relevance of high-
lighted information, administrative burden
(Hagan, 2020), and relevance of propose func-
tionalities.

As our system aims at benefiting refugees, we want
to add an additional evaluation metric in the form of
"design for dignity" (Almohamed and Vyas, 2016)
that accounts for the beneficial use of AI and its
positive inputs toward a specifically vulnerable pop-
ulation as refugees.

8 Conclusion and future work

This document highlights some solutions and meth-
ods for designing an NLP-powered decision sup-
port system aiming at providing additional insight
to the refugee status determination process. It
should be treated as a starting point towards explor-
ing how NLP tools could be beneficial to asylum
seekers and help understand reasons and steps lead-
ing to a decision outcome. In the future, we plan to

test empirically this methodology and implement
the above listed functionalities.
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Abstract

This paper analyzes data from the 2021 Ama-
zon Alexa Prize Socialbot Grand Challenge 4,
in order to better understand the differences
between human-computer interactions (HCI)
in a socialbot setting and conventional human-
to-human interactions. We find that because
socialbots are a new genre of HCI, we are still
negotiating norms to guide interactions in this
setting. We present several notable patterns in
user behavior toward socialbots, which have
important implications for guiding future work
in the development of conversational agents.

1 Introduction

In recent years, it has become increasingly com-
mon for humans to interact with computers
through natural language, either through speech
(e.g. voice assistants) or through text (e.g. cus-
tomer service chatbots). Most of these interactions
have a specific functional goal; users may ask a
bot to perform tasks such as giving the weather
forecast, setting a timer, or making a dinner reser-
vation. It is less common for users to engage in
purely social conversations with a bot – chit-chat
remains a primarily human mode of language.

In this paper, we explore data collected dur-
ing the Alexa Prize Socialbot Grand Challenge
41 (Ram et al., 2018; Khatri et al., 2018), where
teams designed chatbots to have social ‘chit-chat’
conversations with humans, with the goal of mim-
icking human interactions. Users conversed orally
with socialbots via an Alexa-enabled device. We
analyze this data in order to better understand user
behavior: how do the human-bot interactions dif-
fer in nature from typical human conversation?
What are users’ expectations of a socialbot, and
how can we develop socialbots which better meet
these expectations? The human-centered analysis

∗Equal Contribution
1https://www.amazon.science/alexa-prize/socialbot-

grand-challenge/2020

Figure 1: Sample conversation with annotated features.

of socialbot interactions presented here aims to in-
form future research in developing natural and en-
gaging conversational agents.

Of course, the quality of the bot’s responses
plays an important part in how the user interacts
with it; if the bot’s responses aren’t human-like,
users won’t treat it like a human. In this paper,
our primary goal is not to evaluate the quality of
this particular socialbot, but rather to get a sense of
what users want from socialbots in general. Once
we understand user expectations, we can design
socialbots which better satisfy these expectations.
The rest of this paper is organized as follows: in
§2 we summarize previous work studying conver-
sation, in both human-to-human and HCI settings.
Next, we analyze new Alexa Prize data: in §3 we
describe ways in which users treated the bot the
same as a human, and in §4 we highlight ways
that users behave differently with the bot than they
would with a human. We discuss the implications
of our analysis in §5, and finally conclude in §6.

2 Previous Work

There is a long tradition of literature studying the
social and linguistic rules of human discourse.
H.P. Grice, in particular, formalized many of the
underlying assumptions that we make when con-
versing with humans. His cooperative principle
holds that speakers must work together to nego-
tiate the terms of a conversation (Grice, 1989).
He further breaks this principle down into four
maxims of conversation (quantity, quality, rela-
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tion, and manner) which specify the assumptions
required for cooperative conversations. Other
work has also highlighted the importance of es-
tablished scripts for different scenarios (Hymes,
1972; Tomkins, 1987).

The history of research on HCI is shorter but
vibrant. Early work questioned how we should
conceptualize AI, and made predictions about how
more human-like computers might fit into our lives
(Mori, 1970; Winograd et al., 1986). As conversa-
tional agents became more widespread, these pre-
dictions have been put to the test, with two major
patterns surfacing:

The first pattern is that humans tend to treat
computers as if they were humans. The Comput-
ers as Social Actors (CASA) paradigm (Nass and
Moon, 2000) holds that people will “mindlessly”
apply existing social scripts to interactions with
computers. In an early study of HCI, Nass and
Moon (2000) showed that people demonstrated
politeness and applied gender stereotypes to com-
puters, even though they were aware that such be-
havior didn’t make sense in the context. Posard
and Rinderknecht (2015) show that participants in
a trust game behaved the same toward their partner
no matter whether they believed the partner to be
human or computer. Such results support the idea
that humans tend to apply existing social scripts
to computers, even when they are aware that the
scripts may not make sense for the situation.

Assuming that user expectations of computers
are identical to their expectations of humans may
be overly simplistic, however; in other studies of
HCI, a different pattern emerges. Mori (1970)
posited that increased humanness will increase a
computer’s likeability up to a certain point, past
which it will become ‘uncanny’ or creepy, a phe-
nomenon which he dubs The Uncanny Valley. The
Uncanny Valley of Mind theory holds that people
are uncomfortable with computers that seem too
human. Gray and Wegner (2012) find that com-
puters perceived to have experience (being able
to taste food or feel sad) are unsettling, whereas
computers perceived to have agency (being able to
retrieve a weather report or make a dinner reser-
vation) are not. Clark et al. (2019) found in a se-
ries of interviews that users have different priori-
ties in conversing with computers versus other hu-
mans. Shi et al. (2020) found that people were
less likely to be persuaded to donate to a char-
ity when they perceived their interlocutor to be a

computer. Other recent studies have found similar
differences in interactions with virtual assistants
(Völkel et al., 2021; Porcheron et al., 2018). All
of this evidence suggests that, while people may
default to existing social scripts in interacting with
computers, they may not be comfortable treating a
computer identically to a human.

In this paper, we extend the existing literature
on HCI to a new genre by analyzing user inter-
actions with socialbots. We find evidence that
users “mindlessly” apply social rules and scripts
in many cases (see §3) as well as evidence that
users adapt their behavior when conversing with
the social bot (see §4). Overall, we conclude that
although socialbots are designed to mimic human
interactions, users have fundamentally different
goals in socialbot conversations than in typical hu-
man conversation, but that the norms of socialbot
interactions are still being actively negotiated.

3 Dataset

We analyze a subset of the live conversations col-
lected by one of the finalists of Alexa Prize 2021
(Konrád et al., 2021; Chi et al., 2021; Saha et al.,
2021; Walker et al., 2021; Finch et al., 2021). The
dataset comprises 8,650 unique and unconstrained
conversations conducted between June and Octo-
ber 2021 with English-speaking users in the US.
With a total of 346,554 turns and an average of 44
turns per conversation, the dataset is almost twice
the size of the existing human chat corpus Con-
vAI (Logacheva et al., 2018). Further, with a ratio
of 1.1 conversations per user, the corpus signifi-
cantly exceeds the number of unique users, com-
pared to similar previous studies (Völkel et al.,
2021; Porcheron et al., 2018; Völkel et al., 2020).
The dataset also contains user ratings measuring
conversation quality on a Likert scale from 1 to 5,
making it possible to analyze the impact of diverse
conversational features on overall user experience.
Fig. 1 depicts a sample conversation, along with
some of the features.

4 How do users treat the socialbot like a
human?

Conversation can serve two broad purposes: social
and functional. Social conversations aim to build
a rapport between the interlocutors, whereas func-
tional conversations aim to achieve some practical
goal. Clark et al. (2019) found that this dichotomy
was important in explaining differences between
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human-to-human and human-computer conversa-
tion; their participants found social conversation
less relevant when interacting with computers.

We manually identified salient phrases for each
conversation type (social vs. functional) from a
subset of the conversations, and found that 65% of
user queries are social in nature; these queries in-
clude seeking opinions, preferences, and personal
anecdotes (see Appendix Fig. 2). This shows
that, contrary to the findings of Clark et al. (2019),
socialbot users actually engage in social conver-
sation more than purely functional conversation.
This suggests that the preference for functional
conversation reported in Clark et al. (2019) is sit-
uational in nature, rather than a general preference
in human-computer interactions.

Another way that user behavior towards the
socialbot mimics human conversation is the use
of indirectness. Around 21% of the socialbot’s
Yes/No queries result in a user response which
does not include yes or no. In these cases, the
bot must infer the connection between the question
and the user’s answer as in (1), where the user’s
answer implies no.

(1) BOT: “Whenever I have a craving, I or-
der food online from my favorite restau-
rant. Do you?”
USER: “I do drive through.”

Making the necessary inferences to understand
and appropriately respond to such indirect re-
sponses is quite difficult for conversational agents,
but users assume that the bot can follow their im-
plicatures as easily as a human would. This evi-
dence seems to support the CASA theory, showing
that humans mindlessly apply human expectations
to the bot.

5 How do users treat a bot differently
from a human?

While a surprisingly high proportion of user
queries are social in nature, that leaves 35% of
queries that are functional in nature, including re-
quests for the bot to perform a task (Can you
sing please?), or provide information (Who di-
rected Jurassic Park?). While not as frequent as
social queries in our data, functional queries are
still much more common than would be expected
in human conversation. Functional queries gen-
erally lead to higher ratings on average than so-
cial queries (see Appendix Fig. 2 for a detailed

breakdown). This suggests users’ preference for
functional interactions with computers. This could
also be explained by the bot performing better
in a functional mode than social, or by precon-
ceived user expectations from interactions with
other bots. However, although this socialbot will
answer factual questions, it does not act as a smart
assistant and will reject requests to perform Alexa-
assistant commands.

Another clear difference between socialbot and
human conversations is the violation of traditional
Gricean maxims. As is customary in the US, the
socialbot begins by asking the user how they are
doing. In human conversation, this question is al-
most invariably followed by some form of “I’m
fine. And you?” Such phatic conversational open-
ings serve to establish a rapport between speakers.
By contrast, in the socialbot data we find that in
9.3% of cases, the user disregards this greeting and
starts a new topic, as in (2).

(2) BOT: “Hi. How’s your day going so far?”
USER: “Do you want me to tell a joke?”

We find this type of abrupt shift also hap-
pens beyond the initial “How are you?” ex-
change. Users don’t feel obligated to obey the
Gricean maxim of relevance by responding di-
rectly to queries, as they would in human conver-
sation, because the bot is programmed to respond
to any queries and try to continue the conversation.
Using high-precision keyword-based mappings to
detect topics from entities, and subsequently in-
corporating logic to identify switches in a conver-
sation, we observe abrupt topic changes in 4% of
the user turns, such as (3):

(3) BOT: “Ok. So, i wanted to know, what’s
your favorite ice cream flavor?”
USER: “Let’s talk about aliens.”

In comparison, topic changes in human-to-
human conversations generally occur in specific
environments and in characterizable ways, and are
rarely abrupt (Maynard, 1980).

Another Gricean maxim that appears not to ap-
ply in socialbot scenarios is the maxim of quan-
tity, which requires responses to be appropriate in
length. In interactions with the socialbot, however,
user responses tend to be much briefer than one
would expect in a human conversation, as in (4).

(4) BOT: “What do you think of the current
state of the economy?”
USER: “Hit bad.”
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Overall the median utterance length for users is
3 words, much shorter than the bot’s median utter-
ance length of 21. In fact, almost 97.5% of user
utterances are less than 14 words (see Appendix,
Fig. 3). Such short responses are unusual in hu-
man conversations. This pattern might be due to
the fact that users believe that the bot will be more
likely to understand if they keep their responses
short. Another possible explanation is that users
feel it’s the bot’s job to drive the conversation for-
ward, and thus take a more passive role.

The above examples make clear that many con-
ventional conversational scripts don’t apply to so-
cialbot interactions. We find that many users em-
ploy bot-specific scripts, reverting to virtual assis-
tant commands during conversations. Example (5)
demonstrates a frequent phenomenon in the data:
when a user feels the bot hasn’t understood them,
they invoke the standard prompts which they are
accustomed to using when invoking the virtual as-
sistant, by using the “Alexa" command to get the
bot’s attention and reset the prompts.

(5) USER: “Are you okay?”
BOT: “I am sorry I could not hear you
well. Please repeat what you said.”
USER: “Alexa, are you okay?”

38.9% of conversations include at least one in-
vocation of the “Alexa” command. In these cases,
instead of applying scripts from human conversa-
tions, users apply scripts they’ve learned from in-
teracting with their virtual assistant. This tends to
happen in cases where an unnatural or unsatisfac-
tory response from the bot reminds the user that
they are not chatting with a real human.

6 Discussion

One major difference between socialbot and typi-
cal human conversations is the perceived relation-
ship between user and bot. In the user-socialbot
relationship there is more of a power imbalance
than in a human conversation; users are in con-
trol. They can stop, redirect, or reboot the bot, and
choose conversation topics. The bot is designed to
be cooperative, arguably more than a human when
it comes to abrupt topic changes or overly brief re-
sponses. Where such responses might signal hos-
tility (or at least disinterest) to a human interlocu-
tor, users may consider such social implications
irrelevant for a socialbot conversation.

Although all users are generally aware that they
are speaking to a computer, some users are more

willing to pretend. In the Alexa Prize, users were
already users of the Alexa virtual assistant, and
spoke to the socialbot on their Alexa-enabled de-
vices. The socialbot uses the same voice as the
virtual assistant, so the familiarity of the Alexa
voice may foster a sense of the relationship be-
tween users and the socialbot, and allow some
users to forget that they are interacting with a com-
puter. Other users, however, will still be wary of
human-like behaviors from the bot, as in (6).

(6) BOT: “I ate some pampered chef chicken
salad tea sandwiches today, and it was
amazing! Have you ever heard of it?”
USER: “No, Alexa. How can you eat
something? You’re a computer.”

The Uncanny Valley is a clear obstacle to truly
natural socialbot conversations, even if thresholds
vary among users. Obviously, presenting a social-
bot to a user as if it were really a human would
pose ethical issues, so users’ awareness of the con-
versation’s artificiality is a necessary limitation.

7 Conclusion

The increasing quality and cultural salience of so-
cialbots have led to significant advances in con-
versational AI. This paper analyzed conversations
between an Alexa Prize socialbot and its users to
better understand what users expect from social-
bot interactions. We find that, because socialbots
present a novel genre of conversation, users aren’t
always sure how to behave. Often, users react by
applying human conversational norms to the so-
cialbot; in other cases, they draw on the virtual
assistant scripts acquired from using their Alexa-
enabled devices. Based on our above analysis of
user behavior, we feel that the goal of a social-
bot shouldn’t be to strictly mimic human conversa-
tion. Humans may be unpleasant, have diverging
opinions, or push back on certain topics. On the
other hand, socialbots are designed to provide an
enjoyable and entertaining experience for the user.
Socialbot developers should embrace the unique
aspects of the scenario, rather than attempting to
conform to conventional conversational norms.

We see two potential sources for the advance-
ment of socialbot systems moving forward: first,
developers should design bots to fulfill user expec-
tations, acknowledging that these will be slightly
different from human conversation norms. Sec-
ond, as socialbots become more commonplace, the
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emergence of socialbot-specific scripts will give
users a clearer guide for those interactions. Like
a real conversation, the future of socialbots must
involve negotiating terms: developers must adapt
socialbots to user expectations, and users will in
turn adjust their expectations as they become more
familiar with socialbots as a mode of interaction.
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A Appendix

Figure 2: Analysis of different types of user queries.
The primary Y-axis depicts the average rating associ-
ated with a query type across all conversations. The
secondary Y-axis denotes the percentage of encounter-
ing each query.

Figure 3: Analysis of bot and user response length.
The primary Y-axis depicts the average rating associ-
ated with each length category across all conversations.
The secondary Y-axis denotes the percentage of each
length category for the bot and the user. Note that the
percentage of short responses generated by the bot is
very low.
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Abstract

Motivated by prior literature, we provide a
proof of concept simulation study for an under-
studied interactive machine learning method,
machine teaching (MT), for the text-based emo-
tion prediction task. We compare this method
experimentally against a more well-studied
technique, active learning (AL). Results show
the strengths of both approaches over more
resource-intensive offline supervised learning.
Additionally, applying AL and MT to fine-tune
a pre-trained model offers further efficiency
gain. We end by recommending research di-
rections which aim to empower users in the
learning process.

1 Introduction

We examine Machine Teaching (MT), an under-
studied interactive machine learning (iML) method
under controlled simulation for the task of text-
based emotion prediction (Liu et al., 2003; Alm
et al., 2005; Alm and Sproat, 2005; Aman and
Szpakowicz, 2007; Alm, 2010; Bellegarda, 2013;
Calvo and Mac Kim, 2013; Mohammad and Alm,
2015). This problem intersects with affective com-
puting (Picard, 1997; Calvo et al., 2015; Poria et al.,
2017), and a family of language inference problems
characterized by human subjectivity in learning tar-
gets (Alm, 2011) and semantic-pragmatic meaning
(Wiebe et al., 2004). Both subjectivity and the lack
of data for learning to recognize affective states
motivate iML techniques. Here, we focus on re-
source efficiency. Our findings from simulations
provide directions for user experiments.

Human perception - and thus human annotators’
interpretation - is influenced by human factors such
as preferences, cultural differences, bias, domain
expertise, fatigue, time on task, or mood at annota-
tion time (Alm, 2012; Amidei et al., 2020; Shen and
Rose, 2021). Generally, experts with long-standing
practice or in-depth knowledge may also not share
consensus (Plank et al., 2014). Inter-subjective

Figure 1: Comparison of interactive Active Learning
(left) with Machine Teaching (right). Training instances
are labeled by the Agent-User (in AL) or the Agent-
Teacher (in MT).

disagreements can reflect invalid noise artifact (de-
tectable by humans) or ecologically valid differ-
ences in interpretation.

Holzinger (2016) define iML methods as algo-
rithmic procedures that “can interact with agents
and can optimize their learning behavior through
these interactions [...]” (p. 119). In our study,
the stakeholders in the learning process are mod-
els (learners) and humans (agent-users or agent-
teachers). Tegen et al. (2020) posit that iML in-
volves either Active Learning (AL) or interactive
Machine Teaching (MT),1 based on humans’ role
in the learning loop. In AL, the learning algo-
rithm uses query strategies (e.g., triggered by un-
certainty) to iteratively select instances from which
it learns (Settles, 2009) if licensed by a budget; with
a human agent who annotates upon learner request.
In contrast, in MT, the teacher (user) who possesses
problem knowledge instead selects the instances to
be labeled and uses them to train the learner (Zhu,
2015). Initial, foundational MT research focused
on constructing a minimal, ideal set of training data,
striving for optimality in the data the learner is pre-
sented with to learn from. Interactive MT assumes
human agent interaction with the learner (Liu et al.,
2017), for enabling time- and resource-efficient

1We use conventions from Tegen et al. (2020) where MT
means an iterative, interactive implementation of Machine
Teaching. MT here is not Machine Translation.
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model convergence. Following the training by er-
ror criterion described in Tegen et al. (2020), if
the learner is unable to predict the right answer,
and the budget allows, the human teacher instructs
the learner with the label. Thus, AL leverages mea-
sures to wisely choose instances for human labeling
and subsequent learning, whereas MT capitalizes
on the teacher’s knowledge to wisely select training
instances and proceed to learn when the criterion
to teach is met (cf. Figure 1).

2 Related Work and Background

Olsson (2009) discussed AL for NLP tasks, while
Schröder and Niekler (2020) discussed deep learn-
ing with AL. Our study also builds on Tegen
et al. (2020)’s use of simulation to study AL query
strategies and MT assessment and teaching crite-
ria. Lu and MacNamee (2020) reported on ex-
periments where transformer-based representations
performed consistently better than other text rep-
resentations, taking advantage of the label infor-
mation that arises in AL. An et al. (2018) also
suggested assigning a varying number of instances
to label per human oracle based on their capabil-
ity/skills and the amount of unlabeled data, which
reduced the time required by the deep learner with-
out negatively impacting performance. We com-
paratively study iML in the fine-tuning stages. Bai
et al. (2020) emphasized language-based attributes
like reconstruction of word-based cross-entropy
loss across words in sentences toward instance
selection. To ensure improved experimental con-
trol and avoid confounding variables, we focus on
uncertainty-based strategies for AL.

MT deals with a teacher designing a well-
reasoned, ideally optimal, training set to drive the
learner to the desired target concept/model (Zhu,
2015; Zhu et al., 2018). While there has been
some progress in the use of MT, its application
in NLP is present in its earliest form with little
empirical exploration or refinement. MT has been
explored mostly in computing security, where the
teacher is a hacker/advisor who selects training
data to adjust the behavior of an adaptive, evolv-
ing learner (Alfeld et al., 2016, 2017). Tegen et al.
(2020) reported that MT could greatly reduce the
number of instances required, and even outper-
formed most AL strategies. These findings are
compelling and motivate exploring MT’s potential
in NLP, which, however, has some distinct charac-
teristics, including high-dimensional data impacted

by scarcity. MT’s possibilities in NLP are thus as
of yet largely unknown. We begin here by focusing
on controlled experimental simulations to examine
resource-efficiency and performance in text-based
emotion prediction, whereas future work will take
a step closer to ecological validity in interactive
MT with real-time agent-teachers.

Overall, several prospects can be noted for NLP
with interactive Machine Learning (iML):

• Human knowledge and insights can be leveraged
to make the search space substantially smaller by
systematic instance selection (Holzinger, 2016),
achieving adequate performance with fewer train-
ing instances.

• In a setting where learning occurs online or con-
tinually (Tegen et al., 2019), iML enables sus-
tained learning over time, with new or updated
data offered to the learner. This especially makes
sense for natural language tasks which by nature
are characterized by linguistic change.

• Using iML can enable model customization
to specific users, schools of thought, and en-
able privacy-preserving models (Bernardo et al.,
2017), e.g., for deploying NLP on edge devices.

• IML enables users to directly influence the model
(Amershi et al., 2014), and interactive techniques
can aid agents to catch bias or concept drift early
in the development process.

• The iML paradigm enables an initial state with
limited data (or even a cold start), which ap-
plies to NLP for underresourced languages, low-
data clinical problems, etc., including NLP for
affective computing since many affective states
remain understudied (Alm, n.d.).

• By learning more resource-efficiently, iML has
potential to lower NLP’s carbon footprint.

While iML is promising, issues include:

• Humans users or teachers are not necessarily
willing or available to provide input or feedback
to a system (Donmez and Carbonell, 2010).

• The iML setup is not immune to catastrophic
forgetting (Holzinger, 2016) in online learning.

• Human factors introduce technical considera-
tions that may impact interaction and perfor-
mance success; for instance, the learning set-up
should accommodate human fatigue (Darani and
Kaedi, 2017; Llorà et al., 2005).
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Figure 2: Class imbalance for the 14-class emotion data.

3 MT/AL for Emotion Prediction

Text-based emotion data are subject to variation
and ambiguity, which adds to the difficulty in the
annotation process, compounded with data scarcity
for capturing many affective states. IML methods
can be a means to deal with data limitations.

In this study, we used a subset of the GoEmo-
tions dataset (Demszky et al., 2020) which consists
of emotion labels for Reddit comments. We priori-
tized resource-efficiency as the primary experimen-
tal variable over exploring impact on target concept
ambiguity. Figure 2 shows the imbalanced distribu-
tion of emotion classes in this subset. The training
and test sets comprised approximately 2800 and
700 instances respectively. In all experiments, the
learner was trained initially with 10% of the train-
ing set while the remaining 90% was reserved as an
unlabeled pool of data which were gradually added
to the training set in each iteration.2 The simulated
‘user’ had access to the labels of the instances from
the unlabeled dataset whenever required via dataset
lookup.

3.1 AL vs. MT for Emotion Prediction

We compared the effect of AL and MT strategies
and further compared to offline supervised machine
learning, referred to as all-in-one batch.

Motivation In our AL experiment, the learner
queried the instances using versions of uncertainty
sampling or a random approach. In the least confi-
dent strategy, the learner selects instances for query

2For the Huggingface transformers library 20% of the
training set was held out as a validation set before this 90-10
split. For sklearn, attempts at hyperparameter tuning–for the
C parameter, dual/primal problem and tolerance values for
stopping criteria–used a genetic algorithm without meaningful
performance difference, and results are provided with defaults,
with class weights initiated as the inverse of the frequency of
each class.

for which it has the least probability of prediction
in its most probable class; in margin sampling, in-
stances with the smallest difference between its top-
two most likely classes; and in entropy, with the
largest entropy (Olsson, 2009; Tegen et al., 2020).

In MT, the agent-teacher chooses instances (Zhu,
2015), which are then labeled and used to teach the
learner (Tegen et al., 2020). We simulated the mar-
gin sampling-based AL query strategy as a teacher
to select a set of instances. Moreover, error-based
and state change are two teaching criteria used by
Tegen et al. (2020) for initiating teaching. In the
error-based method, the teacher proceeds to teach
based on correctness of the learner’s estimation,
i.e., supplying the learner with the correct label for
wrong estimations. We introduce a modification
termed error-based training with counting where
the teacher continues to provide labeled instances
to the learner when all estimations are accurate in
two consecutive iterations to ensure periodic model
updating. In the state change-based criterion, the
teacher provides a label for the instance if the cur-
rent instance’s real class label differs from the prior
instance’s class label. When no label is given, the
learner assumes the instance’s label is the same as
the last label given by the teacher.

Methods We focus on transportability and opted
for sklearn’s Linear SVM with hinge loss given its
lean computational character (Buitinck et al., 2013;
Chang and Lin, 2011). Both setups were trained
on CPUs, with MT using state change as teaching
criterion taking the longest time (around 40 min).

Results and Discussion Panel (a) in Figure
3 shows the result for AL strategies. The per-
formance on emotion prediction in text is more
resource-efficient and uses less data with AL. The
query strategies achieved the performance equiva-
lent to learning with the full batch of training data
after using just around half of the data with AL,
and all perform better than random selection. A
Wilcoxon’s Rank Sum Test (Wilcoxon, 1992) for in-
dependent samples compared random against other
query strategies. This indicated a significant dif-
ference in their performance with p < 0.05. Panel
(b) shows the MT results for three teaching crite-
ria. State change improves over the error-based ap-
proach, while the error-based approach with count-
ing slightly enhances the regular error-based ap-
proach because of the modification introduced. We
also observe that since we used margin-based AL

42



500 1000 1500 2000 2500
Number of instances

0

20

40

60

80

100
F1

 sc
or
e 
(%
)

RandomBased
LeastConfidenceBased
MarginSamplingBased
EntropyBased
All-in-one batch

(a) AL query strategies

500 1000 1500 2000 2500
Number of instances

0

20

40

60

80

100

F1
 sc

or
e 
(%

)

ErrorBased
ErrorBased_w_count
StateChangeBased
All-in-one batch

(b) MT teaching criteria

Figure 3: Text-based emotion prediction with (a) AL query strategies or (b) MT teaching criteria. The all-in-one
batch option (green star) signifies resource-inefficient offline batch training.

as a teacher for selecting instances, the result mir-
rors margin sampling-based AL in panel (a). More-
over, we note that error-based teaching saturates,
potentially reflecting that state change-based teach-
ing is more capable of dealing with imbalanced
data (Tegen et al., 2020). Overall, the encouraging
results motivate us to plan to assess utility in a real-
time MT scenario with a human teacher and deeper
study of teacher variations for data selection and
revised teaching criteria for initiating training.

3.2 Fine-tuning with AL and MT

Motivation Previous results showed that MT and
AL can build better models more efficiently with
annotation savings (time and cost). Here, we ex-
plore if fine-tuning a pre-trained model – a frequent
and often performance-boosting approach in NLP –
that uses iML concepts can improve results further.

Methods We fine-tune a pre-trained BERT
model (Devlin et al., 2019) to emotion prediction in
text using Huggingface (Wolf et al., 2020), with a
max. sequence length of 80 (since comments tend
to be quite short). Based on prior observations, we
analyze fine-tuning performance with AL for the
least confident and margin sampling strategies, and
with MT for the error-based and error-based with
counting teaching criteria.

Results and Discussion Figure 4 shows the out-
comes for fine-tuning BERT interactively. The
results show performance close to 96%, which
is good for this subjective task. Moreover, AL
matched the offline training performance using less
than half of the available instances. We note that
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Figure 4: Text-based emotion prediction when using AL
or MT in fine-tuning with BERT.

convergence for fine-tuning also required some-
what less data than in the prior SVM-based experi-
ment, as shown by the steeper slope of performance
increment. Yet how to better leverage MT in con-
junction with fine-tuning, or transfer techniques
generally, remains a key priority in continued study.

4 Discussion

We showed that iML efficiently produces desired
results for text-based emotion prediction. MT re-
mains understudied and should be further explored
for NLP tasks. Fine-tuning a pre-trained model
with AL can leverage the strengths of both ap-
proaches with small datasets. In addition to ex-
periments detailed above, we explored training the
learner incrementally (online training) versus in a
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non-incremental setup (the learner is trained us-
ing accumulated training set up to the most re-
cent query). The incremental approach experiences
catastrophic forgetting but requires very little time
for learner updating and can thus work well under
low memory usage, e.g., for a life-long learning
setting or edge devices.

5 Conclusion

Our study on text-based emotion prediction demon-
strated the potential of both MT and AL methods.
We offered initial experimentation with MT and AL
for this problem, and based on promising results
under controlled simulation, next steps will focus
on real-time user/teacher interactions, a broader
set of teaching criteria, and new forms of train-
ing instance selection. In addition, we are inter-
ested in exploring heavily understudied affective
states, which are currently not covered sufficiently
or not covered at all in annotated emotion corpora.
We also suggest focused research on specialized
teachers in NLP tasks toward better selection of
training data. Teachers who assess the learner and
decide the right time to offer an adequate set of
new information may also help create more robust
or interpretable learners which evolve over time.

Ethics Statement

A limitation of this work is that it did not consider
linguistic characteristics of the pre-trained models
(Bai et al., 2020). We used an artificial teacher in
MT and did not deeply examine hybrid MT-AL
strategies, although we used an AL approach as
teacher in the MT setup. Still, this work may stim-
ulate NLP researchers to consider the benefits of
AL and MT, especially for challenging subjective
NLP tasks such as text-based emotion prediction
(Alm, 2011). Additionally, continued work can ex-
plore how the findings apply in the context of other
corpora, including with multimodal data.

Acknowledgements

This material is based upon work supported by
the National Science Foundation under Award No.
DGE-2125362. Any opinions, findings, and conclu-
sions or recommendations expressed in this mate-
rial are those of the author(s) and do not necessarily
reflect the views of the National Science Founda-
tion.

References
Scott Alfeld, Xiaojin Zhu, and Paul Barford. 2016. Data

poisoning attacks against autoregressive models. In
Proceedings of the Thirtieth AAAI Conference on
Artificial Intelligence, AAAI’16, page 1452–1458.
AAAI Press.

Scott Alfeld, Xiaojin Zhu, and Paul Barford. 2017. Ex-
plicit defense actions against test-set attacks. In Pro-
ceedings of the Thirty-First AAAI Conference on Arti-
ficial Intelligence, AAAI’17, page 1274–1280. AAAI
Press.

Cecilia Ovesdotter Alm. 2010. Characteristics of high
agreement affect annotation in text. In Proceedings
of the Fourth Linguistic Annotation Workshop, pages
118–122, Uppsala, Sweden. Association for Compu-
tational Linguistics.

Cecilia Ovesdotter Alm. 2011. Subjective natural lan-
guage problems: Motivations, applications, charac-
terizations, and implications. In Proceedings of the
49th Annual Meeting of the Association for Compu-
tational Linguistics: Human Language Technologies:
short papers-Volume 2, pages 107–112. Association
for Computational Linguistics.

Cecilia Ovesdotter Alm. 2012. The role of affect in the
computational modeling of natural language. Lan-
guage and Linguistics Compass, 6(7):416–430.

Cecilia Ovesdotter Alm. n.d. Linguistic data resources
for computational emotion sensing and modeling.

Cecilia Ovesdotter Alm, Dan Roth, and Richard Sproat.
2005. Emotions from text: Machine learning for text-
based emotion prediction. In Proceedings of Human
Language Technology Conference and Conference
on Empirical Methods in Natural Language Process-
ing, pages 579–586, Vancouver, British Columbia,
Canada. Association for Computational Linguistics.

Cecilia Ovesdotter Alm and Richard Sproat. 2005. Emo-
tional sequencing and development in fairy tales.
In Affective Computing and Intelligent Interaction,
pages 668–674, Berlin, Heidelberg. Springer Berlin
Heidelberg.

Saima Aman and Stan Szpakowicz. 2007. Identifying
expressions of emotion in text. In Mautner P. Ma-
toušek V., editor, Text, Speech and Dialogue TSD
2007, pages 196–205. Springer.

Saleema Amershi, Maya Cakmak, William Bradley
Knox, and Todd Kulesza. 2014. Power to the people:
The role of humans in interactive machine learning.
AI Magazine, 35(4):105–120.

Jacopo Amidei, Paul Piwek, and Alistair Willis. 2020.
Identifying annotator bias: A new IRT-based method
for bias identification. In Proceedings of the 28th
International Conference on Computational Linguis-
tics, pages 4787–4797, Barcelona, Spain (Online).
International Committee on Computational Linguis-
tics.

44



Bang An, Wenjun Wu, and Huimin Han. 2018. Deep
active learning for text classification. In Proceedings
of the 2nd International Conference on Vision, Image
and Signal Processing, ICVISP 2018, New York, NY,
USA. Association for Computing Machinery.

Guirong Bai, Shizhu He, Kang Liu, Jun Zhao, and Za-
iqing Nie. 2020. Pre-trained language model based
active learning for sentence matching. In Proceed-
ings of the 28th International Conference on Com-
putational Linguistics, pages 1495–1504, Barcelona,
Spain (Online). International Committee on Compu-
tational Linguistics.

Jerome R. Bellegarda. 2013. Data-driven analysis of
emotion in text using latent affective folding and
embedding. Computational Intelligence, 29(3):506–
526.

Francisco Bernardo, Michael Zbyszynski, Rebecca
Fiebrink, and Mick Grierson. 2017. Interactive ma-
chine learning for end-user innovation. In AAAI
Spring Symposia, pages 369–375.

Lars Buitinck, Gilles Louppe, Mathieu Blondel, Fabian
Pedregosa, Andreas Mueller, Olivier Grisel, Vlad
Niculae, Peter Prettenhofer, Alexandre Gramfort,
Jaques Grobler, Robert Layton, Jake VanderPlas, Ar-
naud Joly, Brian Holt, and Gaël Varoquaux. 2013.
API design for machine learning software: Experi-
ences from the scikit-learn project. In ECML PKDD
Workshop: Languages for Data Mining and Machine
Learning, pages 108–122.

Rafael Calvo, Sidney D’Mello, Jonathan Gratch, and
Arvid Kappas, editors. 2015. The Oxford Handbook
of Affective Computing. Oxford University Press.

Rafael A. Calvo and Sunghwan Mac Kim. 2013. Emo-
tions in text: Dimensional and categorical models.
Computational Intelligence, 29(3):527–543.

Chih-Chung Chang and Chih-Jen Lin. 2011. LIBSVM:
A library for support vector machines. ACM Transac-
tions on Intelligent Systems and Technology, 2:27:1–
27:27. Software available at http://www.csie.
ntu.edu.tw/~cjlin/libsvm.

Zahra Sheikhi Darani and Marjan Kaedi. 2017. Improv-
ing the interactive genetic algorithm for customer-
centric product design by automatically scoring the
unfavorable designs. Human-centeric Computing
and Information Sciences, 7(38).

Dorottya Demszky, Dana Movshovitz-Attias, Jeongwoo
Ko, Alan Cowen, Gaurav Nemade, and Sujith Ravi.
2020. GoEmotions: A dataset of fine-grained emo-
tions. In Proceedings of the 58th Annual Meeting
of the Association for Computational Linguistics",
pages 4040–4054, Online. Association for Computa-
tional Linguistics.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of

the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4171–4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Pinar Donmez and Jaime Carbonell. 2010. From Active
to Proactive Learning Methods, volume 262, pages
97–120. Springer Berlin Heidelberg.

Andreas Holzinger. 2016. Interactive machine learning
for health informatics: when do we need the human-
in-the-loop? Brain Informatics, 3(2):119–131.

Hugo Liu, Henry Lieberman, and Ted Selker. 2003.
A model of textual affect sensing using real-world
knowledge. In Proceedings of the 8th International
Conference on Intelligent User Interfaces, IUI ’03,
page 125–132, New York, NY, USA. Association for
Computing Machinery.

Weiyang Liu, Bo Dai, Ahmad Humayun, Charlene
Tay, Chen Yu, Linda B. Smith, James M. Rehg,
and Le Song. 2017. Iterative machine teaching. In
Proceedings of the 34th International Conference
on Machine Learning - Volume 70, ICML’17, page
2149–2158. JMLR.org.

Xavier Llorà, Kumara Sastry, David E. Goldberg, Ab-
himanyu Gupta, and Lalitha Lakshmi. 2005. Com-
bating user fatigue in IGAs: Partial ordering, sup-
port vector machines, and synthetic fitness. In Pro-
ceedings of the 7th Annual Conference on Genetic
and Evolutionary Computation, GECCO ’05, page
1363–1370, New York, NY, USA. Association for
Computing Machinery.

Jinghui Lu and Brian MacNamee. 2020. Investigat-
ing the effectiveness of representations based on pre-
trained transformer-based language models in active
learning for labelling text datasets. arXiv e-prints,
page arXiv:2004.13138.

Saif Mohammad and Cecilia O. Alm. 2015. Compu-
tational analysis of affect and emotion in language.
In Proceedings of the 2015 Conference on Empirical
Methods in Natural Language Processing: Tutorial
Abstracts, Lisbon, Portugal. Association for Compu-
tational Linguistics.

Fredrik Olsson. 2009. A literature survey of active
machine learning in the context of natural language
processing. Technical report, Swedish Institute of
Computer Science.

Rosalind W. Picard. 1997. Affective Computing. MIT
Press, Cambridge, MA.

Barbara Plank, Dirk Hovy, and Anders Søgaard. 2014.
Linguistically debatable or just plain wrong? In
Proceedings of the 52nd Annual Meeting of the As-
sociation for Computational Linguistics (Volume 2:
Short Papers), pages 507–511, Baltimore, Maryland.
Association for Computational Linguistics.

45



Soujanya Poria, Erik Cambria, Rajiv Bajpai, and Amir
Hussain. 2017. A review of affective computing:
From unimodal analysis to multimodal fusion. Infor-
mation Fusion, 37:98 – 125.

Christopher Schröder and Andreas Niekler. 2020. A
survey of active learning for text classification using
deep neural networks. arXiv, 2008.07267.

Burr Settles. 2009. Active learning literature survey.
Computer Sciences Technical Report 1648, Univer-
sity of Wisconsin–Madison.

Qinlan Shen and Carolyn Rose. 2021. What sounds
“right” to me? Experiential factors in the perception
of political ideology. In Proceedings of the 16th Con-
ference of the European Chapter of the Association
for Computational Linguistics: Main Volume, pages
1762–1771, Online. Association for Computational
Linguistics.

Agnes Tegen, Paul Davidsson, and Jan A. Persson. 2019.
Towards a taxonomy of interactive continual and mul-
timodal learning for the internet of things. In Adjunct
Proceedings of the 2019 ACM International Joint
Conference on Pervasive and Ubiquitous Computing
and Proceedings of the 2019 ACM International Sym-
posium on Wearable Computers, UbiComp/ISWC
’19 Adjunct, page 524–528, New York, NY, USA.
Association for Computing Machinery.

Agnes Tegen, Paul Davidsson, and Jan A. Persson.
2020. A taxonomy of interactive online machine
learning strategies. In Machine Learning and Knowl-
edge Discovery in Databases - European Conference,
ECML PKDD 2020, Ghent, Belgium, September 14-
18, 2020, Proceedings, Part II, volume 12458 of
Lecture Notes in Computer Science, pages 137–153.
Springer.

Janyce Wiebe, Theresa Wilson, Rebecca Bruce,
Matthew Bell, and Melanie Martin. 2004. Learn-
ing subjective language. Computational Linguistics,
30(3):277–308.

Frank Wilcoxon. 1992. Individual comparisons by rank-
ing methods. In Samuel Kotz and Norman L. John-
son, editors, Breakthroughs in Statistics: Methodol-
ogy and Distribution, pages 196–202. Springer New
York, New York, NY.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien
Chaumond, Clement Delangue, Anthony Moi, Pier-
ric Cistac, Tim Rault, Remi Louf, Morgan Funtow-
icz, Joe Davison, Sam Shleifer, Patrick von Platen,
Clara Ma, Yacine Jernite, Julien Plu, Canwen Xu,
Teven Le Scao, Sylvain Gugger, Mariama Drame,
Quentin Lhoest, and Alexander Rush. 2020. Trans-
formers: State-of-the-art natural language processing.
In Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing: System
Demonstrations, pages 38–45, Online. Association
for Computational Linguistics.

Xiaojin Zhu. 2015. Machine teaching: An inverse prob-
lem to machine learning and an approach toward opti-
mal education. Proceedings of the AAAI Conference
on Artificial Intelligence, 29(1).

Xiaojin Zhu, Adish Singla, Sandra Zilles, and Anna N.
Rafferty. 2018. An overview of machine teaching.
CoRR, abs/1801.05927.

46



Proceedings of the Second Workshop on Bridging Human–Computer Interaction and Natural Language Processing, pages 47 - 54
July 15, 2022 ©2022 Association for Computational Linguistics

Narrative Datasets through the Lenses of NLP and HCI

Sharifa Sultana
Cornell University

ss3634@cornell.edu

Renwen Zhang
National University of Singapore

r.zhang@nus.edu.sg

Hajin Lim
Seoul National University
hajin@snu.ac.kr

Maria Antoniak
Cornell University

maa343@cornell.edu

Abstract

In this short paper, we compare existing value
systems and approaches in NLP and HCI for
collecting narrative data. Building on these
parallel discussions, we shed light on the chal-
lenges facing some popular NLP dataset types,
which we discuss these in relation to widely-
used narrative-based HCI research methods;
and we highlight points where NLP methods
can broaden qualitative narrative studies. In
particular, we point towards contextuality, po-
sitionality, dataset size, and open research de-
sign as central points of difference and win-
dows for collaboration when studying narra-
tives. Through the use case of narratives, this
work contributes to a larger conversation re-
garding the possibilities for bridging NLP and
HCI through speculative mixed-methods.

1 Introduction

Human beings are myth-makers; we use stories and
imagination to create communities and make sense
of the world and our place in it (Bamberg and Geor-
gakopoulou, 2008). Narratives are powerful modes
of expression, with physical, emotional, and so-
cial benefits for both the narrator and the audience
(Pennebaker and Beall, 1986; Pennebaker, 1997;
Merz et al., 2014; Oh and Kim, 2016; Tangherlini,
2000). They can also be powerful methods for un-
derstanding human behavior and beliefs (Golsteijn
and Wright, 2013).

Crucially, narratives are situated; they are told
and take place in specific social contexts (Piper
et al., 2021). Natural language processing (NLP)
methods can analyze patterns across large datasets,
putting stories into context. But narrative datasets
in NLP are often removed from the narratives’ orig-
inal contexts (e.g., scraped internet datasets) or
are designed without any explicit context or social
grounding (e.g., short and artificial stories).

In contrast, contextuality is of the utmost im-
portance in qualitative human-computer interaction

(HCI) approaches to narrative. HCI researchers fre-
quently borrow social science methods including
surveys, interviews, focus groups, and ethnography
for closer investigations that address the diversity
of human life and experiences (Bruner, 1987; Gol-
steijn and Wright, 2013). Qualitative HCI meth-
ods are often constrained to small sample sizes
and susceptible to observer biases, but narrative re-
search and portraiture methods enable creative and
holistic engagement with participants’ experiences
and meaning-making processes (Williams, 1984;
Wright and McCarthy, 2004; Bardzell et al., 2012).

These differences make narrative datasets an use-
ful case study when considering tensions and pos-
sible collaborations between NLP and HCI. Both
disciplines face challenges in their study and anal-
ysis of narrative. While NLP datasets contain a
high volume of data points, their labels are con-
strained to a specific task; in contrast, smaller HCI
datasets, in particular data collected through quali-
tative methods such as ethnography and interview,
are open-ended in research scope but situated in a
particular context. Combining these methods can
contribute to designing multifaceted datasets while
not losing the sight of individual experiences and
perspectives in a large volume of stories.

In the following sections, we outline dominant
framings of narrative and narrative dataset col-
lection in NLP and HCI. Placing these framings
side-by-side highlights a set of tensions—including
dataset size, contextuality and positionality, and
dataset design—that we finally consider as mate-
rial for synthesis and mixed methods approaches
to narrative data.

2 NLP Framings of Narrative

In a recent overview of NLP and humanist ap-
proaches to “narrative understanding", Piper et al.
(2021) formulate narrativity as a scalar construct
rather than a binary class; texts can include some
or all narrative features (e.g., narrator, audience, se-
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quential actions). Most NLP narrative tasks focus
on building abstractions from narratives by ex-
tracting these features and measuring relationships
among them. These tasks include extracting narra-
tive structure, like scripts, plot units, or narrative
arcs (Schank and Abelson, 1977; Lehnert, 1981;
Chambers and Jurafsky, 2008, 2009; Goyal et al.,
2010; Reagan et al., 2016); modeling connections
between characters (Bamman et al., 2013; Iyyer
et al., 2016; Lukin et al., 2016); generating new
stories or summaries (Goldfarb-Tarrant et al., 2020;
Guan et al., 2020; Akoury et al., 2020); answering
questions about the story (Richardson et al., 2013),
and identifying a correct story ending (Chambers
and Jurafsky, 2008; Mostafazadeh et al., 2016).

As in other areas of NLP, some narrative re-
search falls into shared tasks, where artificial story
datasets are often (though not always) used for test-
ing a particular technical ability of a system. These
datasets are sometimes created and often labeled by
crowdworkers, and they include brief scenarios not
explicitly connected to broader social contexts and
narratives. For example, one of the widely used
corpora for testing performance on the Story Cloze
task is ROCStories dataset which is a collection
of 100,000 crowdsourced “five-sentence common-
sense stories” (Mostafazadeh et al., 2016).

Narrative research in NLP also includes corpus-
based studies, where researchers use narrative mod-
els to learn about a particular dataset and its au-
thors. Corpus-based studies depend on curated
datasets that range widely, e.g., fictional works
(e.g., novels, fairytales) (Jans et al., 2012; Iyyer
et al., 2016), news stories (Chambers and Jurafsky,
2008), biographies (Bamman and Smith, 2014),
and personal stories shared orally or on social me-
dia (Gordon and Swanson, 2009; Ouyang and McK-
eown, 2014; Antoniak et al., 2019). These curated
datasets were authored in social contexts separate
from the NLP research study and are gathered after-
wards. Curated datasets can also be used for shared
tasks, e.g., coreference resolution (Bamman et al.,
2020), story generation (Akoury et al., 2020).

There are a small number of naturalistic NLP
narrative datasets that lie outside of the above cat-
egories. For example, Sap et al. (2020) collected
autobiographical stories and retellings of these sto-
ries from crowdworkers; this data was shared as
part of the research study but was also grounded in
the authors’ personal experiences.

And finally, many modern NLP methods for nar-

ratives rely on large, pretrained models (Devlin
et al., 2019). These models are trained on massive
and (mostly) undocumented datasets, containing a
mixture of documents from unrelated domains to
generalize to other domains and tasks (after fine-
tuning). These pretraining datasets, like the aptly-
named Pile (Gao et al., 2020), are too large for full
datasheet descriptions (Gebru et al., 2021) and can
encode human biases (Bender et al., 2021).

3 HCI Framings of Narrative

Four key themes are associated with HCI’s sen-
sibility of narrative: (a) fact (universal/objective
truth) (b) experience (global, local, and day-to-day
experiences) (c) interpretation (perceived under-
standing of a and b) (d) fiction (imaginations and
cultural value-system based storytelling) (Bruner,
1990; Sterling, 2009; Golsteijn and Wright, 2013).
HCI researchers often ask questions to understand
problems better and care about accuracy, legiti-
macy, and materiality (i.e., why and how certain
issues are important) of information. Many sub-
domains of HCI refer to and build on users’ ex-
periences regarding narratives (Feuston and Piper,
2019). HCI practitioners’ and designers’ interac-
tions with social settings and/or professional envi-
ronments frequently influence their experiences in
a given time and situation, and so they consciously
refrain from making generalizable statements and
encourage the mention of contextuality, which is
strongly associated with the narratives (Golsteijn
and Wright, 2013). Experience-centered research
also values empathy to understand the researchers’
orientation to the user, and whether they are moti-
vated to empathize with the users’ needs and emo-
tional responses (Wright and McCarthy, 2008).

HCI uses both qualitative and quantitative tech-
niques to gather and examine narratives. Both quan-
titative techniques (e.g., surveys and computational
analysis of social media data) and qualitative ap-
proaches (e.g., interviews, observation, and focus
groups) and artistic techniques are frequent in HCI.
In this paper, we focus on qualitative HCI methods
for narratives, as they differ from NLP approaches
in terms of ontology and epistemology, represent-
ing two distinct worldviews (Slevitch, 2011).

In surveys, researchers conduct statistical anal-
yses and evaluate the responses based on standard
tests and sets of metrics. Using qualitative text
coding in cases of free-text responses within the
survey is also common. More specifically, HCI
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scholars have conducted surveys to investigate peo-
ple’s motivations, goals, and challenges with re-
gard to posting narratives on social media (Sannon
et al., 2019), as well as factors that influence their
decision-making when it comes to online disclo-
sure (Bazarova et al., 2015; Zhang et al., 2021)
These approaches are motivated by understanding
a specific set of people in a specific setting and
social context.

Ethnography, observations, interviews, focus
group discussions, and story-telling are common
methods used by qualitative HCI researchers (Sul-
tana and Ahmed, 2019). Other than transcription-
based qualitative text coding, image, audio and
video coding are also used for analysis (Andalibi
et al., 2017; Sharma and De Choudhury, 2015). In
this regard, not only the texts, images, audio, and
videos of the participants are used, but also pictures
of the environment, background noise, and even
reasons and results of unintended interruptions can
contribute to the richness of narratives.

HCI researchers also use curated social media
data and conduct statistical analyses and qualita-
tive text coding on this data to understand certain
research problems. HCI researchers in some do-
mains also use online ethnographic techniques on
social media and collaborative platforms (e.g., gam-
ing, e-commerce) to grow deeper understandings
of these communities (Mim and Ahmed, 2020).

Many HCI researchers and participants use artis-
tic techniques like drawings and installations for
addressing research queries (Sturdee et al., 2021).
It is quite common for artists to conduct an auto-
ethnography with themselves, in which their cre-
ation of art is their narrative. In many cases, such
narratives are symbolic and contextual.

Finally, many HCI researchers adopt mixed
methods where they use both qualitative and quan-
titative approaches to grow a wider and deeper un-
derstanding of their research problems. For exam-
ple, a recent feminist-HCI design used a survey to
understand the spread of gender harassment on so-
cial media and also conducted interviews and focus
group discussions for participatory design and user
evaluation of Unmochon (Sultana et al., 2021).

4 Interdisciplinary Tensions

Volume and depth of narratives. On one hand,
NLP techniques can analyze more narratives (and
often more normalized) with reduced researcher
workload, though at the loss of qualitative detail.

On the other hand, qualitative methods in HCI of-
fer a deeper understanding of narratives based on a
more limited sample size. Despite smaller datasets,
HCI often depends on theoretical saturation of nar-
ratives, in which all important themes are repre-
sented, while in NLP, even if the number of data-
points is greater, researchers interested in a partic-
ular community often rely on an extracted sample
decided by someone else (i.e., curated datasets)
which might not capture all relevant themes.

4.1 Abstraction and Contextuality
While gaining holistic understandings of an indi-
vidual in HCI, researchers care about participants’
life experiences, social relationships, and observ-
able artifacts surrounding them. In NLP research,
it is often impossible to glean such relevant and
detailed information from individuals in a large
dataset, where abstraction rather than situatedness
is the goal. This contrast also pertains to the agency
and privacy of the narrative sources—whether au-
thors are informed about and consent to the inclu-
sion of their narrative in the dataset for research
purposes—as well as the uncertain representation
of different groups. Narrative data in NLP often
lacks explicit context (artificial datasets) or is used
out of context (curated and massive datasets); natu-
ralistic datasets generated specifically for the NLP
study are more rare (Sap et al., 2020), unlike in HCI.
For example, it is common in NLP to scrape data
passively that was written in a different context than
the research study, as opposed to interview studies
in HCI, where researchers explicitly collect stories
for the current study. However, NLP datasets are
often designed tasks that model abstractions, like
common narrative arcs, where simplified datasets
can help researchers tackle specific tasks.

4.2 Closed and Open Dataset Design.
HCI’s emphasis on contextuality opens rather than
constrains research possibilities: when narratives
are collected in HCI, the emphasis is on high-level
and open-ended research goals, focusing on dis-
covering things that have not been explored suffi-
ciently or that might even be in conflict with the
researchers’ assumptions. Similarly, when label-
ing themes in narratives, multiple HCI researchers
are involved in an open coding process, in which
independent coders develop their own themes be-
fore combining and refining these themes to ensure
the validity and reliability of their interpretations.
In contrast, shared narrative tasks in NLP rely on
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labeled datasets intended for one task, whose data
and labels are meant to model one specific concept
(like story conclusions) that the researchers already
hold, even if multiple annotators are involved.

5 Towards a Mixed Methods Approach

We argue that mixed methods research, drawing
from both NLP and HCI, could allow for richer nar-
rative datasets and more holistic understandings of
narrative and the social impacts of narrative. This
triangulation of methods not only minimizes the bi-
ases of researchers and enhances the validity of the
findings, but also reveals different dimensions of
the phenomenon being investigated (McQueen and
Knussen, 2002). While prior work has suggested
mixed methods in many other NLP contexts (e.g.,
grounded topic modeling (Baumer et al., 2017)),
narratives are particularly well-suited because of
the strong research interest on both sides and the
tensions enumerated above.

5.1 Customizing an Approach

Prior work has suggested various frameworks to
select between mixed methods approaches (Heuer
and Buschek, 2021; Inie and Derczynski, 2021).
These mixed methods may follow different design
patterns, including explanatory, exploratory, paral-
lel, and nested methods (Creswell and Clark, 2017).
Therefore, the choice of study design should be
guided by research questions and goals. For exam-
ple, if researchers aim to understand the structural
patterns of a certain type of narrative (e.g., mental
health disclosures on social media) and examine
its situatedness (i.e., audiences and context), they
might consider an explanatory sequential mixed
methods design, where researchers first use quanti-
tative methods to analyze scraped data followed by
qualitative interviews and selected narratives in so-
cial context. Contrarily, to understand how individ-
uals frame a particular event or phenomenon (e.g.,
the COVID-19 pandemic) and see if that frame can
be applied to a larger population, researchers might
opt for an exploratory sequential mixed methods
design, characterized by an initial qualitative phase
of data collection and analysis, followed by quanti-
tative analysis drawing on a larger dataset.

5.2 Contextuality

Because situatedness or contextuality are essen-
tial components of narrative, contextuality can act
as a bridging frame in these mixed methods de-

signs, to move between the volume of narrative
data in NLP and the depth of analysis in qualita-
tive HCI methods. Researchers can move between
“zooming in” on specific stories using qualitative
methods and “zooming out” to analyze larger pat-
terns across stories (rather than just one or the
other). For example, HCI methods can be used
to gather qualitative detail about a dataset’s con-
text, while research methods and tools from NLP
can help HCI researchers situate smaller datasets
within their larger-scale, cross-community contexts
(Zhang et al., 2017; Lucy and Bamman, 2021).
Both sets of methods can also help address how
platform design, moderation, and other contextual
features shape the sharing of narratives online.

5.3 Positionality in Design and Evaluation.
Qualitative HCI methods emphasize reflexivity and
positionality. These practices can encourage NLP
researchers to recognize the inherent biases in their
research questions, datasets, modeling architec-
tures, procedures, and interpretation of results. Nar-
rative tasks are not simple; each instance usually
has multiple right answers, and researchers need to
be aware of their own biases in evaluation. For
example, when selecting appropriate story end-
ings, annotators are not operating with a “view
from nowhere” but from particular values and cir-
cumstances (Nagel, 1989). The positionality of
the researchers should also be considered in rela-
tion to the narrative authors; the authors’ positions
are often lost in NLP datasets, even when those
datasets are labeled with internal states (e.g., sen-
timent) known only to the authors. Classifying
internal states carries risks (Stark, 2018), which are
compounded in the study of personal narratives,
where affect, relationships, and narratival motiva-
tions are intertwined. One strategy to address this
challenge is to include the narrative authors in the
dataset design (Heuer and Buschek, 2021). And
NLP methods can be used to explore the authors’
and researchers’ positionality by comparing biased
linguistic patterns (Bolukbasi et al., 2016; Caliskan
et al., 2017) contained in narratives and case notes.

5.4 Openness to Discovery and Disagreement.
Discovery and disagreement are central compo-
nents to the open research focus in qualitative HCI
methods. When designing labeled datasets and
shared tasks, NLP can adopt HCI’s open approach;
rather than constraining the data and labels to a
test a single technical ability, decided a priori, NLP
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researchers can take an open approach—one that al-
lows for complicated labels that emerge from mul-
tiple annotators’ interpretation of the data. This op-
portunity to include labeler disagreements has been
noted by a large body of work (Inie and Derczyn-
ski, 2021), but given the complexity of narrative
data and its many intertwining features (Piper et al.,
2021), customized labels (e.g., hierarchical) could
more realistically represent narratives than artificial
benchmarks with limited utility. On the other side,
NLP methods like topic modeling can help surface
themes and discourses that are not immediately ap-
parent to qualitative coders (Baumer et al., 2017).
NLP methods can also be used to to identify outlier
narratives whose structure or framing is unusual
for the dataset (Antoniak et al., 2019).

6 Conclusion

As both a research tool and as an object of study,
narrative datasets have been widely used in both
NLP and HCI. This short work is not intended to
describe all approaches to narrative in these dis-
ciplines, nor is it intended to provide solutions to
all the described challenges. Boundaries between
disciplines are fluid, especially in regards to sto-
ries shared on social media, where platform de-
sign, moderation, and many other HCI concepts
have shaped the stories studied via computational
NLP methods. Many different fields (e.g., literary
studies) are concerned with narratives; we have
constrained our discussion to datasets in NLP and
qualitative HCI because we see room for cross-
pollination and conversations. Stories can be pow-
erful tools of persuasion and expression, and richer
methods that draw from both NLP and HCI can
raise new questions and open up new directions.
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Abstract
Currently, natural language processing (NLP)
models proliferate language discrimination
leading to potentially harmful societal impacts
as a result of biased outcomes. For exam-
ple, part-of-speech taggers trained on Main-
stream American English (MAE) produce non-
interpretable results when applied to African
American English (AAE) as a result of lan-
guage features not seen during training. In
this work, we incorporate a human-in-the-loop
paradigm to gain a better understanding of
AAE speakers’ behavior and their language use,
and highlight the need for dialectal language
inclusivity so that native AAE speakers can
extensively interact with NLP systems while
reducing feelings of disenfranchisement.

1 Introduction

Over the years, social media users have leveraged
online conversational platforms to perpetually ex-
press themselves online. For example, African
American English (AAE)1, an English language
variety is often heavily used on Twitter (Field et al.,
2021; Blodgett et al., 2020). This dialect contin-
uum is neither spoken by all African Americans
or individuals who identify as BIPOC (Black, In-
digenous, or People of Color), nor is it spoken only
by African Americans or BIPOC individuals (Field
et al., 2021; Bland-Stewart, 2005). In some cases,
AAE, a low-resource language (LRL) may be the
first (or dominant) language, rather than the second
(or non-dominant) language of an English speaker.

Specifically, AAE is a regional dialect con-
tinuum that consists of a distinct set of lexical

1A dialectal continuum previously known as Northern Ne-
gro English, Black English Vernacular (BEV), Black English,
African American Vernacular English (AAVE), African Amer-
ican Language (AAL), Ebonics, and Non-standard English
(Labov, 1975; Bailey et al., 1998; Green, 2002, 2014; Baugh,
2008; Bland-Stewart, 2005; King, 2020). It is often referred to
as African American Language (AAL) and African American
English (AAE). In this work, we use the denotation AAE.

items, some of which have distinct semantic mean-
ings, and may possess different syntactic struc-
tures/patterns than in Mainstream American En-
glish (MAE) (e.g., differentiating habitual be and
non-habitual be usage) (Stewart, 2014; Dorn, 2019;
Jones, 2015; Field et al., 2021; Bland-Stewart,
2005; Baugh, 2008; Blodgett et al., 2020; Labov,
1975). In particular, Green (2002) states that AAE
possesses a morphologically invariant form of the
verb that distinguishes between habitual action and
currently occurring action, namely habitual be. For
example, “the habitual be” experiment2 by Univer-
sity of Massachusetts Amherst’s Janice Jackson.

However, AAE is perceived to be “bad english”
despite numerous studies by socio/raciolinguists
and dialectologists in their attempts to quantify
AAE as a legitimized language (Baugh, 2008; Field
et al., 2021; Bland-Stewart, 2005; Labov, 1975).

“[T]he common misconception [is] that language
use has primarily to do with words and what they
mean. It doesn’t. It has primarily to do with
people and what they mean.” – Clark and
Schober (1992)

Recently, online AAE has influenced the genera-
tion of resources for AAE-like text for natural lan-
guage (NLP) and corpus linguistic tasks e.g., part-
of-speech (POS) tagging (Jørgensen et al., 2016;
Blodgett et al., 2018), language generation (Groen-
wold et al., 2020) and automatic speech recognition
(Dorn, 2019; Tatman and Kasten, 2017). POS tag-
ging is a token-level text classification task where
each token is assigned a corresponding word cat-
egory label (see Table 1). It is an enabling tool
for NLP applications such as a syntactic parsing,
named entity recognition, corpus linguistics, etc.
In this work, we incorporate a human-in-the-loop
paradigm by directly involving affected (user) com-
munities to understand context and word ambigu-

2https://www.umass.edu/synergy/fall98/
ebonics3.html
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MAE Input I have never done this before
Output (I, <PRP>), (have, <VBP>), (never, <RB>), (done, <VBN>), (that, <IN>), (before, <IN>)

AAE Input I aint neva did dat befo
Output (I, <PRP>), (aint, < VBP >), (neva, < NN >), (did, <VBD>)(dat, < JJ >), (befo, < NN >)

Table 1: An illustrative example of POS tagging of semantically equivalent sentences written in MAE and AAE.
Each blue and red highlight corresponds to linguistics features of AAE lexical items, and their misclassified
NLTK (inferred) tags, respectively.

ities in an attempt to study dialectal language in-
clusivity in NLP language technologies that are
generally designed for dominant language varieties.
Dacon and Liu (2021) state that,

“NLP systems aim to [learn] from natural lan-
guage data, and mitigating social biases become
a compelling matter not only for machine learn-
ing (ML) but for social justice as well.”

To address these issues, we aim to empirically
study predictive bias (see Swinton (1981) for defi-
nition) i.e., if POS tagger models make predictions
dependent on demographic language features, and
attempt a dynamic approach in data-collection of
non-standard spellings and lexical items. To ex-
amine the behaviors of AAE speakers and their
language use, we first collect variable (morphologi-
cal and phonological) rules of AAE language fea-
tures from literature (Labov, 1975; Bailey et al.,
1998; Green, 2002; Bland-Stewart, 2005; Stew-
art, 2014; Blodgett et al., 2016; Elazar and Gold-
berg, 2018; Baugh, 2008; Green, 2014) (see Ap-
pendix C). Then, we employ 5 trained sociolinguist
Amazon Mechanical Turk (AMT) annotators3 who
identify as bi-dialectal dominant AAE speakers to
address the issue of lexical, semantic and syntactic
ambiguity of tweets (see Appendix B for annota-
tion guidelines). Next, we incorporate a human-in-
the-loop paradigm by recruiting 20 crowd-sourced
diglossic annotators to evaluate AAE language va-
riety (see Table 2). Finally, we conclude by expand-
ing on the need for dialectal language inclusivity.

2 Related Work

Previous works regarding AAE linguistic features
have analyzed tasks such as unsupervised do-
main adaptation for AAE-like language (Jørgensen
et al., 2016), detecting AAE syntax(Stewart, 2014),
language identification (Blodgett and O’Connor,
2017), voice recognition and transcription (Dorn,

3A HIT approval rate ≥ 95% was used to select 5 bi-
dialectal AMT annotators between the ages of 18 - 55, and
completed > 10,000 HITs and located within the United
States.

2019), dependency parsing (Blodgett et al.,
2018), dialogue systems (Liu et al., 2020), hate
speech/toxic language detection and examining
racial bias (Sap et al., 2019; Halevy et al., 2021;
Xia et al., 2020; Davidson and Bhattacharya, 2020;
Zhou et al., 2021; Mozafari et al., 2020; Xu et al.,
2021; Koenecke et al., 2020), and language genera-
tion (Groenwold et al., 2020). These central works
are conclusive for highlighting systematic biases of
natural language processing (NLP) systems when
employing AAE in common downstream tasks.

Although we mention popular works incorporat-
ing AAE, this dialectal continuum has been largely
ignored and underrepresented by the NLP commu-
nity in comparison to MAE. Such lack of language
diversity cases constitutes technological inequality
to minority groups, for example, by African Ameri-
cans or BIPOC individuals, and may intensify feel-
ings of disenfranchisement due to monolingualism.
We refer to this pitfall as the inconvenient truth i.e.,

“[If] the systems show discriminatory behaviors
in the interactions, the user experience will be
adversely affected.” — Liu et al. (2020)

Therefore, we define fairness as the model’s ability
to correctly predict each tag while performing zero-
shot transfer via dialectal language inclusivity.

Moreover, these aforementioned works do not
discuss nor reflect on the “role of the speech and
language technologies in sustaining language use”
(Labov, 1975; Bird, 2020; Blodgett et al., 2020) as,

“... models are expected to make predictions with
the semantic information rather than with the de-
mographic group identity information” — Zhang
et al. (2020).

Interactions with everyday items is increasingly me-
diated through language, yet systems have limited
ability to process less-represented dialects such as
AAE. For example, a common AAE phrase, “I had
a long ass day” would receive a lower sentiment
polarity score because of the word “ass”, a (noun)
term typically classified as offensive; however, in
AAE, this term is often used as an emphatic, cumu-
lative adjective and perceived as non-offensive.
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Figure 1: An illustration of inferred and manually-annotated AAE tag counts from k randomly sampled tweets.

Motivation: We want to test our hypothesis that
training each model on correctly tagged AAE lan-
guage features will improve the model’s perfor-
mance, interpretability, explainability, and usability
to reduce predictive bias.

3 Dataset and Annotation

3.1 Dataset

We collect 3000 demographically-aligned African
American (AA) tweets possessing an average of 7
words per tweet from the publicly available Twit-
terAAE corpus by Blodgett et al. (2016). Each
tweet is accompanied by inferred geolocation topic
model probabilities from Twitter + Census demo-
graphics and word likelihoods to calculate demo-
graphic dialect proportions. We aim to minimize
(linguistic) discrimination by sampling tweets that
possess over 99% confidence to develop “fair” NLP
tools that are originally designed for dominant lan-
guage varieties by integrating non-standardized va-
rieties. More information about the TwitterAAE
dataset, including its statistical information, an-
notation process, and the link(s) to downloadable
versions can be found in Appendix A.

3.2 Preprocessing

As it is common for most words on social me-
dia to be plausibly semantically equivalent, we
denoise each tweet as tweets typically possess un-
usual spelling patterns, repeated letter, emoticons
and emojis4. We replace sequences of multiple

4Emoticons are particular textual features made of punc-
tuation such as exclamation marks, letters, and/or numbers

repeated letters with three repeated letters (e.g.,
Hmmmmmmmm → Hmmm), and remove all punc-
tuation, “@” handles of users and emojis. Essen-
tially, we aim to denoise each tweet only to capture
non-standard spellings and lexical items more effi-
ciently.

3.3 Annotation
First, we employ off-the-shelf taggers such as
spacy5 and TwitterNLP6; however, the Natural Lan-
guage Toolkit (NLTK) (Loper and Bird, 2002) pro-
vides a more fine-grained Penn Treebank Tagset
(PTB)7 along with evaluation metrics per tag such
as F1 score. Next, we focus on aggregating
the appropriate tags by collecting and manually-
annotating tags from AAE/slang-specific dictio-
naries to assist the AMT annotators, and later we
contrast these aggregated tags with inferred NLTK
PTB inferred tags. In Figure 1, we display NLTK
inferred and manually-annotated AAE tags from
k = 300 randomly sampled tweets.

• The Online Slang Dictionary (American, En-
glish, and Urban slang)8 - created in 1996, this
is the oldest web dictionary of slang words,
neologisms, idioms, aphorisms, jargon, infor-
mal speech, and figurative usages. This dic-

to create pictorial icons to display an emotion or sentiment
(e.g., “;)” ⇒ winking smile), while emojis are small text-like
pictographs of faces, objects, symbols, etc.

5https://spacy.io
6https://github.com/ianozsvald/

ark-tweet-nlp-python
7https://www.guru99.com/

pos-tagging-chunking-nltk.html
8http://onlineslangdictionary.com
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Tags Category AAE Example(s) MAE Equivalent(s)
CC Coordinating Conjunction doe/tho, n, bt though, and, but
DT Determiner da, dis, dat the, this, that
EX Existential There dea there
IN Preposition/ Conjunction fa, cuz/cause, den for, because, than
JJ Adjective foine, hawt fine, hot
PRP Pronoun u, dey, dem you, they, them
PRP$ Personal Pronoun ha her
RB Adverb tryna, finna, jus trying to, fixing to, just
RBR Adverb, comparative mo, betta, hotta more, better, hotter
RP Particle bout, thru about, through
TO Infinite marker ta to
UH Interjection wassup, ion, ian what’s up, I don’t
VBG Verb, gerund sleepin, gettin sleeping, getting
VBZ Verb, 3rd-person present tense iz is
WDT Wh-determiner dat, wat, wus, wen that, what, what’s, when
WRB Wh-adverb hw how

Table 2: Accurately tagged (observed) AAE and English phonological and morphological linguistic feature(s)
accompanied by their respective MAE equivalent(s).

tionary possesses more than 24,000 real defi-
nitions and tags for over 17,000 slang words
and phrases, 600 categories of meaning, word
use mapping and aids in addressing lexical
ambiguity.

• Word Type9 - an open source POS focused
dictionary of words based on the Wiktionary10

project by Wikimedia11. Researchers have
parsed Wiktionary and other sources, includ-
ing real definitions and categorical POS word
use cases necessary to address the issue of
lexical, semantic and syntactic ambiguity.

3.4 Human Evaluation
After an initial training of the AMT annotators,
we task each annotator to annotate each tweet
with the appropriate POS tags. Then, as a cal-
ibration study we attempt to measure the inter-
annotator agreement (IAA) using Krippendorff’s
α. By using NLTK’s (Loper and Bird, 2002)
nltk.metrics.agreement, we calculate a Krippen-
dorf’s α of 0.88. We did not observe notable dis-
tinctions in annotator agreement across the indi-
vidual tweets. We later randomly sampled 300
annotated tweets and recruit 20 crowd-sourced an-
notators to evaluate AAE language variety. To re-
cruit 20 diglossic annotators12, we created a volun-
teer questionnaire with annotation guildlines, and

9https://wordtype.org/
10https://www.wiktionary.org
11https://www.wikimedia.org
12Note that we did not collect certain demographic infor-

mation such as gender or race, only basic demographics such
as age (18-55 years), state and country of residence.

released it on LinkedIn. The full annotation guild-
lines can be found in Appendix B. Each recruited
annotator is tasked to judge sampled tweets and
list their MAE equivalents to examine contextual
differences of simple, deterministic morphosyntac-
tic substitutions of dialect-specific vocabulary in
standard English or MAE texts—a reverse study to
highlight several varieties of AAE (see Table 2).

4 Methodology

In this section, we describe our approach to per-
form a preliminary study to validate the existence
of predictive bias (Elazar and Goldberg, 2018; Shah
et al., 2020) in POS models. We first introduce the
POS tagging, and then propose two ML sequence
models.

4.1 Part-of-Speech (POS) Tagging

We consider POS tagging as it represents word
syntactic categories and serves as a pre-annotation
tool for numerous downstream tasks, especially
for non-standardized English language varieties
such as AAE (Zampieri et al., 2020). Common
tags include prepositions, adjective, pronoun, noun,
adverb, verb, interjection, etc., where multiple POS
tags can be assigned to particular words due to
syntactic structural patterns. This can also lead to
misclassification of non-standardized words that
do not exist in popular pre-trained NLP models.

4.2 Models

We propose to implement two well known sequence
modeling algorithms, namely a Bidirectional

58



Long Short Term Memory (Bi-LSTM) network,
a deep neutral network (DNN) (Hochreiter and
Schmidhuber, 1997; Graves and Schmidhuber,
2005) that has been used for POS tagging (Ling
et al., 2015; Plank et al., 2016), and a Conditional
Random Field (CRF) (Lafferty et al.) typically
used to identify entities or patterns in texts by
exploiting previously learned word data.

Taggers: First, we use NLTK (Loper and Bird,
2002) for automatic tagging; then, we pre-define
a feature function for our CRF model where we
optimized its L1 and L2 regularization parameters
to 0.25 and 0.3, respectively. Later, we train our
Bi-LSTM network for 40 epochs with an Adam op-
timizer, and a learning rate of 0.001. Note that each
model would be accompanied by error analysis for
a 70-30 split of the data with 5-fold cross-validation
to obtain model classification reports, for metrics
such as precision, recall and F1-score.

5 Operationalization of AAE as an
English Language Variety

As (online) AAE can incorporate non-standardized
spellings and lexical items, there is an active need
for a human-in-the-loop paradigm as humans pro-
vide various forms of feedback in different stages
of workflow. This can significantly improve the
model’s performance, interpretability, explainabil-
ity, and usability. Therefore, crowd-sourcing to
develop language technologies that consider who
created the data will lead to the inclusion of di-
verse training data, and thus, decrease feelings
of marginalization. For example, CORAAL13, is
an online resource that features AAL text data,
recorded speech data, etc., into new and existing
NLP technologies, AAE speakers can extensively
interact with current NLP language technologies.

Consequently, to quantitatively and qualitatively
ensure fairness in NLP tools, artificial intelligence
(AI) and NLP researchers need to go beyond evalu-
ation measures, word definitions and word order to
assess AAE on a token-level to better understand
context, culture and word ambiguities. We encour-
age both AI and NLP practitioners to prioritize col-
lecting a set of relevant labeled training data with
several examples of informal phrases, expressions,
idioms, and regional-specific varieties. Specifically,
in models intended for broad use such as sentiment
analysis by partnering with low-resource and di-

13https://oraal.uoregon.edu/coraal

alectal communities to develop impactful speech
and language technologies for dialect continua such
as AAE to minimize further stigmatization of an
already stigmatized minority group.

6 Conclusion

Throughout this work, we highlight the need to
develop language technologies for such varieties,
pushing back against potentially discriminatory
practices (in many cases, discriminatory through
oversight more than malice). Our work calls for
NLP researchers to consider both social and racial
hierarchies sustained or intensified by current com-
putational linguistic research. By shifting towards
a human-in-the-loop paradigm to conduct deep
multi-layered dialectal language analysis of AAE
to counter-attack erasure and several forms of bi-
ases such as selection bias, label bias, model over-
amplification, and semantic bias (see Shah et al.
(2020) for definitions) in NLP.

We hope our dynamic approach can encourage
practitioners, researchers and developers for AAE
inclusive work, and that our contributions can pave
the way for normalizing the use of a human-in-the-
loop paradigm both to obtain new data and create
NLP tools to better comprehend underrepresented
dialect continua and English language varieties. In
this way, NLP community can revolutionize the
ways in which humans and technology cooperate
by considering certain demographic attributes such
as culture, background, race and gender when de-
veloping and deploying NLP models.

7 Limitations And Ethical Considerations

All authors must warrant that increased model per-
formance for non-standard varieties such as un-
derrepresented dialects, non-standard spellings or
lexical items in NLP systems can potentially en-
able automated discrimination. In this work, we
solely attempt to highlight the need for dialectal
inclusivity for the development of impactful speech
and language technologies in the future, and do not
intend for increased feelings of marginalization of
an already stigmatized community.
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A Dataset Details

Our collected dataset is demographically-aligned
on AAE in correspondence on the dialectal tweet
corpus by Blodgett et al. (2016). The Twitter-
AAE corpus is publicly available and can be down-
loaded from link14. Blodgett et al. (2016) uses a

14http://slanglab.cs.umass.edu/
TwitterAAE/
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mixed-membership demographic language model
which calculates demographic dialect proportions
for a text accompanied by a race attribute—African
America, Hispanic, Other, and White in that order.
The race attribute is annotated by a jointly inferred
probabilistic topic model based on the geolocation
information of each user and tweet. Given that
geolocation information (residence) is highly as-
sociated with the race of a user, the model can
make accurate predictions. However, there a a low
number messages that possess a posterior proba-
bilities of NaN as these are messages that have no
in-vocabulary words under the model.

B Annotator Annotation Guidelines

You will be given demographically-aligned African
American tweets, in which we refer to these tweets
as sequences. As a dominant AAE speaker, who
identifies as bi-dialectal, your task is to correctly
identify the context of each word in a given se-
quence in hopes to address the issues of lexical,
semantic and syntactic ambiguity.

1. Are you a dominant AAE speaker?

2. If you responded “yes” above, are you bi-
dialectal?

3. If you responded “yes”, given a sequence,
have you ever said, seen or used any of these
words given the particular sequence?

4. Given a sequence, what are the SAE equiva-
lents to the identified non-SAE terms?

5. For morphological and phonological (dialec-
tal) purposes, are these particular words spelt
how would you say or use them?

6. If you responded “no” above, can you pro-
vide a different spelling along with its SAE
equivalent?

B.1 Annotation Protocol

1. What is the context of each word given the
particular sequence?

2. Given NLTK’s Penn Treebank Tagset15, what
is the most appropriate POS tag for each word
in the given sequence?

15https://www.guru99.com/
pos-tagging-chunking-nltk.html

B.2 Human evaluation of POS tags Protocol

1. Given the tagged sentence, are there any mis-
classified tags?

2. If you responded “yes” above, can you pro-
vide a different POS tag, and state why it is
different?

C Variable Rules Examples

In this section we present a few examples of sim-
ple, deterministic phonological and morphological
language features or current variable rules which
highlight several regional varieties of AAE which
typically attain misclassified POS tags. Please note
that a more exhaustive list of these rules is still be-
ing constructed as this work is still ongoing. Below
are a few variable cases (MAE → AAE), some of
which may have been previously shown in Table 2:

1. Consonant (‘t’) deletion (Adverb case) : e.g.
“just” → “jus”; “must” → “mus”

2. Contractive negative auxiliary verbs replace-
ment: “doesn’t” → “don’t”

3. Contractive (’re) loss: e.g. “you’re” → “you”;
“we’re” → “we”

4. Copula deletion: Deletion of the verb “be”
and its variants, namely “is” and “are” e.g.
“He is on his way” → “He on his way”; “You
are right” → “You right”

5. Homophonic word replacement (Pronoun
case): e.g. “you’re” → “your”

6. Indefinite pronoun replacement: e.g. “anyone”
→ “anybody”;

7. Interdental fricative loss (Coordinating Con-
juction case): e.g. “this” → “dis”; ‘that’ →
‘dat”; “the” → “da”

8. Phrase reduction (present/ future tense) ⇒
word (Adverb case): e.g. “what’s up” → “was-
sup”; “fixing to” → “finna”

9. Present tense possession replacement: e.g.
“John has two apples” → “John got two ap-
ples”; “The neighbors have a bigger pool” →
“The neighbors got a bigger pool”

10. Remote past “been” + completive (‘done’):
“I’ve already done that” → “I been done that”
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11. Remote past “been” + completive (‘did’):
“She already did that” → “She been did that”

12. Remote past “been” + Present tense posses-
sion replacement: “I already have food” →
“I been had food”; “You already have those
shoes” → “You been got those shoes”

13. Term-fragment deletion: e.g. “brother” →
“bro”; “sister” → “sis”; “your” → “ur”; “sup-
pose” → “pose”; “more” → “mo”

14. Term-fragment replacement: “something” →
“sumn”; “through” → “thru”; “for” → “fa”;
“nothing” → “nun”
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