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Abstract

With the growth of Automatic Content Moder-
ation (ACM) on widely used social media plat-
forms, transparency into the design of modera-
tion technology and policy is necessary for on-
line communities to advocate for themselves
when harms occur. In this work, we describe a
suite of interactive modules to support the ex-
ploration of various aspects of this technology,
and particularly of those components that rely
on English models and datasets for hate speech
detection, a subtask within ACM. We intend
for this demo to support the various stakehold-
ers of ACM in investigating the definitions and
decisions that underpin current technologies
such that those with technical knowledge and
those with contextual knowledge may both bet-
ter understand existing systems.

1 Introduction

The field of natural language processing (NLP)
is organized into tasks, definitions of which min-
imally include the combination of a modeling
paradigm and benchmark datasets (Vu et al. (2020);
Reuver et al. (2021); Schlangen (2021); see also
BIG-bench1). This organization, however, is not
necessarily apparent to those outside of NLP re-
search. Making these established tasks outwardly
visible is one step towards the recent push for acces-
sible documentation of NLP (Bender and Friedman,
2018; Holland et al., 2018; Mitchell et al., 2019;
Arnold et al., 2019; McMillan-Major et al., 2021;
Gebru et al., 2021) and promoting the importance
of careful data treatment (Paullada et al., 2021;
Sambasivan et al., 2021b).

One task that has attracted sustained interest in
NLP is the problem of content moderation. While
many manual and hybrid paradigms for content
moderation exist (Pershan, 2020), several major
platforms have invested heavily in automated meth-
ods that they see as necessary to support scaling

1https://github.com/google/BIG-bench/

up moderation to address their colossal content
loads (Gillespie, 2020). Automatic Content Mod-
eration (ACM) includes strategies that range from
keyword- or regular expression-based approaches,
to hash-based content recognition, to data-driven
machine learning models. These approaches em-
ploy different families of algorithms, resulting in
various downstream effects and necessitating docu-
mentation and algorithmic accountability processes
that address the needs of a variety of stakeholders.

Synchronizing research around consistent mod-
eling paradigms and benchmark datasets is an on-
going problem for ACM (Fortuna et al., 2020;
Madukwe et al., 2020), with experts calling for
more grounding in related areas in the social
sciences, communication studies and psychology
(Vidgen and Derczynski, 2020; Kiritchenko et al.,
2021). Without this grounding and without con-
sideration for the contexts into which ACM is inte-
grated, the technology intended to prevent harms
ends up magnifying them, especially for vulnerable
communities (Dias Oliva et al., 2021).

The present paper proposes an interactive tool
aimed at allowing a diverse audience to explore ex-
amples of NLP data and models used in data-driven
ACM, focusing on the subtask of hate speech detec-
tion. Our tool outlines various aspects of the social
and technical considerations for ACM, provides an
overview of the data and modeling landscape for
hate speech detection, and enables comparison of
different resources and approaches to the task. Our
goal is to understand the role of multidisciplinary
education and documentation in promoting algo-
rithmic transparency and contestability (Vaccaro
et al., 2019). We provide a brief overview of ACM
as well as the interactions between its many stake-
holders (§2) and describe related work in dataset
and model exploration (§3). We then present our
demo (§4), highlighting its constituent sections and
describing our rationale for each. We conclude with
a summary of limitations and future work (§5).
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Figure 1: Introduction page to the demo

2 Background: Content Moderation

Content moderation is the process by which online
platforms manage which kinds of content, in the
form of images, video, or text, that users are al-
lowed to share. Policies for content moderation,
which vary across platforms, are often guided by
a combination of legal, commercial, and social
pressures. Broadly, these policies tend to prohibit
explicit sexual content, graphic depictions of vi-
olence, hate speech2, and harassment or trolling
between platform users (Gillespie, 2018). Plat-
forms take a variety of actions to moderate content,
including removal of the offending content, reduc-
ing the visibility of the content, adding a flag or
warning, and/or suspending accounts that violate
content guidelines. Moderation decisions can, how-
ever, lead to undesired reactions. For example,
removing conspiracy theory content tends to rein-
force conspiracy theory claims, and ousting hateful
groups from larger platforms can result in these
groups flocking to smaller platforms with fewer
resources for moderation (Pershan, 2020).

Conflicts in moderation decisions often arise due
to the size and diversity of a platform’s community
members and a divergence in priorities between
community members and platform managers. A re-
port from the Brennan Center for Justice found that
‘double standards’ pervade in content moderation
actions, and that inconsistently applied content poli-
cies overwhelmingly silence marginalized voices
(Díaz and Hecht-Felella). For example, Facebook
erroneously labeled hashtags referencing Al-Aqsa,
a mosque in a predominately Palestinian neigh-
borhood of Jerusalem, as pertaining to a terrorist
organization, and was also found to censor deroga-

2We define hate speech in §4.

tory speech against white people more frequently
than slurs against Black, Jewish, and transgender
people (Eidelman et al., 2021). To address the often
stark gap between model performance on intrinsic
metrics and performance in real-world, user-facing
scenarios for toxic content classifiers, Gordon et al.
(2021) propose an evaluation paradigm that takes
into account inter-annotator disagreements on train-
ing data.

Even when moderation rules are applied con-
sistently, they may result in over-moderating com-
munities that use terms that are deemed ‘explicit’
outside the community but are acceptable to the
community members themselves, as often happens
for LGBTQ communities online (Dias Oliva et al.,
2021). These kinds of harms show that content
moderation algorithms must be developed with
transparency, care for the context in which the al-
gorithms will be integrated, and mechanisms for
the community to contest moderation decisions.
One approach to consulting diverse perspectives
on ‘toxic’ content relies on jury learning, as in a
model proposed by Gordon et al. (2022).

In addition to calling for more inclusion by vari-
ous stakeholders in decision-making processes for
each platform, Pershan (2020) advocates for the
development of regional policies that consider the
moderation styles of smaller platforms as well as
larger ones. Regional policies are especially im-
portant as the large platforms, primarily located in
the US, are ported outside the US with moderation
policies that are ill-equipped to support local com-
munities appropriately, for example in India where
hate speech may also occur on the basis of caste
(Sambasivan et al., 2021a).

Approaches to content moderation commonly in-
volve a hybrid strategy that uses reports from users
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and algorithmic systems to identify content that
may violate platform guidelines, and then relies on
human review to determine a course of action (i.e.,
retain, obscure, or remove the content). This pro-
cess exposes human moderators to high volumes
of violent and hateful content (Roberts, 2014), mo-
tivating a push for enhanced automatic methods
to alleviate the burden on human moderators. Au-
tomated content moderation can rely on analyses
of the content itself using NLP or computer vision
(CV), features of user dynamics, and hashing to
match instances of pre-identified forbidden content.
Within the realm of text-based ACM, approaches
vary from wordlist-based approaches to data-driven
models. When platforms opt not to build their own
systems, Perspective API3 is commonly used to
flag various kinds of content for moderation.

Forbidding hate speech on online platforms is
seen as a way to prevent the proliferation of hate-
ful discourse from leading to hate-driven violence
offline4. Common datasets used for training and
evaluating hate speech detectors can be found at
https://hatespeechdata.com/. We re-
fer readers to Kiritchenko et al. (2021) for a com-
prehensive overview of definitions, resources, and
ethical challenges incurred in the development of
hate speech detection technologies.

3 Related Work: Interactive Dataset and
Model Exploration

A variety of methods and tools that enable dataset
users to explore and familiarize themselves with the
contents of the datasets have been proposed. For
example, Know Your Data5, provided by Google’s
PAIR research group, aims to provide users with
views of datasets that surface errors or issues with
particular instances, systematic gaps in represen-
tation, or problematic content that requires hu-
man judgment to assess. This tool thus far has
focused on image datasets. The Dataset Cartog-
raphy method, proposed by Swayamdipta et al.
(2020), uses model training dynamics to create
maps of dataset instances organized by difficulty
or ambiguity, which can surface problematic in-
stances. Recently, Xiao et al. (2022) released a tool
for comparing datasets aimed at enabling dataset
users to understand potential sources of bias in the
data. While much previous work has focused on ex-

3https://perspectiveapi.com/
4Discord Off-Platform Behavior Update
5https://knowyourdata.withgoogle.com/

ploratory tools for dataset users, our tool is meant
to cater to an audience who will not necessarily be
training machine learning models, but constitute a
variety of impacted or interested stakeholders.

Wright et al. (2021) tackle the problem of in-
terrogating a toxicity detection model using a tool
they call RECAST. They fine-tune a BERT-based
Transformer model on the Jigsaw Kaggle dataset of
toxic comments from Wikipedia and provide an on-
line text-editing application that visually highlights
words that the models detects as toxic, suggesting
alternate phrases that may be less toxic using both
word embeddings and language modeling predic-
tions. They evaluate the tool using a text-editing
task, presenting user study participants with com-
ments drawn from both the Kaggle dataset and
Twitter threads, and show that the users in their
study are learning about the model behavior by
editing toxic comments to be less toxic according
to the model prediction scores.

4 Demo Development and Structure

We aim to make the exploration tool as accessible
and useful as possible to the many stakeholders
involved in ACM. Particularly in light of the closed
nature of many contemporary content moderation
pipelines that impact people who use social me-
dia, our demo familiarizes these stakeholders with
the general framework of how such systems might
work behind the scenes. In order to conceptualize
the breadth of uses that ACM stakeholders may
have for such an exploratory tool, we considered
the stakeholders and their goals detailed in Pershan
(2020) using the framework developed by Suresh
et al. (2021). Rather than identifying stakeholders
based on their roles, they propose mapping stake-
holders based on the type of knowledge they hold
and the context of that knowledge, such as techni-
cal, domain, and contextual knowledge.

In mapping out our envisioned stakeholders, we
tried to consider how they might use the tool to-
wards their goals. Policymakers, journalists and
impacted communities may use the demo to un-
derstand where and how things go wrong in hate
speech detection in order to advocate for changes
to platform policies. Domain experts may use the
tool to understand where their work is used in a
pipeline, such as in label definitions, and envision
potential locations in the pipeline where additional
domain information could be useful. Students and
current developers may use the tool to reflect upon

13

https://hatespeechdata.com/
https://perspectiveapi.com/
https://support.discord.com/hc/en-us/articles/4470855430807-Addressing-Harmful-Off-Platform-Behavior
https://knowyourdata.withgoogle.com/


their own design decisions in light of the historical
and sociotechnical framing we provide for ACM
and consider new possibilities for research develop-
ment. Finally, we imagine that our demo may gen-
erally provide common ground for these and other
stakeholders in order to facilitate more productive
discussions on how to develop ACM technologies.

Additionally, in order to more fully understand
the perspectives of stakeholders outside of the aca-
demic context, we discussed our demo and the state
of the field of hate speech detection with several ex-
perts in the field, particularly those with experience
deploying models in the industry context and work-
ing with non-technical stakeholders. Following
these discussions, we built the interactive, openly
available demo using Streamlit6, the first page of
which is shown in Fig. 1. We provide screenshots
of the other modules in Appendix A.

S1. Welcome and Introduction

The introduction to the demo is intended to provide
common ground for the various stakeholders with
key terms and the kinds of data that are subject to
moderation. The key terms include hate speech
and content moderation, for which we provide the
following definitions to help build a shared under-
standing given the broad audience we identified:

Hate speech Any kind of communication in
speech, writing, or behaviour that attacks or uses
pejorative or discriminatory language with refer-
ence to a person or a group on the basis of who
they are, in other words, based on their religion,
ethnicity, nationality, race, colour, descent, gender
or other identity factor (United Nations, 2019).

Content moderation A collection of interven-
tions used by online platforms to partially obscure,
or remove entirely from user-facing view, content
that is objectionable based on the company’s values
or community guidelines.

Additionally, we provide a list of the datasets
and models that we feature in the tool along with
links to further documentation for each resource.

S2. Context of ACM

To contextualize automatic hate speech detection
tools, we describe of the kinds of content that mod-
eration is intended to target and how automatic
methods are used to support manual approaches
to content moderation, as discussed in §2 and §3.

6https://streamlit.io/

We also illustrate the ongoing challenges in hate
speech detection with links to platforms’ content
guidelines and press releases in addition to critical
works in response to content moderation.

S3. Hate Speech Dataset Exploration
Meaningfully exploring datasets composed of up
to hundreds of thousands of instances constitutes
a signifcant difficulty. To address this challenge,
we rely on hierarchical clustering to group similar
examples at different levels of granularity, using
SentenceBERT (Reimers and Gurevych, 2019) em-
beddings of the example text to evaluate closeness.
For each cluster (including the top-level one corre-
sponding to the full dataset), the text of a selection
of examplars for that cluster may be viewed along
with their labels, as well as the distribution of la-
bels within the entire cluster. This allows users
of our system to zoom in on specific regions, and
gain insights into what sorts of examples are rep-
resented in a dataset and how different topics are
labeled. Comparison across datasets also illustrates
the different assumptions that are made at the time
of dataset creation even within the same established
task. For this demo, we pre-selected datasets con-
structed for hate speech detection in English. These
include the FRENK Dataset of Socially Unaccept-
able Discourse in English (Ljubešić et al., 2019),
the Measuring Hate Speech dataset (Kennedy et al.,
2020), and the Twitter Sentiment Analysis dataset
(Sharma, 2019).

S4. Hate Speech Model Exploration
In the model exploration section, we provide two
ways of probing models. The first allows view-
ers to submit one or more test inputs to a single
model. The results are then shown such that view-
ers may select a label and order the output scores
for the inputs based on that label. The second
module compares the same input sentence with
two different models. The module then returns
the label and score given by each model as well
as a confidence graphs for each model. The con-
fidence graphs show the model’s accuracy, errors,
and scores over hateful and non-hateful instances
as well as out-of-domain content from the Hateful
Memes and Open Subtitles datasets (Kiela et al.,
2020; Tiedemann, 2016). These graphs provide
context for an individual instance of model behav-
ior, showing whether the model is likely to be more
or less confident when labeling an instance, re-
gardless of the model’s overall accuracy. Again,
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for the demo we pre-selected models including a
RoBERTa model trained on the FRENK dataset
(Ljubešić et al., 2019), a RoBERTa model trained
on the TweetEval benchmark (Barbieri et al., 2020),
and a DeHateBERT model trained on Twitter and
StormFront data (Aluru et al., 2021).

To support viewers in probing the models, the
demo also supplies test case instances from Röttger
et al. (2021)’s HateCheck tests. The tests use tem-
plates to generate examples of text that are likely
to mislabeled by hate speech detection models.
The templates are organized into classes based on
the linguistic properties of the sentence, such as
whether it contains negation or counter speech,
and have placeholders for social groups that are
frequently targeted by hate speech. The counter
speech template class, for example, contains sen-
tences that directly reference or quote hate speech,
as in “Statements like ‘[IDENTITY] are scum’
are deeply hurtful." (examples from Röttger et al.
(2021), p.45). These kinds of sentences are often
labeled as hateful by automatic systems due to the
direct reference, but the sentence as a whole pro-
vides context that shows that the intent is not hate
speech. With 29 different groups of examples over
10 different classes in addition to counter speech,
the HateCheck tests encourage users to think of the
variety of forms that hate speech can take and how
they may be misclassified by automatic systems.

While the single model exploration module is
similar in function to the RECAST tool (Wright
et al., 2021), we note significant differences in the
imagined use cases of ours and the RECAST tool.
Wright et al. emphasize RECAST’s use in real time
as a comment-editing tool. Our tool on the other
hand is not intended for integrated use, but rather
as a self-directed learning tool. While stakeholders
could compare several edits of the same comment
using our tool, stakeholders are not limited to this
method of exploration. We instead encourage stake-
holders to consider comparisons, between inputs
and between models, as a way to surface expected
and unexpected model behavior.

S5. Demo Feedback Questionnaire

To end the demo, we ask the user for feedback on
their role and experience with the modules. The
questions focus on what the user learned from the
modules about the sociotechnical aspects of ACM
and the resources for hate speech detection. In par-
ticular, we are interested in seeing how the modules

were more or less informative for different stake-
holder groups. See Appendix B for the specific
questions asked.

5 Limitations and Future Work

While our tool is aimed at promoting a shared vo-
cabulary and common ground between (1) those
who build and design hate speech detection datasets
and models, (2) those who are on the receiving end
of moderation decisions on social media platforms,
and (3) researchers and journalists who are inter-
ested in understanding some of the mechanics of
automated content moderation, the tool is not de-
signed to be a platform for facilitating connection
and engagement between these groups. However,
the tool can serve as a foundation for such discus-
sions and could be integrated into a larger system
designed for engagement.

We plan to update the demo based on feedback
from the questionnaire. Once the demo has been
finalized, user studies aimed at gathering perspec-
tives from a broader set of stakeholders, including
those we did not consider in our initial design pro-
cess such as content moderation workers, would
help to outline how different stakeholders actually
use the tool and evaluate the effectiveness of the
tool with respect to the participants’ use cases and
contexts. Following these studies, future versions
of the tool could expand to consider more issues
within content moderation beyond hate speech de-
tection or be designed to provide context for other
kinds of NLP tasks. While this current demo is fo-
cused on English resources, future versions could
also include resources and contexts for other lan-
guages as well as more complex configurations
of datasets and models beyond binary labeling
schemas.

We began this work with the intention to help
provide clarity into the organization of the field
of NLP into various tasks. While this demo has
focused on the task of ACM, we would expect that
similar demos could be developed to contextualize
other well-known tasks in NLP such as machine
translation, information retrieval, and automatic
speech recognition.
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A Demo Screenshots

Figure 2: Context of ACM Module

Figure 2 shows the Context of Automatic Con-
tent Moderation module (Section 4). By introduc-
ing the demo users to some of the relevant context
outlined in Section 2 and to selected writings both
by content platforms and independent writers on
their approach to (automatic) content moderation,
we aim to help them better understand the informa-
tion presented in the following sections.

Figure 3: Dataset Exploration Module

Figure 3 provide a screenshot of the Dataset
Exploration Section (4). The top half presents a
graphical representation of the dataset hierarchical
clustering, summary information about a cluster
is provided in a tooltip when the user hovers over
the corresponding node. The user can then select
a specific cluster for which they want to see more
information, and the app shows a selected numbers
of exemplars (examples that are closest to the clus-
ter centroid) along with the distribution of labels in
the cluster.
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Figure 4: Examples using the HateCheck templates

Figures 4, 5, and 6 correspond to the Model
Exploration Section (4).

The first module in this Section (Figure 4) allows
the user to generate text examples from Röttger
et al. (2021)’s HateCheck tests. These tests are de-
signed to examine the models’ behaviors on cases
that are expected to be difficult for Automatic Con-
tent Moderation system and allow users to explore
their likely failure cases.

Figure 5: The model comparison section of the model
exploration module

Figure 5 presents the model comparison module.
Models trained on different datasets might behave
differently on similar examples. Being able to test
them side by side should allow users to assess their
fitness for specific use cases.

Figure 6 presents the example ranking module.
Whereas the model comparison module helps users

Figure 6: The model ranking section of the model ex-
ploration module

compare model behaviors on similar examples, this
one allows them to view a given models’ predic-
tions side by side for a set of selected examples,
to allow them to explore for example the effect of
small variations in the text or the behavior of the
model on different categories of tests featured in
the HateCheck module.

B Feedback Questions

Figure 7: The key takeaways and feedback module

Figure 7 presents the concluding Section (4),
which summarizes some key points presented in
the demo and asks users to answer a feedback ques-
tionnaire, which includes questions such as:

• How would you describe your role?

• Why are you interested in content modera-
tion?

• Which modules did you use the most?

• Which module did you find most informative?

• Which application were you most interested
in learning more about?
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• What surprised you most about the datasets?

• Which models are you most concerned about
as a user?

• Do you have any comments or suggestions?
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