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Abstract

Answering how-to questions remains a major
challenge in question answering research. A
vast number of narrow, long-tail questions can-
not be readily answered using a search engine.
Moreover, there is little to no annotated data
available to help develop such systems. This
paper makes a first attempt at generating coher-
ent, long-form answers for how-to questions.
We propose new architectures, consisting of
passage retrieval, subtopic planning and narra-
tive generation, to consolidate multiple relevant
passages into a coherent, explanatory answer.
Our subtopic planning module aims to produce
a set of relevant, diverse subtopics that serve
as the backbone for answer generation to im-
prove topic coherence. We present extensive
experiments on a WikiHow dataset repurposed
for long-form question answering. Empirical
results demonstrate that generating narratives
to answer how-to questions is a challenging
task. Nevertheless, our architecture incorpo-
rated with subtopic planning can produce high-
quality, diverse narratives evaluated using auto-
matic metrics and human assessment.1

1 Introduction

How-to question (e.g., "How to turn off news noti-
fication on my phone?") is an important question
type. To find answers, most people resort to inter-
net search. However, the answers usually scatter
in different web pages, making the search time-
consuming and inefficient. To remedy this issue,
Wikihow.com offers a platform for experts to share
their answers to how-to questions. Despite its valu-
able content, the total volume of Wikihow articles
is still limited. By far, Wikihow has only collected
around 74K articles, too few when compared to
other open-collaborative databases (e.g. over 6M
articles in Wikipedia, over 90M items in Wikidata).
As a result, it would be valuable to both editors

1We have made our dataset and source code available at
https://github.com/pengshancai/how-to-QA

How to Stop the Spread of Covid-19
Method 1

Method 2

Practicing Healthy Habits
Stay at home if you can. Although it’s a simple solution, avoiding 
contact with other people is an effective way to prevent the spread 
of COVID-19…

Wear a mask or face covering before going out in public. Slip 
on a medical mask or face covering before you go grocery 
shopping, or enter any public area…

Taking Precautions When You’re Sick
Quarantine yourself for at least 10 days. Stay at home when 
you’re sick, so you don’t risk passing the virus on to anyone else. 
Keep track of how long you’ve quarantined…
Separate yourself from the rest of your household if you’re 
sick. Designate a specific area of your home to be “yours” if you 
come down with COVID-19. If possible, designate a specific 
bathroom for yourself…
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1. Practicing Healthy Habits
Stay at home if you can. Wear a mask or face covering before 
going out in public…

2. Taking Precautions When You’re Sick
Quarantine yourself for at least 10 days. Separate yourself from the 
rest of your household if you’re sick…

Although it's a simple solution, avoiding contact with other people 
is an effective way to prevent the spread of COVID-19. Make an 
effort to stay at home when you can, and avoid making trips unless 
you absolutely have to…

Slip on a medical mask or face covering before you go grocery 
shopping, or enter any public area. If you unknowingly have the 
virus, a mask can prevent you from spreading the illness…

Stay at home when you’re sick, so you don’t risk passing the virus 
on to anyone else. Keep track of how long you’ve quarantined—if 
you’ve been at home for 10 days and you haven’t had a fever for at 
least 1 day, then you can return to your usual routine…

…

How to Stop the Spread of Covid-19

Supporting passages are from WikiHow or Wikipedia.

The answer is a narrative with multiple subtopics.

Answering 

How-To Question

Figure 1: An example how-to question, its long-form answer
and supporting passages.

and readers if NLP technology could be applied to
automatically generate Wikihow entries to provide
high quality answers to how-to questions.

Recent advances in generative QA researches
have made it possible to generate answers to non-
factoid questions (Tan et al., 2018; Nishida et al.,
2019; Izacard and Grave, 2020). However, they
have two limitations in generating an Wikihow en-
try: First, Wikihow presents answers in a hierarchi-
cal structure: an answer usually contains several
sections, each led by a succinct subtopic. This
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How to Naturally Reduce Blood Pressure?

1. Changing your diet
Eat a balanced diet. Drink lots of water. Cut back 
on salt intake. Avoid alcohol and smoking... 

2. Exercise regularly
Keep the habit of working out. Lose weight if you 
are overweight... 

 1. Changing your diet.
 2. Getting medical help… 

 1. Changing your habits.
 2. Making dietary changes…

 1. Changing your diet.
 2. Exercise regularly…

Subtopics (Set 1)

Subtopics (Set 2)

Subtopics (Set 3)

Subtopic 
Planning

Answer 
Generation

Relevance:        0.51
Independence:  0.81

Relevance:        0.87
Independence:  0.55

Relevance:        0.86
Independence:  0.79

Question

Answer

Figure 2: An overview of our Arc-P architecture for answering how-to questions. Given a question, our subtopic planning
module generates multiple sets of subtopics using a sampling approach. It then automatically selects an optimal set of subtopics
by measuring their Relevance and Independence (section 2.4). The selected subtopics are finally sent to the answer generation
module to provide guidance to narrative generation.

structure helps readers with an overview of the
answer scope before locating the details (Hearst
and Pedersen, 1996). On the contrary, answers
generated by current QA models are usually un-
structured. Second, an informative and detailed
answer is usually a long sequence of text. Due to
exposure bias (He et al., 2019), long text generation
suffers from the risk that the quality of generated
text deteriorates as its length increases.

In this paper, we present a two-step approach to
answering how-to questions. For each question, our
subtopic planning module first generates several
subtopics to cover different aspects of the question.
Based on each subtopic, our answer generation
module then generates a paragraph of text to elab-
orate the subtopic. Compared to previous genera-
tive question answering methods, our architecture
has two advantages: (1) Subtopic planning allows
presenting answers in a well-organized structure,
which helps our readers to easily grasp the general
idea of the answer, offering an easy-to-follow read-
ing experience. Moreover, by generating answers
from various subtopics, our architecture is able to
provide answers with higher diversity in content.
(2) Our architecture decreases the risk of exposure
bias in the generated texts, by breaking down the
answer into multiple shorter subsections instead of
directly generating a long paragraph. In this way,
it improves the generated answer’s quality.

The quality of subtopics is crucial for the gener-
ation of long-form, explanatory answers. While a
set of good subtopics can improve answer genera-
tion, a set of bad subtopics may digress the answer
from the question. We observe two types of com-
mon mistakes in subtopic planning: (1) Irrelevant
subtopics: a generated subtopic is not closely re-
lated to the question. For example, in Figure 2, the
subtopic Getting medical help in the first subtopic
set is not related to the question how to naturally

reduce blood pressure; (2) Redundant subtopics:
two or more generated subtopics to the same ques-
tion have semantic overlap. For instance, in the sec-
ond subtopic set in Figure 2, the subtopic Making
dietary changes is included in the subtopic Chang-
ing your habits. This may further lead to repetition
in subsequent answer generation.

We deal with these problems with an additional
subtopic set selection step in the subtopic planning
module. The key idea is to first generate multi-
ple subtopic sets, and then evaluate their relevance
and independence to select one optimal subtopic
set for next-step processing. Specifically, we mea-
sure these two quantities in the vector space: We
use a paragraph encoder (which in our work is the
Dense Passage Retrieval model (Karpukhin et al.,
2020)) to map the question and all the generated
subtopics into a common embedding space. We
then measure relevance and independence accord-
ing to the subtopic vectors’ relative distances and
their distances to the question vector.

The contributions of our paper include:

• A novel how-to question answering architecture
based on subtopic planning;

• An efficient vector-space model to evaluate and
select high-quality subtopics to a question in
terms of relevance and independence;

• Extensive experiments with human study that
both prove the effectiveness of our methods and
explore factors affecting the quality of how-to
question answering results.

2 Model

2.1 General Architectures

A retrieve-generate paradigm consists of a re-
triever and a generator. Given a query x, the
retriever first collects K supporting paragraphs
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P = {p1, ..., pK} from a large text corpus. The
supporting paragraphs are expected to include ex-
ternal knowledge relevant to to x. The generator
then outputs the result y based on x and P . We
consider the following two architectures:

1) Arc-Direct (Arc-D) directly generates the an-
swer from the question by applying the retrieve-
generate paradigm;

2) Arc-Planning (Arc-P) (Figure 2) is composed
of a subtopic planning module and an answer gen-
eration module. It generates an answer in a two-
step manner: First, the subtopic planning mod-
ule decomposes q into a set of N subtopics S =
{s1, ..., sN}, for each subtopic si, i ∈ {1, ..., N},
the answer generation module generates a para-
graph of explanation to the subtopic. We present
all the subtopics and their explanation as the fi-
nal answer. Both subtopic planning and answer
generation modules apply the retrieve-generate
paradigm. Specifically, during subtopic planning,
all the subtopics are generated in one single se-
quence, and divided by a special separation token.
During answer generation, supporting paragraphs
for each individual subtopic are retrieved based on
the question and the subtopic.

2.2 Retriever
We use dense passage retriever (DPR) (Karpukhin
et al., 2020), a neural retrieving model as our re-
triever. DPR is composed of a query encoder EX

and a paragraph encoder EP . EX and EP respec-
tively encodes the query and potential paragraphs
into vectors in a common embedding space, the
relevance score of x and p is calculated as the inner
product between two vectors.

sim(x, p) = EX(x)TEP (p) (1)

After gaining the relevance score of x to each
paragraph in the large text corpus, we rank the para-
graphs according to their relevance score, the top K
paragraphs are selected as supporting paragraphs
to x. Note that we use the same DPR retriever to
retrieve supporting paragraphs for both question
queries and subtopic queries. This embeds ques-
tions and subtopics in the same space, thus enables
measuring the semantic relevance of a question and
its subtopics as will be described in Section 2.4.

2.3 Generator
We employ BART-LARGE (Lewis et al., 2020a), a
seq2seq Transformer model (Vaswani et al., 2017)

pretrained with a denoising objective as our genera-
tor. The generator takes as input a concatenation of
the query x and its relevant paragraphs P and out-
puts a sequence of words y = {y1, ..., yL}, where
L is the length of y. Formally,

p(y|x, P ) =
L∏

l=1

p(yl|x, P, y1:l−1) (2)

We leverage BART to decode multiple subtopics,
conditioned on the question and its supporting para-
graphs. All subtopics of a question are concate-
nated to form the target sequence. To predict the
l-th word of the sequence, our generator computes a
probability distribution over the vocabulary tokens
p(w|q, P, y1:l−1). Instead of the argmax inference

yl = argmax
w

p(w|x, P, y1:l−1), (3)

we perform sampling from the top-k most probable
tokens to obtain

yl ∼ p(w|x, P, y1:l−1). (4)

Our subtopic planning module attempts to gen-
erate multiple sets of subtopics using a sampling
method. The method is advantageous over greedy
decoding, which tend to produce high-likelihood
rather than diverse sequences (Ippolito et al., 2019).
The sets of subtopics will be subsequently mea-
sured by their relevance and independence to iden-
tify an optimal set of subtopics.

2.4 Subtopics Selection
While the generators are able to generate locally
fluent text, they do not guarantee global semantic
optimality (Holtzman et al., 2020, 2018). Specif-
ically, during experiments, we observed that for
the same question, the quality of different subtopic
sets generated using top-k sampling from the same
question vary greatly (Section 3.4). In this sec-
tion, we explore the following question: How to
automatically single out a high quality subtopic set
from various generated ones.

By observing the subtopic planning results, we
realize there exist two types of common mistakes
in subtopic planning: 1. The subtopics is irrelevant
to the question. 2. Subtopics have semantic overlap
with each other.

We present a simple yet effective method to filter
subtopics which may lead to the above mistakes. To
this end we reuse the trained DPR retriever to mea-
sure the generated subtopic sets from two perspec-
tives: 1. Relevance: How relevant each subtopic is
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to the question and 2. Independence: How much
overlap the subtopics have with each other.

Formally, given a question q and a subtopic set
S, we first transform q and each subtopic si in S
into vectors EX(q) and EX(si) in the DPR embed-
ding space. We define the neighbors of x, denoted
as NM (x), as the top M paragraphs whose DPR
embeddings are closest to EX(x), where M is a
human specified hyper-parameter.

Measuring relevance: We measure the relevance
of a question q and a subtopic si as follows:

relv(q, S) =

∑
si∈S #(NM (q) ∩NM (si)) /M

|S|
(5)

where #(·) refers to the number of elements within
a set. A higher relevance score indicates more
paragraphs relevant to the question also relates to
the subtopic, implying their semantic relevance.

Measuring Independence: We measure the inde-
pendence of a set of subtopics as follows:

indp(S) = Avg

(
1− #(NM (si) ∩NM (sj))

M

)

(6)
A high independence score indicates a paragraph

relevant to one subtopic may not be related to the
other subtopics, implying low semantic overlap
among subtopics.2

Selecting subtopics: A set of good subtopics needs
to be balanced in both relevance and independence.
As a result, we select a set of subtopics with the
maximum independence subject to the minimum
relevance of the subtopics greater than a human
specified threshold τ .

2.5 Training
Retriever. When retrieving supporting paragraphs
for a question q, we use the question itself as the
query. When retrieving supporting paragraphs for
a subtopic s, we use the concatenation of the q and
s as the query. We train the retriever by optimizing
the negative log likelihood loss:

LR = −log
esim(x,p+)

esim(x,p+) +
∑n

j=1 e
sim(x,p−j )

(7)

2We use the overlap of neighbors instead of the vector
cosine similarity to calculate relevance and independence as
the former directly reflects the overlap of potential supporting
paragraphs input to the generator.

where x is a query, positive paragraph p+ is a gold
supporting paragraph related to x, negative para-
graphs {p−1 , ..., p−n } are randomly sampled from
paragraphs unrelated to x.
Generator. After finished training the retriever,
we use the retriever to collect supporting para-
graphs as a part of training data to the generators3.
When training the generator of both Arc-D and Arc-
P’s subtopic planning module, we use the concate-
nation of the question and supporting paragraphs as
input. When training the generator of Arc-P’s an-
swer generation module, we use the concatenation
of the question, subtopic and supporting paragraphs
as input. We minimize the following maximum-
likelihood objective function:

LG = −
L∑

l=1

log(p(y∗l |x, P, y∗1:l−1)) (8)

where y∗ = {y∗1, ..., y∗L} is the ground-truth output
sequence.

3 Experiments

3.1 Datasets

We build a dataset HowQA by reformatting How-
Sum (Koupaee and Wang, 2018), a summarization
collected from Wikihow. Overall, our HowQA con-
tains 72.4K Wikihow articles, we randomly split
them into training/validation/test sets. As shown in
Figure 1, each Wikihow article contains one How
to question and several subtopics, each subtopic is
followed by a few description paragraphs. Each
paragraph starts with a summary sentence which
summarizes the meaning of the rest of the para-
graph. We collect all the summary sentences as
the explanation to the subtopic, and the rest of the
paragraphs as gold supporting paragraphs to the
subtopic. We consider two large text corpora as
source of supporting paragraphs: A. Wikihow train-
ing set; B. Wikipedia4. HowQA is used for training
and testing both retriever and generator. We show
the statistics of our HowQA in Table 15

3We use the retrieved supporting paragraphs instead of
gold supporting paragraphs as this better mimics the situation
in test time, where gold supporting paragraphs are unavailable.

4We use Wikipedia as it is a trustworthy information source
for a knowledge intensive task like ours. By default, results re-
ported in the experiment are based on using Wikihow training
set as the supporting paragraph corpus unless stated otherwise.

5See Appendix for implementation and evaluation details.
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Dataset # Questions
# Subtopics # Supporting
(Explanations) Paragraphs

Train 69,990 214,549 1,074,129
Validation 1,200 3,692 18,423
Test 1,231 3,770 18,680

Avg Length of Subtitle 4.02
Avg Length of Explanation 35.14
Avg Length of Wikihow-train Paragraphs 68.89
Avg Length of Wikipedia Paragraphs 100.00
# Paragraphs in Wikihow-train 1.1M
# Paragraphs in Wikipedia 21.0M

Table 1: Statistics of our HowQA.

3.2 Evaluation Metrics

Automatic Metrics. We evaluate our over-
all performance with two sets of metrics: (1)
Surface-form coverage metrics, including ROUGE-
1, ROUGE-2, ROUGE-L and METEOR that are
commonly used in automatic summarization and
machine translation. These metrics measure how
many words in the groundtruths are covered by
the generated answers; (2) Diversity metrics (Li
et al., 2016; Hua et al., 2019a) is calculated by the
number of distinct unigrams (distinct-1), bigrams
(distinct-2) and trigrams (distinct-3) in the gener-
ated answers. The values are scaled by the length
of the answer to avoid favoring long text. The best-
performed system should have both high coverage
and diversity scores.

For the study of retrievers, we evaluate two com-
mon document retrieval metrics: (1) Hit@10 (Bor-
des et al., 2013), i.e., the proportion of gold sup-
porting paragraphs ranked in the top 10; (2) Mean
reciprocal rank (MRR) (Radev et al., 2002).

Human Evaluation Metrics. We note that
surface-form coverage metric may not necessar-
ily reflect the quality of generated answers. It is
limited in a situation when there are multiple ways
to decompose a How-to question into subtopics.
For instance, for the question "How to deal with
loneliness", one subtopic set may emphasize em-
bracing and enjoying loneliness, another may focus
on encouraging social interaction and improving
social skills. Both subtopic sets make good sense,
their contents vary greatly. We thus resort to human
judges to evaluate the quality of our answers.

Specifically, we collected our evaluation results
using Amazon Mechanical Turk6. We randomly
sample 90 questions from our test set. To evalu-

6We require our judges to have at least 100 previous jobs
and greater than 95% acceptance rate.

ate answer generation, we present judges with
several answers generated by different methods to
the same question, and let judges rank their pref-
erence for the answers from the best to the worst.
We report the average ranking for each model and
pairwise preference for each pair of model. To
evaluate subtopic selection, we ask our judges to
evaluate subtopic sets from three perspectives: (1)
Relevance: How close is each subtopic set related
to the question; (2) Independence: How indepen-
dent is each subtopic to the other subtopics in the
same subtopic set; (3) Overall Preference: How
do judges like the subtopic set. The grading scale
for each perspective is from 1 to 3. For both tasks,
each result is evaluated by ten individual judges.

3.3 Overall Performance with and without
Subtopic Planning

In this section, we explore the effects of subtopic
planning by comparing the overall answer genera-
tion performance of Arc-D and Arc-P. Evaluation
results show that our proposed Arc-P gives clear
advantage in both automatic and human evaluation.

• Surface-form Coverage. From Table 2 we
observed that Arc-P achieves better performance
than Arc-D in ROUGE and METEOR. This demon-
strates our Arc-P generates better answers than Arc-
D in terms of coverage of the original answer.

• Content Diversity. Table 2 shows the diver-
sity degree of Arc-D, Arc-P and the golden an-
swers. Arc-P significantly outperforms Arc-D in
all distinct-1, 2 and 3. This proves that by answer-
ing questions from various perspectives, Arc-P is
able to generate answers that are more diversified
in content. However, there still exists gaps between
Arc-P and the gold answer, this implies our gen-
erated answers still do not match human written
answers in content diversity.

• Human Evaluation.7 Given a question, we ask
human judges to rank their preference for the gold
answer and answers generated by Arc-D and Arc-P
respectively. From Table 3 we observed human
judges prefer answers from Arc-P much more than
Arc-D’s. Comparing to Arc-D, our Arc-P wins on
more than 72% of the cases. This demonstrates the
effectiveness of subtopic planning.

The results also show that neither Arc-D nor Arc-
P is comparable to human performance. A closer
investigation of the machine generated answers

7We present more examples and analysis in the appendix.
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Coverage Diversity
Models ROUGE-1 ROUGE-2 ROUGE-L METEOR Distinct-1 Distinct-2 Distinct-3

Arc-Direct 26.13 6.37 25.54 16.64 57.85 73.64 78.42
Arc-Planning 28.3 7.11 25.63 17.47 62.45 83.60 89.88
Gold Answers n/a n/a n/a n/a 68.51 90.61 94.52

Table 2: Performance of Arc-D and Arc-P in answer generation. Arc-P achieves higher ROUGE and METEOR score.

Single Model Average Rank ↓
Arc-D 2.48
Arc-P 1.87
Gold 1.65
Model Pair Prefer Rate ↑
Arc-P > Arc-D 72.22%
Arc-P > Gold 40.66%
Arc-D > Gold 23.55%

Table 3: Average ranking of each model and pairwise prefer-
ence rate between each pair of models.

ROUGE-1 ROUGE-2 ROUGE-L METEOR

5.00

2.05
1.57

1.01

3.18

1.61

4.64

1.94

Arc-Direct Arc-Planning

Figure 3: Score difference between part1 and part2.

show that they sometimes make obvious logical
mistakes. For example, for the question How to Use
Google Shopping Express, the machine presents a
generated fake sign-up URL.

Analysis of Degradation in Long Generation.
We conduct analysis on Arc-P’s effectiveness. Our
hypothesis is that by generating diverse answers,
all parts of an answer from Arc-P convey useful
information. To verify this, we design the follow-
ing experiment: For each generated answer from
Arc-D and Arc-P, we cut the answer into two parts
of equal length from the middle. We then calculate
each part’s ROUGE and METEOR score to the
golden standard. Figure 3 presents the score differ-
ences between part1 and part2. The performance
gaps from Arc-D are significantly large, implying
our Arc-P effectively avoids the performance degra-
dation in long-form text generation, and generates
answers of more consistent quality.

3.4 Effects of Subtopic Selection
In this section we analyze the effect of our subtopic
selection algorithm in Section 2.4. We compare the
qualities of our selected subtopics (Selected) with

Subtopic Set R-1 R-2 R-L METEOR

Low relv 27.53 6.59 24.83 17.27
Low indp 28.12 6.98 25.64 17.57
Selected 28.3 7.11 25.63 17.47
Oracle 28.93 8.11 25.96 19.87

Table 4: Automatic evaluation scores of answer generation
when using different subtopic sets. Selected refers to the best
subtopics set by our selecting metrics, Low relv and Low indp
respectively refers to choosing the subtopic set with the lowest
relevance and independence scores, Oracle refers to the oracle
subtopics in Wikihow articles.

Subtopic Set Relevance Independence Overall
Low relv 2.15 2.21 2.12
Low indp 2.30 2.07 2.02
Selected 2.39 2.30 2.25
Oracle 2.40 2.32 2.29

Table 5: Human evaluation scores for each subtopic set.

two variations: (1) selecting subtopic sets with low-
est relevance (Low relv) and (2) selecting subtopic
sets with lowest independence (Low indp). Similar
to our overall evaluation, we conduct both the auto-
matic evaluation and human evaluation as below:

Automatic Evaluation. Table 4 shows the per-
formance of Arc-P’s answer when using different
subtopic selections. We find that Selected gives bet-
ter performance than Low relv. This implies irrele-
vant subtopics deteriorate the quality of subsequent
answer generation. However, Selected shows simi-
lar performance to Low indp under the automatic
metric. Considering the large performance gap
from human evaluation, this confirms the problem
of these coverage-based metrics that they overlook
the semantic repetition of generation results.

Human Evaluation. Table 5 presents human
evaluation results of the subtopic planning module
of Arc-P. We observed score difference between
Selected, Low relv and Low indp. This proves
there exists quality discrepancy between different
subtopic sets generated from the same question
using top-k sampling. Specifically, Low relv and
Low indp achieve the worst performance in Rele-
vance and Independence respectively, this implies
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Category R-1 R-2 R-L METEOR Portion (%)

W
O

R
S

T

Work World 25.17 4.27 22.1 16.52 1.72
Health 25.72 5.97 25.24 16.94 14.21
Holidays and Traditions 25.82 5.37 24.07 14.82 0.81
Education and Communications 26.01 5.72 24.26 16.83 8.46
Work World 26.01 3.93 26.56 15.64 0.7

B
E

S
T

Cars & Other Vehicles 30.15 8.11 26.17 18.32 1.7
Youth 31.27 7.69 28.46 21.22 3.21
Personal Care and Style 31.45 9.11 28.67 19.23 6.73
Pets and Animals 32.52 9.96 26.99 20.13 6.6
Food and Entertaining 32.58 10.49 27.17 19.49 8.03

Table 6: Performance of different categories. The performance between categories vary greatly (e.g. The highest difference in
ROUGE-1 is over seven points). The training data portion for each category also varies greatly.

our vector space based metric is consistent with
human rankings, and could distinguish unrelated
and semantically overlapped subtopics. Moreover,
Selected outperforms both Low relv and Low indp
in all three metrics, and even achieves similar per-
formance to Gold. This demonstrates our subtopic
selection methods could effectively select subtopic
sets with a higher quality.

3.5 Effects of Question Categories

Wikihow classifies all questions into 20 categories.
We show in Table 6 the performance of 5 cate-
gories with the highest ROUGE-1 F1 score and
5 categories with the lowest8. From the table we
have the following observations: 1. There exists a
great discrepancy between performance of differ-
ent categories. 2. Generally, if a category contains
more data in the training set, it is more likely to
demonstrates better performance. 3. However, a
few categories with more training data (e.g. Edu-
cation and Communications) achieved much lower
performance than categories with less training data
(e.g. Cars and Other Vehicles). We argue this is
because in some categories, the answers to ques-
tions follow some specific routines. While in other
categories, there is no answer routine to follow. For
example, the category Cars and Other Vehicles con-
tains many questions about installing car parts, e.g.
how to install a car starter, How to install a car
stereo, etc. The answer to these questions usually
starts with removing the old car parts (Set the park-
ing brake, stall the car, take out the old car parts,
etc.) On the contrary, the category Education and
Communications contains many primary/middle
school math questions e.g. How to calculate vol-
ume, how to divide double digits, etc. The answers
to these questions do not follow any pattern, and

8We omit categories with <10 instances in the test set.

can not be answered routinely.

3.6 Effects of Other Factors

Effects of Retriever . We compare DPR with
three other retrievers: 1) TF-IDF (Wu et al., 2008)
measures the relevance between a query and a para-
graph by the weighted sum of overlapped words
between the query and the paragraph. 2) None-
RTV use only the query as input to the generator; 3)
Oracle-RTV uses the gold supporting paragraphs
in oracle Wikihow article as supporting paragraphs;
For each question, We rank all the supporting para-
graphs in test set. We demonstrate the retrievers’
performance in Table 7. We present in Table 8 the
ROUGE and METEOR scores when using differ-
ent retrievers to collect supporting paragraphs. For
both architectures, Oracle-RTV outperforms TF-
IDF and DPR by large margin, TF-IDF and DRP
also outperforms None-RTV significantly. How-
ever, even DPR achieves much better performance
than TF-IDF in retrieving evaluation, we do not
notice prominent difference in answer generation.
This implies the quality of supporting paragraphs
has limited effects on generation results.

Retriever Hits@10 MRR
TF-IDF 39.18 69.11
DPR 54.67 87.76
Oracle-RTV 100.00 100.00

Table 7: Performance of retrievers.

Effects of supporting paragraphs corpora. Ac-
cording to Figure 4, We do not observe explicit dif-
ference when using Wikihow-train and Wikipedia
as corpus. However, we note that compared to
Wikipedia, Wikihow-train is much smaller in vol-
ume. Thus in practice, Wikihow-train is a better
choice for corpus as it takes less retrieving time.
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Retriever R-1 R-2 R-L METEOR

Arc-Direct - Answer Generation
TF-IDF 26.4 6.41 25.53 17.15
DPR 26.13 6.37 25.54 16.64
None-RTV 17.65 4.53 18.52 8.02
Oracle-RTV 41.92 16.51 39/63 27.61

Arc-Planning - Answer Generation
TF-IDF 27.89 6.71 25.02 17.3
DPR 28.3 7.11 25.63 17.47
None-RTV 21.11 3.97 19.33 13.2
Oracle-RTV 46.45 18.94 43.05 32.32

Arc-Planning - Subtopic Planning
TF-IDF 23.0 7.89 23.79 17.13
DPR 23.04 7.8 23.57 16.59
None-RTV 16.36 4.68 17.17 11.39
Oracle-RTV 27.13 10.75 28.23 19.24

Table 8: Performance of answer generation when using dif-
ferent retrievers. Even though DPR outperforms TF-IDF by
over 10 points in both Hit10 and MRR (Table7), their answer
generation results are not prominently different.

ROUGE-1 ROUGE-2 ROUGE-L METEOR

Arc-Direct Arc-Planning

WikiHow Wikipedia

26.1 26.0

6.4 6.5

25.5 25.7

16.6 17.1

28.3 28.6

7.1 7.2

25.6 25.9

17.5 17.9

ROUGE-1 ROUGE-2 ROUGE-L METEOR

Figure 4: Performance of answer generation when using differ-
ent supporting paragraph corpora. We find that the difference
is not prominent.

4 Related Works

Question Answering Datasets Recent years has
witnessed great advances in open domain ques-
tion answering. However, most question answering
datasets (Yang et al., 2018; Joshi et al., 2017; Ra-
jpurkar et al., 2016; Dunn et al., 2017) are designed
for factoid questions, i.e., questions that start with
‘what’, ‘when’, ‘who’, ‘where’, ‘which’, etc. and
they require only extractive answers, i.e., the an-
swers are spans of source text.

There exist several non-factoid question answer-
ing datasets (Dos Santos et al., 2015; Yang et al.,
2015; Cohen et al., 2018; Nakov et al., 2017;
Hashemi et al., 2019; Fan et al., 2019). Most of
these datasets are proposed for the purpose of pas-
sage retrieval and re-ranking, i.e., the proposed
tasks are ranking the provided evidence passages
according to their relevance to a given question.
No answer generation is involved. An exception

is (Fan et al., 2019), which focus on non-factoid
questions, i.e. questions start with “why,” “how,”
and long-form answer generation, i.e. the answer
is an elaborate and in-depth passage. Our work dif-
fers from ELI5 with a specific emphasis on how-to
questions, and subtopic structures of their answers.

Question Answering Models As open domain
question answering is a knowledge intensive task,
most state of art models (Chen et al., 2017; Guu
et al., 2020; Lewis et al., 2020b; Izacard and Grave,
2020; Asai et al., 2021) apply a “retrieve-generate”
paradigm, where the retriever collects supporting
paragraphs related to the question from a large
external corpus, the generator then generates an
answer based on the question and the supporting
paragraphs. Compared to previous works which
apply the “retrieve-generate” paradigm, we use the
retriever not only to retrieve supporting paragraphs,
but also to evaluate and select subtopics.

Planning Based Text Generation Content plan-
ning is widely used to improve diversity and coher-
ence in various text generation tasks including story
generation (Yao et al., 2019; Goldfarb-Tarrant et al.,
2019), argument generation (Hua et al., 2019b),
Wikipedia article generation (Hua and Wang, 2019)
and abstractive summarization (Liu et al., 2015;
Huang et al., 2020) etc. While most research stud-
ies resort to key words or knowledge graph entities
for content planning, we use subtopics for planning
our answers.

Procedural Text Our work is also related to pro-
cedural text understanding such as recipes (Tandon
et al., 2020; Rajagopal et al., 2020; Du et al., 2019;
Dalvi et al., 2019; Tandon et al., 2019; Chu et al.,
2017). However, instead of tracking state changes
in procedure text, we focus on generating subtopics
to improve the coherence of answers.

Wikihow In previous researches, Wikihow data
(Koupaee and Wang, 2018) was mostly used in sum-
marization (Zhang et al., 2019; Kryscinski et al.,
2019) or step reasoning (Zhang et al., 2020), The
task we propose aims at different goals, i.e, decom-
posing a question into subtopics and generating
answer based on the question and subtopics.

5 Conclusion and Future Work

We proposed a novel subtopic planning based ar-
chitecture for answering How-to questions. Our
architecture is able to generate answers with bet-
ter structure, higher diversity and more consistent
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quality. Moreover, our subtopic selection method
effectively singles out high quality subtopics with
relevance and independence. Both automatic and
human evaluation proved the effectiveness of our
methods. We consider the two directions for future
research: 1) Improving the answer’s quality by ap-
plying end-to-end retrieval-generation models, e.g.
(Lewis et al., 2020b). 2) Developing precise met-
rics to evaluate long-form and non-factoid answers.
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A Appendices

A.1 Example Subtopic Sets

We observe that some system-generated subtopic
sets are flawed, but a large portion of the subtopic
sets are of good quality. Some of them are close to
human-written subtopics. Examples are provided
in Table 9 (examples 1–6). Moreover, we come up
with imaginary questions that are quite different
from those observed in Wikihow (examples 5–6)
and we find the model is able to produce reasonable
answers for those questions.

Irrelevant subtopics generated by our model tend
to have the following characteristics:

1. A later generated subtopic in the subtopic
set tends to be less relevant: Note that we
generate a set of subtopics in a seq2seq man-
ner, with the question and supporting docu-
ments as the source sequence, and the con-
catenation of all subtopics as the target se-
quence. Due to exposure bias (He et al., 2019),
subtopic generated in the later part of the se-
quence are more likely to be off-topic. Ex-
amples of this kind are included in Table 9
(examples 7–10). While the subtopics in the
front part are all related to the question, the
later generated subtopics, marked in red, tend
to deviate from the question.

2. Commonsense mistakes: We observe that
when the question is about a problem that re-
quires commonsense, the model tends to gen-
erate unrelated or erroneous subtopics. E.g. in
Table 9 example 9, the location services have
nothing to do with facebook like notification.
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It suggests that incorporating commonsense
knowledge may improve the performance of
a subtopic decomposition model.

Overlapped subtopics generated by our model
tend to have the following characteristics:

• Thanks to a repetition penalty, the generated
subtopics of the same subtopic set are usu-
ally different from each other. I.e., there are
only very few cases where multiple subtopics
of the same subtopic set are identical. How-
ever, there is no guarantee that those gener-
ated subtopics are semantically independent.
E.g., in Table 9 example 11–12, the orange
subtopics have semantic overlap. According
to our experimental results, the vector-space
based metrics could effectively identify those
semantically overlapped subtopics.

A.2 Example Long-Form Answers

Table 10 shows example answers generated by Arc-
D and Arc-P models, respectively. Notable find-
ings include the following observations:

1. Subtopics make a long answer more organized.
The answers generated by Arc-P are split into
multiple paragraphs, each paragraph focuses
on a subtopic. In contrast, answers generated
by Arc-D are quite general and sometimes dis-
ordered. Additionally, answers generated by
Arc-P are easier to read than those of Arc-D,
as the model leverages subtopics to generate
structured answers.

2. As the target sequence gets longer, the quality
of the generated sequence tends to deteriorate
due to exposure bias. This is demonstrated in
Table 10 example 1, where the model repeat-
edly generates the red part in the later stage of
the generation process. Instead of generating
a long paragraph as the answer, Arc-P gener-
ates several shorter answer paragraphs, thus
reducing the risk of exposure bias.

A.3 Implementation and Hyperparameters

Both Arc-D and Arc-P are based on a retrieval-
composing paradigm, which consists of a retrieval
module (DPR) and a composing module (BART).
We discuss the model implementation details and
hyperparameters below.

A.3.1 Retrieval module (DPR) key
parameters and implementation details

• Batch size: 80 (which means one positive in-
stance corresponds to 79 negative, including 1
hard negative instance);

• Max sequence length: 256;

• Training epochs: 12 (during testing, we use
the model that gives the best validation loss);

• The other hyper-parameters are based on the
default parameter of DPR: https://github.
com/facebookresearch/DPR

• DPR is trained on 4 M40 GPUs;

• Given a question, we search for a similar para-
graph that has high TF-IDF similarity with the
question, but is not among the question’s gold
supporting paragraphs as a hard negative in-
stance;

• DPR is pretrained on fairseq/roberta-base;

• When measuring relevance and independence,
we choose the top M = 500 paragraphs
whose DPR embeddings are closest to EX(x).

A.3.2 Composing module (BART) key
parameters and implementation details

• BART-large pre-trained on yjernite/bart_eli5;

• Max number of tokens input: 1024 (for Arc-
D), 512 (For Arc-P);

• Max number of tokens output: 384 (for Arc-
D), 128 (For Arc-P);

• Max number of training epochs: 9 (during
testing, we use the model that gives the best
validation loss);

• Learning rate: 3e-5;

• The other hyper-parameters are based on
the default parameters of huggingface’s
BART model: https://huggingface.co/

transformers/model_doc/bart.html

• For each question, we use top-k sampling to
generate 10 different subtopic sets.

• The BART is trained on a single M40 GPU,
the average training time is up to 4-5 days.
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ID Question & Subtopics
Fine Subtopic Sets Produced by the Model

1
Q How to be glamorous?
G 1.Caring for your body; 2. Applying makeup; 3.Dressing glamorous
H 1.Looking glamorous; 2.Dressing glamorous; 3.Acting glamorous

2
Q How to maintain a relationship?
G 1.Communicating your needs; 2.Keeping the romance alive; 3.Avoiding conflict
H 1.Love them for who they are; 2.Be a good listener; 3.Be nice

3

Q How to lose extreme weight?
G 1.Eating the right foods; 2.Exercising the right way; 3.Managing emotional and mental health
H 1.Setting a weight loss goal; 2.Designing a weight loss diet; 3.Using exercise to support weight loss;

4.Staying motivated

4
Q How to coach youth basketball?
G 1.Finding players; 2.Preparing for practice; 3.Developing effective coaching skills
H 1.Preparing yourself; 2.Meeting your players; 3.Putting your knowledge to work

5 Q How to train a dragon
G 1.Training your dragon; 2.Mastering the dragon’s flight

6 Q How to master Shinobi kill
G 1.Mastering the technique; 2. Mastering the art of killing

Flawed Subtopic Sets Produced by the Model

7
Q How to fold jeans?
G 1. Making a triangle fold; 2.Making a rectangle fold; 3.Folding a t-shirt
H 1. Folding jeans; 2.Storing folded jeans

8
Q How to coach youth basketball?
G 1. Becoming a good coach; 2.Developing your skills; 3.Finding a job
H 1.Preparing yourself; 2.Meeting your players; 3.Putting your knowledge to work

9
Q How to turn off facebook like notifications on iphone?
G 1. Disabling facebook like notifications; 2. Disabling location services
H 1. disabling notifications for a single post; 2.Disabling all facebook notifications

10

Q How to switch keyboard input languages in windows 8?
G 1. Switching keyboard input language; 2. Using the task manager
H 1. Switching through the settings charm; 2.Switching through the taskbar on the desktop;

3. Switching through keyboard shortcuts

11
Q How to maintain a relationship?
G 1. Maintaining a healthy relationship; 2. Keeping the relationship strong; 3. Avoiding toxic relationships
H 1.Love them for who they are; 2.Be a good listener; 3.Be nice

12
Q How to start a business in New York city
G 1. Developing your business plan; 2.Creating a marketing plan; 3. ...
H 1.Using city services to get your business started 2.Determining your market

Table 9: Examples of system-generated subtopics. Q refers to a question, G refers to a subtopic set generated by our model, H
refers to the subtopic set provided by human editors from Wikihow. The red subtopics are unrelated to the question, the orange
subtopics have semantic overlap among themselves, the blue questions are imaginative questions made-up by the authors.
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ID Question & Answers

1

Q How to Give Yourself Insulin?
Arc-D Determine if you need insulin. Prepare the insulin. Place the syringe in your arm. Use a needle for

the injection. Inject the insulin into your skin. Do not remove the needle. Check for bleeding.
Remove the needle. Prepare the insulin. Place the syringe in your arm. ... (repeated generation)

Arc-P 1.Getting Ready to Give Yourself Insulin: Prepare the insulin for injection. Check your bloodsugar.
Know when to give yourself insulin. Find a good needle and syringe. Clean your syringe thoroughly
. Decide where to give yourself insulin.
2.Administering the Insulin Injection: Wash your hands thoroughly with soap and water.
Determine the injection site. Position the needle at a 45-degree angle to the skin. Inject the insulin into
the skin. Wait for the insulin to release. Remove the needle from the skin.
3.Knowing when to Avoid Insulin Injections: Know the risks of insulin injections. Recognize the
symptoms of diabetes. Watch for signs of complications. See your doctor.

2

Q How to Not Worry About Something?
Arc-D Think about what you’re worried about. Make a worry list. Put your worries into perspective. Take some

time to be in the moment. Practice mindfulness. Talk to someone. Write down your worries. Do
something you enjoy. Get enough sleep. Focus on the positive. Avoid rumination. Recognize when
you need professional help. See a therapist. Join a support group.

Arc-P 1.Facing Your Worries: Practice mindfulness. Accept uncertainty. Set realistic goals. Don’t compare
yourself to others.
2.Making Time for Relaxation: Make time for exercise. Get enough sleep. Don’t procrastinate.Set aside
time to think about the future
3.Taking Care of Yourself: Get enough sleep. Eat a healthy diet. Exercise regularly. Find ways to relax.
Take care of your body.

3

Q How to Get Your Band Noticed?
Arc-D Make a website. Create a Facebook page. Create a Twitter account. Create an Instagram account.

Create a YouTube account. Create a blog. Play gigs. Find a manager. Contact music labels. Perform
locally. Get your music out there. Write songs. Record your music. Publish your music. Distribute
your music.

Arc-P 1.Developing Your Band’s Music: Record your songs. Make a demo tape. Put your music on YouTube.
Start a blog. Get an agent.
2.Promoting Your Band Online: Promote your band on social media sites. Create a blog.
Start a YouTube account. Get listed in music publications.
3.Promoting Your Band in Person: Play in front of friends and family. Go to local shows.
Promote your music on social media. Make a scrapbook.

4

Q How to Buy a Racehorse?
Arc-D Determine what you want in a horse. Decide how much money you can afford to spend on a horse.

Consider your finances. Find a good breeder. Research the condition of the horse. Check the horse’s
pedigree. Assess the horse’s temperament. Look at the horse’s past. Ask about the horse’s health. Make
sure that you have enough money before you buy the horse. Buy the horse from a reputable breeder.
Purchase the horse from a trustworthy seller. Do not buy a horse from a pet store.

Arc-P 1.Deciding to Buy a Racehorse: Consider the horse’s pedigree. Think about the horse’s age.
Consider the horse’s breed. Consider the horse’s physical condition. Consider the horse’s temperament.
2.Buying a Racehorse in Person: Decide what type of horse you want to buy. Visit several
barns and showmen. Make an appointment with the salesperson.
3.Buying a Racehorse Online: Find a horse to buy. Search for the horse online. Purchase your horse.

Table 10: Examples of system-generated answers with or without subtopics.
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• We balance equation 5 and 6 using a hyper-
parameter τ , specifically, the final score of a
subtopic set S to a question q is calculated as

Score(S, q) = τRelv(S, q) + (1− τ)Indp(S)

We determine τ by heuristically tuning on
validation set (MMR). We did so because the
quality of high-quality subtopics may not be
reflected by automatic coverage-based metrics.
During experiment, we set τ = 0.3.

A.4 Evaluation

A.4.1 Automatic Evaluation
We use the python library rouge 1.0.0 to calculate
ROUGE: https://pypi.org/project/rouge/;
METEOR: https://www.nltk.org/_modules/
nltk/translate/meteor_score.html

A.4.2 Human Evaluation
We recruit Amazon Turks to work on two tasks: (a)
1. Answer Preference, where we ask the Turks to
rank three answers to a given question according to
their preference; (b) 2. Subtopic Selection, where
we ask our judges to grade subtopic sets from three
perspectives: Relevance, Independence and Overall
Preference, on the scale of 1-3 points. The grading
guidelines are given below:

1. Relevance: How close is each subtopic set
related to the question; (1-point: One or more
subtopic is clearly not relevant to the ques-
tion; 2-points: One or more subtopics may
not relate to the question so well; 3-points:
All subtopics are related to the question.)

2. Independence: How independent is each
subtopic to the other subtopics in the same
subtopic set; (1-point: There is a clear mean-
ing overlap (or repetition) between a few
subtopics; 2-points: There is a weak mean-
ing overlap between a few subtopics; 3-
points: There is no meaning overlap between
subtopics.)

3. Overall Preference :How do judges like the
subtopic set. The grading scale for each per-
spective is from 1 to 3. (1: A bad set of
subtopics for the question; 2: An acceptable
but not good subtopics for the question; 3: A
good subtopics for the question)

Answer preference 47%
Subtopic-Relevance 36%
Subtopic-Independence 45%
Subtopic-Overall 39%

Table 11: Inter-annotator agreement of human evaluations

We present the screenshots of our AMTurk pages
in Figure 5 and 6. We measure inter-annotator
agreement using Cohen’s Kappa (k), the results are
presented in Table 11.

A.5 Dataset
We re-purpose the WikihowSum datasetfor our task.
The source code for processing the data has been
included in our project repository.
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Figure 5: A screenshot of subtopic evaluation performed by mechanical turkers.

41



Figure 6: A screenshot of answer ranking evaluation performed by mechanical turkers.
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