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Abstract

Digital transformation reinvents companies,
their vision and strategy, organizational struc-
ture, processes, capabilities, culture, and en-
ables the development of new or enhanced prod-
ucts and services delivered to customers more
efficiently. By formalizing their digital strategy,
organizations attempt to plan for their digital
transformations and accelerate their company
growth. Understanding how successful a com-
pany is in its digital transformation starts with
accurately measuring its digital maturity levels.
However, existing approaches to measuring or-
ganizations’ digital strategy have inconsistent
results, and also do not provide resources (data)
for future research to improve. In order to mea-
sure the digital strategy maturity of companies
and provide a benchmark, we leverage the state-
of-the-art NLP models on unstructured data
(earning call transcripts), and reach the state-
of-the-art levels (94%) for this task. We release
3.691 earning call transcripts and also anno-
tated data set labeled particularly for the digital
strategy maturity by linguists.

1 Introduction

Digital transformation (DT) has emerged as an im-
portant phenomenon and is expected to preserve
its prominence for companies. International Data
Corporation (IDC, 2021) forecast that global spend-
ing on digital transformation will reach $2.8 tril-
lion by 2025 and to exceed $10 trillion over a
five-year period. DT redefines how companies
operate and enhances connectivity, and inclusion
worldwide. According to United Nations(Nations,
2019), AI-enabled frontier technologies are helping
to save lives, diagnose diseases and increase life ex-
pectancy, while AI-enabled education by enabling
virtual learning environments, opens up programs
to students who would otherwise be excluded. DT,
at a high level, encompasses the profound changes
taking place in society and industries due to the
adaptation of digital technologies, while at the orga-

nizational level, organizations by practicing strate-
gies that do not only embrace the implications of
digital transformation but also reach better opera-
tional performance (Vial, 2019).

Vial(Vial, 2019) explores 282 works on digital
transformation in the Information Systems litera-
ture and develops a conceptual definition of DT as

’a process that aims to improve an entity by trig-
gering significant changes to its properties through
combinations of information, computation, com-
munication, and connectivity technologies (p.118).
Organizations, by formalizing their digital strategy
and leveraging their digital resources, plan for their
DT (Bharadwaj et al., 2013; Al-Ali et al., 2020;
Jackson, 2015; Freitas Junior et al., 2016). In or-
der to measure and evaluate the digital strategy of
firms, the status quo of a company’s digital trans-
formation, and the digital maturity level are mea-
sured(Thordsen et al., 2020; Kane et al., 2017).

In this research, our conceptual interest is cen-
tered on measuring the digital strategy maturity of
firms. By considering this as a text classification
task of earnings call transcripts, we leverage several
transformer-based architectures for text classifica-
tion, in addition to rule-based approaches. In the
end we present our measure and release two data
sets for future research1.

2 Related Work

Digital transformation research is one of the most
growing areas and has been studied by management
scientists(Gurbaxani and Dunkle, 2019; Vial, 2019;
Kane et al., 2017; Bharadwaj et al., 2013; Sebastian
et al., 2020), economists (Acemoglu and Restrepo,
2019; Nagaraj and Reimers, 2021), engineers(Issa
et al., 2018), computer scientists (Al-Ali et al.,
2020), and social scientists (Hilbert, 2022; Shibuya,
2020) in the literature. Despite there are many stud-
ies investigating the implications or drivers of DT

1https://github.com/hpataci/DigiCall
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in different fields, our focus is limited to studies in
management science, computer science, and their
intersection.

In this research, we predict the maturity of the
digital strategy of S&P 500 companies by leverag-
ing transformer-based models with domain knowl-
edge. The most similar work to ours (Al-Ali et al.,
2020)’s that uses earning call transcripts but does
not release any data. Therefore, we do not have
chance to test our approach on their data. However,
available earning calls data sets (Li et al., 2020; Qin
and Yang, 2019) have limitations that make it in-
feasible to measure the digital strategy maturity of
companies. Moreover, there is no task-specific an-
notated data set available in the area particularly to
measure the digital strategy maturity of companies.

Every quarter the executive leadership of a pub-
lic company holds an earnings call meeting with
investors and analysts to inform them about the
status of the company, including their major digital
initiatives. An earning calls transcript has mainly
three parts, the first part consists of the names of
company call participants, the second part consists
of the presentation session of company executives,
and the third part consists of a question-and-answer
session. Existing earning call transcripts data sets
do not provide both sessions, but only provide the
answers of the most spoken company executive
in the Q&A session(Li et al., 2020). The execu-
tives might share more information during the first
session than during the Q&A session. One of the
other major issues with the existing data-sets is that
they only share one company executive’s sentences
by discarding other company representatives’ com-
ments (Qin and Yang, 2019). Therefore, this would
also yield inaccurate results leading to biased analy-
sis when we attempt to learn about how companies
are performing in their digital transformation. In
this research, we release all sections of the earning
call transcripts without any section removal.

Any public company has 4 (Q1, Q2, Q3, Q4)
earning conference call meetings annually in the
USA. However, existing data sets in the literature
have missing transcripts for some of these meetings.
Measuring digital strategy maturity with missing
earning conference call transcripts would yield in-
accurate results. Such that if we obtain Apple’s
digital maturity in Q1 and Q2 of 2018, any digital
strategy maturity analysis of Apple would be bi-
ased given that Apple might have disclosed several
accomplishments in Q3 and Q4 of 2018. Moreover,

Dataset DigiCall MAEC Keith Qin
Duration 2018/19 2015/18 2010/17 2017
Companies 469 1,213 642 280
Instances 3,691 3.443 12,285 576
Data Av. Yes Yes No Yes

Table 1: Comparisons of our earnings calls dataset and
the existing public earnings call datasets

available data sets in the literature have missing
data points for some companies and this might also
lead to inconsistent results to measure digital strat-
egy initiatives. Such that (Li et al., 2020) discloses
3443 earning call transcripts of 1213 companies
(average 3 transcripts per company ), while (Qin
and Yang, 2019) discloses 576 earning call tran-
scripts of 280 companies (average 2 transcripts per
company). Therefore, to our knowledge, our data
set has one of the longest time windows for earning
conference call transcripts with the lowest number
of missing transcripts (average 7 transcripts per
company).

3 Problem Definition and Our Hypotheses

There are several research studies attempting to
measure digital maturity in management science
literature (Thordsen et al., 2020; Gurbaxani and
Dunkle, 2019; Kane et al., 2017). However,
among these studies, the only study that leverages
transformer-based models is (Al-Ali et al., 2020)’s
work, and therefore it is the most similar to ours. In
their work (Al-Ali et al., 2020), that they identify
two tasks; first, the prediction of the aspect of the
digital strategy, and second, the prediction of the
maturity of the digital strategy. For the first task,
they disclose a dictionary of 350 terms in 17 topics
to be used with the prediction task 2. Any sentence
s1 contains a term for the aspect of digital strategy,
they combine it with the preceding s0 and subse-
quent s2 sentence from the transcripts and feed the
appended sentences s0+s1+s2 into the model. We
hypothesize that appending s0 and s2 with s1 might
increase the noise in the data. Therefore, we only
process sentences containing aspect maturity terms
s1, and drop s0 and s2. In the second stage, they
predict the maturity stage. If the digital initiative
is being planned, it is labeled as plan, if the dig-
ital initiative is being developed or piloted, it is
labeled as pilot, if the digital initiative is launched

2The list of these terms and topics is available in The
Appendix
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and making an active contribution to the business,
it is labeled as release, if the digital initiative is
being pioneered and making a significant business
impact, it is labeled as pioneer. We hypothesize that
a digital initiative released or pioneered completed
in the past. Hence, these two labels are combined
under the past label by considering the temporal
orientation (Hasanuzzaman et al., 2016; Keith and
Stent, 2019) (grammatical tenses); Plan as Future,
Pilot as Present, and Release and Pioneer as Past.

4 Data Set Creation

4.1 Pre-Processing
Earning conference calls transcripts are recorded
and shared as text and audio files by the company
and third-party companies after each meeting. We
collect earning conference call transcripts to mea-
sure the digital strategy maturity of the S&P 500
companies in 2018 and 2019 from Seeking Alpha.
Each call document has mainly three parts, the first
part consists of the names of company call partici-
pants, the second part consists of the presentation
of company executives, and the third part consists
of a question-and-answer section. We discarded
the first section given that company executives’
names have no impact on our task. 3 Despite the
data was collected at the document level, we used
Stanza (Qi et al., 2020)’s sentence tokenization
to convert these documents into sentences and (Qi
et al., 2020)’s Named-entity- recognition to remove
questions, person’s names, and this resulted with
sentences of company executives. The baseline
study in the area(Al-Ali et al., 2020) identifies two
tasks; prediction of the aspect of the digital strat-
egy, and prediction of the maturity of the digital
strategy. They disclose a dictionary of 350 terms
in 17 topics for the first task to be used with the
prediction task. However, instead of considering
the first task as a prediction task, we dropped the
sentences that do not have matching terms with
(Al-Ali et al., 2020)’s dictionary but kept if there
is a match. In the second stage, we used the anno-
tated data to fine-tune language models to predict
the digital strategy maturity.

4.2 Annotation and Ethics
In order to annotate the pre-processed data, we
instructed 4 freelancer linguists (2 Female, and 2

3We obtained the consent of Seeking Alpha to share
the earning calls transcripts data on April 28, 2022.
We thank them for their consent and acknowledgment.
wwww.seekingalpha.com

Figure 1: The Distribution of Annotations

Male) from Upwork 4. Each linguist at least had
a bachelor’s degree in linguistics, is a native-level
English speaker, and at least has 95% positive feed-
back on Upwork. We randomly selected 400 sen-
tences from 2018 data, distributed 100 sentences
to each annotator, and compensated $40 to each
annotator for this task and allocated one week. In
the next stage, we instructed another linguist (5th
person, Female), hired through Upwork with the
same benchmarks and conditions, to agree or dis-
agree with the annotated data by four people. The
Cohen’s kappa between the first 4-annotators and
the 5th annotator is 84%. Finally, we instructed a
6th person (Male) with industry and domain expe-
rience, to agree or disagree with the annotated data
by four people. The Cohen’s kappa between the
first 4-annotators and the 6th annotator is 95%, and
between the 5th and 6th annotator is 88%.

5 Approaches

In this section, we provide details of different ap-
proaches applied for our task. For each following
approach, the input is a textual string, i.e. a sen-
tence from an earning call document, and the out-
put is a label indicating the status of a company/a
project. We consider three labels: past, present and
future.

5.1 Part of Speech

The first approach is based on part-of-speech (POS).
Given a sentence, POS tags provide grammatical
information for individual words in the sentence.
We use off-the-shelf tools to analyze each given
sentence and use the output POS tags to determine
the status of the sentence.

4www.upwork.com
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5.2 Language Models

Pre-trained language models have shown the state-
of-the-art performance on various NLP tasks. We
also fine-tune the pre-trained models for our task 5.

5.2.1 Domain-Agnostic
We first consider following models pre-trained on
general corpus. BERT(Devlin et al., 2018): One
of the commonly used models that is pre-trained
with different novel tasks such as masked language
modeling, and next sentence prediction. Similar to
other fine-tuning tasks, we simply use the BERT
tokenizer to tokenize the sentence and use the pre-
trained model to encode the tokenized sentences.
ALBERT(Lan et al., 2019): A model based on
BERT but has different architectures that save more
parameters. RoBERTa(Liu et al., 2019): It is also
a variant of BERT. The main difference between
RoBERTa and BERT is that RoBERTa uses dif-
ferent masking strategies during pre-training and
provides more robust performance.

5.2.2 Domain-Specific
Different from previous models, we also consider
models that are pre-trained on financial data as
our task is based on financial documents. More
specifically, we use another BERT-based model
FinBERT(Araci, 2019). Based on the pre-trained
BERT, FinBERT is further pre-trained on financial
documents which demonstrates better performance
on financial tasks. 6

6 Experimental Evaluation and Findings

By building on previous work (Al-Ali et al., 2020)
and several transformer-based models, we consid-
ered predicting the aspect maturity of the organi-
zations’ digital strategy as a text classification task
with past, present, and future as labels. Consis-
tent with the baseline study in the area (Al-Ali
et al., 2020), we trained several domain-agnostic
transformer-based models by applying fine-tuning
with domain-specific data annotated by 4 different
linguists. Despite RoBERTa provides the highest
F-1 weighted at (Al-Ali et al., 2020)’s work, our

5In all transformer-based models, we randomly split the
data as train, validation, test into 75%*75%, 75%*25%, and
25% respectively. All experiments were conducted at Google
Colab Pro and randomly assigned to NVIDIA Tesla P100-
PCIE (16GB) for GPU, and had the following settings: the
learning rate 1e-5 (AdamW), epochs 6, batch size 3. We
used the HuggingFace library https://huggingface.co/ for all
models.

6https://huggingface.co/yiyanghkust/finbert-tone

Model F1 Past
Acc

Present
Acc

Future
Acc

Rule-based
POS 0.91 0.92 0.88 0.88
Domain-agnostic
BERT base-cased 0.91 0.87 0.88 0.92
BERT base-uncased 0.94 0.88 0.98 0.92
ALBERT base-v2 0.89 0.84 0.87 0.92
RoBERTa base 0.79 0.79 0.86 0.75
Domain-specific
FinBERT 0.90 0.91 0.91 0.83

Table 2: Performance of the Proposed Models

findings show that BERTbase-uncased provides
the highest F1-weighted level (94%) while (Al-
Ali et al., 2020) (58.2%). Given that we have dif-
ferent number of labels, and did not experiment
with (Al-Ali et al., 2020)’s data, we are extending
and adding to the literature by addressing some of
the potential data issues in prior work. Different
than previous work(Al-Ali et al., 2020), we exper-
imented with a domain-specific model FinBERT
(Araci, 2019). However, despite FinBERT being
pre-trained and fine-tuned with finance domain-
specific corpus it results lower F1-weighted. The
rule-based approach, POS, provides the highest
accuracy to predict the Past label.

7 Conclusions and Future Work

Predicting the maturity of the digital strategy of
firms accurately might help researchers to explore
organizations’ digital transformation while provid-
ing insights on how to plan for digital transforma-
tion for organizations.

In our supplementary analysis, we find that in-
dustrial trends with respect to the maturity of the
digital strategy also change with time, such that
organizations disclose more past and future digital
strategies in Q4 than in any other quarter. Future
research might consider the time-variant factors
that influence companies’ digital strategy maturity.
Such as, exogenous shocks, competitors’ product
releases might impact organizations’ digital trans-
formation. With the new proposed approach, it
might be possible to predict which future digital
strategy plans of organizations were suspended or
accelerated by also considering the competitive be-
havior of organizations.

61



References
Daron Acemoglu and Pascual Restrepo. 2019. Automa-

tion and new tasks: How technology displaces and
reinstates labor. Journal of Economic Perspectives,
33(2):3–30.

Ahmed Ghanim Al-Ali, Robert Phaal, and Donald Sull.
2020. Deep learning framework for measuring the
digital strategy of companies from earnings calls.
arXiv preprint arXiv:2010.12418.

Dogu Araci. 2019. Finbert: Financial sentiment analy-
sis with pre-trained language models. arXiv preprint
arXiv:1908.10063.

Anandhi Bharadwaj, Omar A El Sawy, Paul A Pavlou,
and N v Venkatraman. 2013. Digital business strat-
egy: toward a next generation of insights. MIS quar-
terly, pages 471–482.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. arXiv preprint arXiv:1810.04805.

José Carlos Freitas Junior, Antonio Carlos Maçada,
Rafael Brinkhues, and Gustavo Montesdioca. 2016.
Digital capabilities as driver to digital business per-
formance.

Vijay Gurbaxani and Debora Dunkle. 2019. Gearing up
for successful digital transformation. MIS Quarterly
Executive, 18(3).

Mohammed Hasanuzzaman, Wai Leung Sze, Maham-
mad Parvez Salim, and Gaël Dias. 2016. Collective
future orientation and stock markets. In ECAI 2016,
pages 1616–1617. IOS Press.

Martin Hilbert. 2022. Digital technology and social
change: the digital transformation of society from a
historical perspective. Dialogues in clinical neuro-
science.

IDC. 2021. New idc spending guide shows con-
tinued growth for digital transformation as
organizations focus on strategic priorities.
https://www.idc.com/getdoc.jsp?
containerId=prUS48372321.

Ahmad Issa, Bumin Hatiboglu, Andreas Bildstein, and
Thomas Bauernhansl. 2018. Industrie 4.0 roadmap:
Framework for digital transformation based on the
concepts of capability maturity and alignment. Pro-
cedia Cirp, 72:973–978.

Paul J Jackson. 2015. Networks in a digital world: A
cybernetics perspective.

GC Kane, D Palmer, AN Phillips, D Kiron, and N Buck-
ley. 2017. Achieving digital maturity: Adapting your
company to a changing world. findings from the 2017
digital business global executive study and research
project. MIT Sloan Management Review and Deloitte
University Press.

Katherine A Keith and Amanda Stent. 2019. Modeling
financial analysts’ decision making via the pragmat-
ics and semantics of earnings calls. arXiv preprint
arXiv:1906.02868.

Zhenzhong Lan, Mingda Chen, Sebastian Goodman,
Kevin Gimpel, Piyush Sharma, and Radu Soricut.
2019. Albert: A lite bert for self-supervised learn-
ing of language representations. arXiv preprint
arXiv:1909.11942.

Jiazheng Li, Linyi Yang, Barry Smyth, and Ruihai Dong.
2020. Maec: A multimodal aligned earnings confer-
ence call dataset for financial risk prediction. In Pro-
ceedings of the 29th ACM International Conference
on Information & Knowledge Management, pages
3063–3070.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach. arXiv preprint arXiv:1907.11692.

Abhishek Nagaraj and Imke Reimers. 2021. Digitiza-
tion and the demand for physical works: Evidence
from the google books project. Available at SSRN
3339524.

United Nations. 2019. The age of digital interde-
pendence. https://www.un.org/en/un75/
impact-digital-technologies.

Peng Qi, Yuhao Zhang, Yuhui Zhang, Jason Bolton, and
Christopher D Manning. 2020. Stanza: A python
natural language processing toolkit for many human
languages. arXiv preprint arXiv:2003.07082.

Yu Qin and Yi Yang. 2019. What you say and how you
say it matters: Predicting stock volatility using verbal
and vocal cues. In Proceedings of the 57th Annual
Meeting of the Association for Computational Lin-
guistics, pages 390–401, Florence, Italy. Association
for Computational Linguistics.

Ina M Sebastian, Jeanne W Ross, Cynthia Beath, Martin
Mocker, Kate G Moloney, and Nils O Fonstad. 2020.
How big old companies navigate digital transforma-
tion. In Strategic information management, pages
133–150. Routledge.

Kazuhiko Shibuya. 2020. Digital Transformation of
Identity in the Age of Artificial Intelligence. Springer.

Tristan Thordsen, Matthias Murawski, and Markus Bick.
2020. How to measure digitalization? a critical eval-
uation of digital maturity models. In Conference on
e-Business, e-Services and e-Society, pages 358–369.
Springer.

Gregory Vial. 2019. Understanding digital transforma-
tion: A review and a research agenda. The journal of
strategic information systems, 28(2):118–144.

62

https://www.idc.com/getdoc.jsp?containerId=prUS48372321
https://www.idc.com/getdoc.jsp?containerId=prUS48372321
https://www.un.org/en/un75/impact-digital-technologies
https://www.un.org/en/un75/impact-digital-technologies
https://doi.org/10.18653/v1/P19-1038
https://doi.org/10.18653/v1/P19-1038
https://doi.org/10.18653/v1/P19-1038


Appendix

Digital Strategy Aspect

This list presents 17 topics of interest detailed by 350 definitional terms obtained from (Al-Ali et al., 2020)

Figure 2: Digital Strategy as Aspect: obtained from (Al-Ali et al., 2020)
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Figure 3: Digital Strategy as Aspect: obtained from (Al-Ali et al., 2020): continued
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DigiCall’s Contribution

Figure 4: Sentences Containing Digital Strategy Initiatives DigiCall vs MAEC
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Figure 5: Sentences Containing Digital Strategy Initiatives DigiCall vs MAEC

66



Figure 6: DigiCall’s Contribution as An Approach

67


