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Abstract

Using insights from social media for making
investment decisions has become mainstream.
However, in the current era of information ex-
plosion, it is essential to mine high-quality so-
cial media posts. The FinNLP-2022 ERAI task
deals with assessing Maximum Possible Profit
(MPP) and Maximum Loss (ML) from social me-
dia posts relating to finance. In this paper, we
present our team LIPI’s approach. We ensem-
bled a range of Sentence Transformers to quan-
tify these posts. Unlike other teams with vary-
ing performances across different metrics, our
system performs consistently well. Our code is
available here1.

1 Introduction

Over the last few years, financial opinion mining
has emerged to be an interesting area of research
(Chen et al., 2021b). Several research (Mao et al.
(2012), Sprenger et al. (2014), Lee et al. (2015),
Pagolu et al. (2016), Asur and Huberman (2010),
Elliott et al. (2018), Crowley et al. (2021)) highlight
the importance of social media posts for predicting
stock markets. Although the wisdom of the crowd
matters, it is still necessary to mine quality posts
from the rest. Quantifying social media posts in
terms of the expected profitability is an open area
for research. Chen et al. (2021a) proposed two
metrics: Maximum Possible Profit (MPP) and Max-
imum Loss (ML) for evaluating such posts. They
recently hosted the FinNLP-2022 ERAI Task2 (in
conjunction with EMNLP-20223). It comprises
pairwise comparison (Task-1) and unsupervised
ranking (Task-2) of financial social media posts
with respect to MPP and ML. In this paper, we de-
scribe our best-performing systems (Task-1 → MPP:

1https://github.com/sohomghosh/LIPI_ERAI_
FinNLP_EMNLP-2022/

2https://sites.google.com/nlg.csie.ntu.edu.tw/
finnlp-2022-emnlp/erai-shared-task

3https://2022.emnlp.org/

57.47% & ML: 59.77%; Task-2 → MPP:18.27% &
ML: -3.90%).

Figure 1: ERAI FinNLP-2022 Tasks

2 Problem Statement

For Task-1, given two posts, the task is to develop
a system for evaluating which of them will lead to
greater MPP and lower ML.
For Task-2, given a set of posts, the task is to de-
velop a system for ranking these posts in terms of
higher MPP and lower ML values.
Results of Task-1 were evaluated using accuracy.
For Task-2, average MPP and ML values of top 10%
posts were considered for evaluation.

3 Datasets

The organizers initially provided the participants
with two datasets. The first dataset (corresponding
to Task-1) had 200 instances out of which 2 were
null. We dropped the null instances from our ex-
periments. Each instance consists of two posts (in
Chinese as well as in English), their MPP and ML
values, and labels corresponding to each post. In
the dataset, the ML label is set to ‘1’ for an instance
(i.e., a pair of posts) when the ML value of the first
post is less than that of the second post, otherwise
the ML label is set to ‘0’. On the contrary, the MPP
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is set to ‘0’ for an instance (i.e., a pair of posts)
when the ML value of the first post is less than that
of the second post, otherwise the MPP label is set
to ‘1’. The posts in the dataset were collected from
social media platforms like PTT4 and Mobile015.
We refer to this as D1. For Task-2, a dataset consist-
ing of 210 unlabelled posts (in Chinese as well as
in English) were provided. This dataset is referred
to as D2. D2 serves as the test set for Task-2. Subse-
quently, the organizers released a test set consisting
of 87 pairs of unlabelled posts (in Chinese and En-
glish) for pairwise comparison. We refer to this as
D3.

Data Preparation

We created training and validation sets from D1
maintaining a split ratio of 80:20. We extended D1
in two ways.

Firstly, we treat each post from the pair indi-
vidually, i.e.,tuple (post-1, post-2, MPP-1, MPP-2,
ML-1, ML-2) is converted into 2 tuples – (post-1,
MPP-1, ML-1) and (post-2, MPP-2, ML-2). This
gave us 320 instances for training and 80 for val-
idation. We refer to this training set as D4. For
sub-systems SB-1 (§4.1), SB-2 (§4.2) and SB-4
(§4.4), we used this set.

Secondly, we expanded D4 by comparing each
post to every other post after removing the null
instances. It resulted in 97,032 instances of training.
This is referred to as D5. The validation set was
kept as it is. We use this in sub-systems SB-3 (§4.3)
and SB-5 (§4.5).

Chen et al. (2022) narrates the dataset and prob-
lem statement in more detail. The formulas for
calculating MPP and ML are mentioned in (Chen
et al., 2021a). In Figure 1, we present the problem
statement and a sample dataset.

4 Sub-systems

Since our submitted systems are ensemble of mul-
tiple sub-systems, we explain each of the sub-
systems here. More details regarding the hyper-
parameters of each sub-system are reported in the
shared codebase.

4.1 Sub-System 1 (SB-1)

For all the Chinese posts in D4, we extracted the cor-
responding embeddings using sbert-chinese-qmc-

4https://www.ptt.cc/index.html accessed on
09/17/2022

5https://www.mobile01.com/ accessed on 09/17/2022

finance.6 We trained a linear regression model
using the embedding as input to learn either MPP
values or ML values based on requirements. We
chose linear regression to start with as we did not
have much data to train.

4.2 Sub-System 2 (SB-2)

This sub-system is similar to SB-1 (§4.1). The
only difference is that we trained a neural network
(multi-layer perceptron model) for 50 iterations
instead of linear regression.

4.3 Sub-System 3 (SB-3)

For this sub-system, we used the D5 dataset. For
each pair of Chinese posts present in D5, we con-
catenated the embeddings for each of the posts
obtained using sbert-chinese-qmc-finance7. We
trained a linear regression mode to learn the dif-
ference of either MPP values or ML values between
each post present in a given pair.

4.4 Sub-System 4 (SB-4)

We customised the BERT model’s architecture (De-
vlin et al., 2019) for the task of regression such that
its last layer learns to predict either the MPP values
or the ML values. This was done by passing the
representation of the [CLS] token through a fully
connected linear layer having 128 neurons followed
by a layer with tanh activation. We initialised it
with the weights from the FinBERT model (Araci,
2019). We used only the English posts present in
D4 for this.

4.5 Sub-System 5 (SB-5)

We extracted FinBERT (Araci, 2019) embeddings
corresponding to all the English posts present in D5.
We trained a multi-layer perceptron model for 500
iterations which takes this embedding as input and
predicts the difference between either MPP values
or ML values corresponding to each post present in
a given pair.

5 Best Performing Systems

In this section, we narrate the systems correspond-
ing to our best-performing submissions.

6https://huggingface.co/DMetaSoul/
sbert-chinese-qmc-finance-v1 accessed on 09/17/2022

7https://huggingface.co/DMetaSoul/
sbert-chinese-qmc-finance-v1 accessed on 09/17/2022
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Figure 2: Ensemble Architecture. PC: Pairwise comparison, UR: Unsupervised Rankings, V to L: values to labels
by comparison, C to R: comparison to rankings.

5.1 MPP calculation for Pairwise Comparison

This is an ensemble of three subsystems SB-1
(§4.1), SB-2 (§4.2) and SB-3 (§4.3). While SB-1
and SB-2 were trained with the objective of learn-
ing the MPP values, SB-3 was trained with the ob-
jective of learning the difference in MPP values for
a given pair of posts. For SB-1 and SB-2, to obtain
labels from raw MPP values, we computed and com-
pared the MPP values of the posts constituting each
pair in the test set. When MPP value of the first post
was greater than MPP value of the second post, we
assigned label ‘1’, otherwise we assigned label ‘0’.
For SB-3, we assigned label ‘1’ when the predicted
difference in MPP is greater than 0, otherwise we
assigned label ‘0’. The final decision for the D3 is
made based on majority voting.

5.2 ML calculation for Pairwise Comparison

This system consists of selecting the final output
from the predictions made by SB-1 (§4.1), SB-2
(§4.2) and SB-4 (§4.4) based on majority voting.
Each of these constituent sub-systems were trained
with the objective to learn the ML values. We scored
each of these sub-systems on every post present in
D3. Subsequently, we compared the raw ML values
of posts constituting each pair in the test set. Label
‘1’ was assigned when ML value of the first post was
lesser than that of the second post, otherwise label
‘0’ was assigned.

5.3 MPP calculation for Unsupervised
Ranking

SB-2 (§4.2) was trained to predict the MPP value
for a given post. We scored D2 using SB-2 and
ranked the posts in decreasing order of predicted
MPP values.

5.4 ML calculation for Unsupervised Ranking
We trained SB-5 (§4.5) to learn the difference in
ML values for a given pair of posts. We used this
system to compare and sort the instances in D2 in
increasing order of predicted ML values.

Figure 2 gives a pictorial representation of all
the ensemble models.

6 Experiments and Results

This section states various experiments we per-
formed and their results. We started with SB-1
which is a linear regression model trained over
sentence embeddings. We tried financial sentence
embeddings available for Chinese as well as the En-
glish language. Subsequently, we replaced the lin-
ear regression model with a multi-layer perceptron
model. We further experimented by transforming
the original training set D1 to D4 and D5. We also
tried altering the last layer of the BERT (Devlin
et al., 2019) model for the task of regression. For
the pairwise classification task, we used the regres-
sion models to get the MPP/ML values for each post
in a pair. We then assigned a label to the pair by
comparing these values as mentioned in §3. The
results are presented in Tables 1 and 2. In this paper
we focus on the best-performing systems among
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Train/Valid. MPP (Pairwise Comparison) MPP (Unsupervised Ranking)
Sl.# Model Data Language Train Valid. Test (D3) Train Valid. Test (D2)
1.1 SB-1 D4 Chinese 100.00% 70.00% 54.02% 8.04% 2.98% 11.83%
1.2 SB-2 D4 Chinese 62.18% 67.50% 48.28% 3.89% 2.45% 18.27%
1.3 SB-3 D5 Chinese 99.63% 60.00% 41.38% - - 17.46%
1.4 SB-4 D4 English 51.92% 47.50% 50.57% 2.11% 3.94% 4.17%
1.5 SB-5 D5 English 99.59% 45.00% 55.17% - - 16.63%
1.6 Ensemble (§5.1) - - - 72.50% 57.47% - - -

Table 1: MPP Results

Train/Valid. ML (Pairwise Comparison) ML (Unsupervised Ranking)
Sl.# Model Data Language Train Valid. Test (D3) Train Valid. Test (D2)
2.1 SB-1 D4 Chinese 97.44% 52.50% 50.57% -10.26% -2.16% -7.81%
2.2 SB-2 D4 Chinese 57.69% 55.00% 50.57% -5.55% -8.01% -5.56%
2.3 SB-3 D5 Chinese 99.65% 52.50% 47.12% - - -3.90%
2.4 SB-4 D4 English 58.00% 50.00% 59.77% -1.87% -1.35% -6.29%
2.5 SB-5 D5 English 91.24% 55.00% 44.83% - - -4.11%
2.6 Ensemble (§5.2) - - 82.05% 57.50% 50.57% - - -

Table 2: ML Results

all our submissions due to page constraints. The
other approaches we tried include classification of
posts separated by [SEP] token using various vari-
ants of BERT (Devlin et al., 2019). Since the D4
dataset consists of single posts, we use the same
training and validation set for both the tasks. As
the D5 dataset comprises only of pairs of posts, we
are unable to provide its performance in the unsu-
pervised ranking task corresponding to the training
and validation set. We ensembled models with
varying lengths of the training set, therefore we
do not report the performance of the model men-
tioned in §5.1 for the training set. Similarly, for
the unsupervised ranking task, we do not report
the performances of the models describe in §5.1
and §5.2 as these models were suitable for pair-
wise comparison task only. The performance of the
participating teams has been reported here(Chen
et al., 2022).We used labelled instances from D4 to
assess the performance of the unsupervised rank-
ing models as well. This helped us in choosing the
best performing models. As D5 was suitable for
pairwise comparison task only, we could not use it
to evaluate the models which were developed for
the unsupervised ranking task. It is interesting to
observe that our ensemble system’s performance
(Sl.# 1.6) is next only to that of team Jetsons in the
pairwise comparison task using MPP. Moreover, in
the same task using ML our subsystem SB-4 (Sl.#
2.4) performs as good as that of the best perform-
ing team DCU-ML (accuracy: 59.77%). However,
we did not submit this sub-system separately as

it did not perform well on the validation set and
submitted the results of the ensemble model (Sl.#
2.6) instead. In the unsupervised ranking using MPP
task, only team PromptShots’s system performed
better than that of ours (Sl.# 1.2). However, in
the unsupervised ranking using ML task, the perfor-
mance of the system developed by team Yet and
the baseline solution were better than that of our
systems (Sl.# 2.3 and 2.5). In this case as well we
did not submit the result corresponding to SB-3
(Sl.# 2.3) where ML of top 10% post is -3.90% on
the test set because the underlying system could not
be evaluated on the validation set obtained from D5.
We submitted results of SB-5 (Sl.# 2.5 ) instead.

7 Conclusion

Comparing the performance of our models with
that of the other participants, we conclude that our
models performed consistently well. We also ob-
serve that in most cases we achieve better perfor-
mances using the Chinese texts than the translated
version in English. This is because we are losing
out on the nuances during translation. We further
observe that ensembling helps in improving the
overall performance.

Collecting more financial posts in a resource-
rich language like English and incorporating prices
of the stock whose MPP and ML are being discussed
as input to the model are interesting directions for
future work.
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8 Limitations

The training dataset is very small in size and does
not assure how the system will perform in real
life. Fine-tuning large language models like BERT
on D5 is compute intensive. Moreover as the MPP
and ML calculation differs for bullish and bearish
market, it would be nice to take market conditions
into consideration.

Ethics Statement
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