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Abstract

Automatic Speech Recognition(ASR) has been
dominated by deep learning-based end-to-end
speech recognition models. These approaches
require large amounts of labeled data in the
form of audio-text pairs. Moreover, these mod-
els are more susceptible to domain shift as com-
pared to traditional models. It is common prac-
tice to train generic ASR models and then adapt
them to target domains using comparatively
smaller data sets. We consider a more extreme
case of domain adaptation where text-only cor-
pus is available. In this work, we propose a
simple baseline technique for domain adapta-
tion in end-to-end speech recognition models.
We convert the text-only corpus to audio data
using single speaker Text to Speech (TTS) en-
gine. The parallel data in the target domain
is then used to fine-tune the final dense layer
of generic ASR models. We show that single
speaker synthetic TTS data coupled with final
dense layer only fine-tuning provides reason-
able improvements in word error rates. We
use text data from address and e-commerce
search domains to show the effectiveness of
our low-cost baseline approach on CTC and
attention-based models.

1 Introduction

End-to-end speech recognition models simplify
the speech recognition process by folding multi-
ple components into a single model. These models
directly convert the speech utterance into the spo-
ken text (He et al., 2019). The major end-to-end
architectures include CTC-based, attention-based,
and transducer-based approaches (Graves et al.,
2013; Graves, 2012; Chan et al., 2015). These all
neural approaches are competitive in terms of per-
formance however they require a large amount of
supervised data to achieve generalization. A model
trained on a single application domain doesn’t work
well on other target domains. Examples of such
applications domains include e-commerce, voice

search, medical, etc. Since it is not feasible to
prepare supervised data for all the application do-
mains, it is common to train models on large out
of domain corpus followed by a small amount of
in-domain finetuning (Bell et al., 2020). However,
this approach still requires the availability of small
labeled data. In the most basic form, the unla-
belled text data from the target domain can be used
to build domain-specific language models (LMs).
The domain LMs are combined with the end-to-end
ASR model using shallow fusion (Kannan et al.,
2018; Shan et al., 2019; Meng et al., 2021). This
approach has limited benefits since the main ASR
model is not tuned to the target domain. Another
popular technique is to prepare synthetic data us-
ing a Text to Speech (TTS) system and the target
domain text data (Sim et al., 2019). This requires a
sophisticated multi-speaker TTS system followed
by the addition of representative noise to make the
data usable. The idea is to make synthetic data
as close as the real-world data. However, this ap-
proach is prone to overfitting as the synthetic data
does not exactly resemble real-world noisy condi-
tions. Different fine-tuning approaches have been
explored using synthetic data to alleviate the over-
fitting problem.

In this work, we are concerned with domain
adaptation techniques when a text-only corpus
from the target domain is available (Gao et al.,
2021). We present a simple baseline approach us-
ing single speaker synthetic TTS data followed by
final dense layer only fine-tuning. The synthetic
data is created using a single speaker TTS system
which is commonly available and also easier to
build in-house. The data is not subjected to any
noise and is directly used to fine-tune the neural
network. Although such single speaker data is easy
to build it is not usable for the training of end-
to-end networks. We, therefore, propose dense-
only fine-tuning for effective fine-tuning. The ap-
proach solely relies on final dense layer fine-tuning
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to avoid over-fitting on single speaker and acoustic
conditions. We refer to the dense layer project-
ing the intermediate embedding onto vocabulary
space as the final dense layer. Since the acoustic
encoder of the neural network is frozen, the net-
work only learns about the linguistic characteristic
of the target domain. Similar approaches have been
explored in literature where only the decoder part
of the neural network is fine-tuned. However, this
approach is not applicable to CTC-based neural
networks (Graves et al., 2006) which do not follow
an encoder-decoder architecture. We present our
approach in the context of CTC and Listen-Attend-
Spell (LAS) based neural network architectures.
For LAS-based network, we also compare dense
only and decoder only fine-tuning. We consider
the text from address (for delivery of e-commerce
products) domain and voice search (of e-commerce
products) domain (Joshi and Kannan, 2021) for
fine-tuning the model trained on a generic multi-
domain dataset. Although encoder only fine-tuning
has been widely studied in the literature (Mimura
et al., 2018), this is the first work to exploit dense-
only fine-tuning which is more relevant to the CTC-
based systems. Moreover, we demonstrate a way
to build an ASR system for the Address domain
which is not explored in the literature.

2 Related Work

Our work is at the intersection of data augmenta-
tion using the TTS system and domain adaptation.
In this section, we review the recent work in these
two areas. The synthetic data generated using the
TTS system was used to improve the recognition
of out of vocabulary (OOV) words in (Zheng et al.,
2021). Both synthetic data containing OOV words
and original data were used together to train the
best RNN-T model. Encoder freezing and elastic
weight consolidation were further shown to provide
extra benefits. Similarly, (Peyser et al., 2019) used
a TTS system to generate numeric training data
and improve the ASR performance on the out of
vocabulary numeric sequences. The importance of
data augmentation over semi-supervised learning
was shown in (Laptev et al., 2020). In this work,
the TTS system was trained on the same supervised
ASR data set and used to generate synthesized sam-
ples on a wider set. The work also highlights the im-
portance of multi-speaker TTS systems and noise
addition to build usable systems. Other data aug-
mentation techniques like spec augment (Park et al.,

2019) were shown to be complementary with TTS
based augmentation in (Rossenbach et al., 2020).
Effective training strategies for using synthetic data
were proposed in (Fazel et al., 2021). In order to
avoid catastrophic forgetting, multi-stage training
was used. The encoder layers were frozen in the
initial stage followed by full fine-tuning in later
stages. An elastic penalty was also added to the
loss function so to avoid large deviation in learned
parameters.

Similar approaches have been proposed for do-
main adaptation as well with a bais towards fine-
tuning based transfer learning approaches. An
LSTM-based domain classifier was trained to se-
lect an appropriate domain adapted language model
in (Liu et al., 2021). The corresponding domain-
specific language model was used for second pass
re-scoring. The transfer learning approaches for
domain adaptation and cross-language adaptation
were evaluated in (Huang et al., 2020). They com-
pare the fine-tuning of the pre-trained QuartzNet
model with the corresponding model trained from
scratch. They concluded that large pre-trained mod-
els performed better than small pre-trained models
and the models trained from scratch. Another form
of transfer learning involves partial fine-tuning of
the model instead of the entire model. The decoder
only fine-tuning for domain adaptation in Listen-
Attend-Spell (LAS) based model was evaluated in
(Ueno et al., 2018). The model is first trained on
the source domain followed by decoder only fine-
tuning on the target domain. The partial fine-tuning
is shown to work better than the full fine-tuning
and from the models trained from scratch. An adap-
tation technique specific to RNN-T networks using
text-only data was proposed in (Pylkkönen et al.,
2021). The prediction network of RNN-T is viewed
as a neural language model and is adapted using
text-only corpus while keeping the encoder and
joint network fixed. Another approach for adapting
RNN-T network using text-only data was proposed
in (Li et al., 2020). The fine-tuning of prediction
and the joint network was performed using syn-
thetic TTS domain-specific data. Partial fine-tuning
was shown to work better than full fine-tuning ap-
proaches. These works mainly used RNNT-based
systems and employ a multi-context multi-speaker
TTS system. In this work, we use a single speaker
TTS system with a focus on CTC and attention-
based models. Moreover, we focus on dense only
fine-tuning instead of decoder fine-tuning studied
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in these works.

3 Methodology

The flow of our process is depicted in Figure 1.
We follow a simple pre-training and fine-tuning
approach. The model is first trained on general
out-of-domain data. The target domain text data
is converted into audio using a single speaker TTS
engine. The synthetic samples are then used to
fine-tune the final dense layers of ASR models. We
consider two model types i.e CTC based models
and Attention-based models. The model architec-
ture and TTS system description are provided in
the following sub-sections.

3.1 Model Architecture

We consider CTC and attention-based ASR models
which follow the same pre-processing steps (Joshi
and Kannan, 2021). The audio is segmented into
20ms chunks with an overlap of 10ms. Log-mel
features are computed and provided as input to the
model. Standard spec-augment is used for time
and frequency masking of the spectrograms (Park
et al., 2019). An 80-dimensional log mel feature is
computed per time step. Three consecutive features
are stacked to give a final feature of size 240. The
output vocabulary size consists of sub-word units
of size 5000. The sentence piece library is used to
train the subword model using the generic out-of-
domain data (Kudo, 2018).

The CTC-based model consists of a series of
stacked LSTM layers followed by a final dense
layer projecting the hidden vectors onto the vocab-
ulary space. The LSTM consists of 700 units at all
levels. A total of 12 LSTM layers are present with
a final dense layer of size 700 x 5001. The final
vocabulary element is reserved for the blank token.
The CTC loss function is used to train the model.

The attention-based model follows a transformer
LAS architecture. It consists of 10 encoder layers
and 2 decoder layers. All the layers are standard
transformer blocks. The internal model dimension
is 512 units and the feed-forward dimension is 2048
units. Each block has 4 attention heads with 1024
units each. The final dense layer on the decoder
side has a size of 512 x 5000. The same generic
vocabulary is used for all the experiments. This
sequence to sequence model is trained using the
cross-entropy loss function.

A single speaker TTS system is used to gen-
erate the synthetic data. The system is based

Figure 1: Domain Adaptation Process

on Tacotron2 architecture (Shen et al., 2018)
and a Clarinet (Ping et al., 2018) based vocoder.
The Tacotron2 sub-system converts a sequence
of phonemes to a mel-spectrogram. The gener-
ated mel-spectrogram is converted into a time-
domain using a Clarinet-style vocoder. In-house
single speaker studio recordings are used to train
this model. Both Hindi and English queries were
recorded using the voice of the same artist and
the text was represented in Devnagari script. The
TTS system could therefore be used to convert both
English and Hindi text to audio.

3.2 Dataset Details
The train data consists of a multi-domain generic
audio corpus and two domain-specific synthetic
data sets. The generic data consists of crowd-
sourced read speech corpus. It consists of around 4
million samples amounting to 6500 hours of data.
The domain-specific data were synthetically cre-
ated using a single speaker TTS engine. The two
domains under consideration are the voice search
domain and address domain. The search domain
corresponds to the Flipkart e-commerce product
search domain. The address domain corresponds
to the pan India delivery address. Both the do-
mains contain around 3 million samples which are
approximately 4000 hours of data for VS domain
and 5000 for the address domain. The address
domain queries are longer as compared to voice
search queries. All the datasets consist of queries
in both English and Hindi. All the text is repre-
sented in the Devanagari script. The test data was
real-world domain-specific data recorded on the
Flipkart application. The test data is multi-speaker
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Model Test WER Test WER +
LM Rescoring

N-Best WER

LAS-Gen 25.31 22.18 13.71
LAS-Dense 16.25 15.55 7.6

LAS-Decoder 13.65 13.36 5.82
CTC-Gen 31.84 25.58 13.83

CTC-Dense 20.32 17.66 8.24

Table 1: Word Error Rate(WER) for different model variations using Voice Search Domain. The N-Best WER
indicates the best WER in the top N=10 beams.

Model Test WER Test WER +
LM Rescoring

N-Best WER

LAS-Gen 39.42 31.62 25.35
LAS-Dense 22.57 16.38 11.01

LAS-Decoder 18.96 12.54 8.17
CTC-Gen 31.08 22.81 19.74

CTC-Dense 22.43 15.42 12.15

Table 2: Word Error Rate(WER) for different model variations using Address Domain. The N-Best WER indicates
the best WER in the top N=10 beams.

data recorded in a noisy environment and it is very
different than the single speaker TTS data recorded
in noise-free studio settings. The test audio data
was manually transcribed by the operations team.
The voice search test data consisted of 25000 ex-
amples and address test data had 7000 examples.
Except for linguistic overlap, the synthetic train
and real test datasets represent completely different
environments, and hence improvements reported
in this work are not dependent on the quality of the
TTS system as long as it is a single speaker.

4 Results

In this work, we evaluate dense only fine-tuning
baseline for CTC and attention-based models. The
domain adaptation approach is presented on two
datasets from voice search and address domain.
The word error rates(WER) is used to compare the
different approaches. The WER is word-level Lev-
enshtein distance between ground truth text and
output text. The results for voice search domain
and address domain are shown in Table 1 and Table
2 respectively. The models are first trained on the
generic multi-domain dataset and represented as
CTC-Gen and LAS-Gen. These pre-trained models
are then fine-tuned single speaker synthetic dataset.
We show that dense only fine-tuning provides con-
siderable improvement in accuracy while at the
same time avoiding over-fitting on single speaker

data. The dense-finetuned models are referred to
as CTC-Dense and LAS-Dense. We also evaluate
decoder-only fine-tuning for LAS models termed
as LAS-Decoder. We report WER with and with-
out external language model rescoring. A kenLM
based language model is trained using text tran-
scripts for both the domains individually. The N-
Best WER is computed by picking the best beam
from the top N=10 beam elements.

The results show that LAS-Dense provides
around 30% relative improvement in WER over
LAS-Gen for VS domain and around 50% relative
improvement for the address domain. The LAS-
Decoder further improves the results by 14% for
VS domain and 23% for the address domain. Simi-
larly, CTC-Dense provides an improvement of 30%
and 32% for VS and address domain respectively
over CTC-Gen. Note that the WER of LAS-Gen
evaluated on address domain is considerably high
as compared to VS domain. Moreover, this sim-
ple fine-tuning and LM-rescoring provides high
improvements in WER. This shows that the text
distribution of address data is very different from
the initial multi-domain data. Also, the variety of
named entities is very high in address data as com-
pared to VS data. Overall we show that dense only
fine-tuning can provide us a reasonable baseline
for domain adaptation. For encoder-decoder ar-
chitectures, decoder fine-tuning serves as a better
option. This is expected as the encoder part can
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also be seen as the acoustic network is frozen and
the decoder network which can be seen as a contex-
tual language model is fine-tuned. For CTC-based
networks, we observe that extending fine-tuning
to even a single lower LSTM layer results in over-
fitting and degradation in performance. Therefore
for CTC networks dense only fine-tuning is the
optimal approach to avoid over-fitting.

5 Conclusion

In conclusion, we demonstrate a simple baseline ap-
proach for domain adaptation using a text-only cor-
pus from the target domain. We show that the final
dense layer only fine-tuning using single speaker
TTS data provides considerable improvements over
the generic model. The results are shown on two
different domains of voice search and address do-
main. For both CTC and attention-based models
we show that dense-only fine-tuning is a reason-
able approach for domain adaptation. Although the
technique is more relevant to CTC-based models it
can also be used with encoder-decoder type mod-
els. For encoder-decoder models, the decoder only
fine-tuning performs better.
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