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Tilde, Latvia {name.surname}@tilde.lv
Andre Tättar, Taido Purason, Hele-Andra Kuulmets, Agnes Luhtaru, Liisa Rätsep,

Maali Tars, Annika Laumets-Tättar, Mark Fishel
University of Tartu, Estonia {name.surname}@ut.ee

Abstract

We present the MTEE project—a research
initiative funded via an Estonian public
procurement to develop machine transla-
tion technology that is open-source and
free of charge. The MTEE project de-
livered an open-source platform serving
state-of-the-art machine translation sys-
tems supporting four domains for six lan-
guage pairs translating from Estonian into
English, German, and Russian and vice-
versa. The platform also features gram-
matical error correction and speech trans-
lation for Estonian and allows for format-
ted document translation and automatic
domain detection. The software, data and
training workflows for machine translation
engines are all made publicly available for
further use and research.

1 Project Background

MTEE is an Estonian governmental project to de-
velop high-quality machine translation (MT) plat-
form that is open-source and free of charge. The
project was motivated by the COVID-19 pan-
demic. It was aimed to address the country’s need
for fast and cheap translation of information to and
from Estonian and the languages most relevant to
Estonia’s society: English, German, and Russian.
MTEE was funded by the Ministry of Education
and Research via a public procurement through
the Language Technology Competence Center at
the Institute of the Estonian Language. The dura-
tion of MTEE project was nine months, and it con-
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cluded in January 2022. It was fulfilled as a col-
laboration between Tilde and the Institute of Com-
puter Science of the University of Tartu. A demon-
stration of the platform1 is made publicly available
by hosting using the infrastructure of the High Per-
formance Computing Center of the University of
Tartu.

2 Data

To train MT systems, we used parallel data
from OPUS (Tiedemann, 2009), ELRC-SHARE
(Piperidis et al., 2018) and EU Open Data Portal,2

as well as data donors and industry partners. In
contrast, monolingual data were mainly obtained
from the public web. To classify data as belong-
ing to legal, military, crisis, or general domains,
we used its source information. Furthermore, we
used terminology provided by the Institute of the
Estonian Language to automatically obtain addi-
tional data for individual domains. The result-
ing data sets ranged from 5 to 20 million parallel
sentences for the general domain. However, data
sets were much smaller for niche domains and lan-
guage pairs, such as the German–Estonian crisis
domain, where only a few dozen sentence pairs
were identified. We observed a similar pattern for
the monolingual data, for which data sizes ranged
from 50 million sentences for the general domain
to only 8 thousand sentences for the Russian mili-
tary domain.

We used random held-out subsets of training
data for testing and development, which, depend-
ing on the language pair and domain, were 500 to
2000 sentences large. Held-out subsets, however,
are part of pre-existing parallel corpora, which

1https://mt.cs.ut.ee/
2https://data.europa.eu/



may be present in training data of other (also third
party) MT systems, which would make a fair com-
parison of the MT system quality impossible. For
this reason, we also created entirely novel transla-
tion benchmarks3 by ordering professional transla-
tions of recent news.

3 Models

Following the implementation by Lyu et al. (2020),
we trained modular multilingual transformer-
based models (Vaswani et al., 2017) using fairseq
(Ott et al., 2019) with separate encoders and de-
coders for each input and output language. We
selected this architecture because it showed bet-
ter results for lower-resourced language pairs and
domains. The final set of models was trained on
a combination of parallel and back-translated data
and fine-tuned for each domain.

To evaluate MTEE MT systems, we compared
them against the public systems by Tilde, Google,
DeepL and Neurotõlge.4 The evaluation using the
newly created translation benchmarks yielded re-
sults5 on average favouring MTEE systems for all
domains. These results suggest that, at least as
these tests can tell, MTEE systems are competitive
and of high quality.

4 Platform

The MTEE platform serves the MT systems and
provides functionality for text, document (.docx,
.xlsx, .odt, .tmx, .pptx, .txt), and web page trans-
lation for all domains and language pairs. Be-
fore the translation request is routed to the corre-
sponding MT model, adherence to one of the four
domains is automatically detected using a fine-
tuned XLM-RoBERTa (Conneau et al., 2020) lan-
guage model. For translation directions where Es-
tonian is the source language, the platform also
provides hints for grammatical error correction6

and speech translation via a cascade of automatic
speech recognition7 followed by an MT system.
These components can be accessed through the

3https://github.com/Project-MTee/MTee_
translation_benchmarks
4https://www.neurotolge.ee
5https://raw.githubusercontent.com/wiki/
Project-MTee/mtee-platform/WP3.pdf
6https://github.com/tartunlp/grammar-api/
pkgs/container/grammar-api
7https://github.com/tartunlp/
speech-to-text-api/pkgs/container/
speech-to-text-api

translation website or their REST APIs. All com-
ponents developed for the platform are dockerized
and released under the MIT license.8

5 Current Status of MTEE

The MTEE project concluded in January 2022, and
its results were handed over to the Language Tech-
nology Competence Center at the Institute of the
Estonian Language.

The High Performance Computing Center of the
University of Tartu is hosting the MTEE platform’s
demonstration for at least another year. Tilde and
the Institute of Computer Science of the Univer-
sity of Tartu also continue to provide their techni-
cal and scientific support during this period.

Ultimately, when the Institute of the Estonian
Language has approbated the technical and scien-
tific results of the project, they should possess the
knowledge and the know-how to extend and main-
tain the platform independently.
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