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Abstract

In this work, we propose a Named Entity
(NE) handling approach to improve trans-
lation quality within an existing Natural
Language Processing (NLP) pipeline with-
out modifying the Neural Machine Trans-
lation (NMT) component. Our approach
seeks to enable fast delivery of such im-
provements and alleviate user experience
problems related to NE distortion. We
implement separate NE recognition and
translation steps. Then, a combination
of standard entity masking technique and
a novel semantic equivalent placeholder
guarantees that both NE translation is re-
spected and the best overall quality is
obtained from NMT. The experiments
show that translation quality improves in
38.6% of the test cases when compared to
a version of the NLP pipeline with less-
developed NE handling capability.

1 Introduction

NE play a crucial role in many downstream NLP
tasks. There is extensive research showing that
properly handling NE improves the performance
of systems performing Question Answering (Tal-
mor and Berant, 2019), Summarization (Zhou et
al., 2021), and Information Retrieval (Wang et al.,
2021). In this paper, we focus on NMT, another
task that benefits from NE modeling (Shavarani
and Sarkar, 2021). NMT models are prone to dis-
turb NE, leading to critical quality issues in the
translation. Overcoming such problems is chal-
lenging since it is hard to have good coverage
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of all possible entities in the training data. This
is due to the open-ended nature of NE as well
as their domain specificity. For example, for the
Organization (ORG) category, new entities
appear daily in a variety of domains. Moreover,
NE are linguistically complex structures that can
occur in ambiguous contexts. This impairs the
ability of models to generalize and instead learn
unwanted biases (Hassan Awadalla et al., 2018;
Modrzejewski et al., 2020). This causes NE to be
hallucinated towards frequent realizations, omit-
ted, or incorrectly translated. Figure 1 shows some
examples of this issue in the output translation of
an English → French NMT model. This occurs
despite the model having 65× 106 parameters and
being trained with 100 million sentence pairs.

The NMT community has long been famil-
iar with the NE handling problem (Koehn and
Knowles, 2017). This has spurred research on how
to address such model limitations. Invariably, all
works resort to either incorporating new model-
ing features in existing NMT architectures (Li et
al., 2019; Modrzejewski et al., 2020) or integrat-
ing with external knowledge sources to bridge the
NE gap (Zhao et al., 2020a; Feng et al., 2021).

In spite of the achievements of the previously
mentioned works, they have the drawback of re-
quiring a model-specific solution. In a commercial
setting, this is problematic since NE handling, at
least for some categories, might come only as an
afterthought. Having the NLP pipeline already in
place entails that rolling out changes can be slow
due to the high number of existing models. It
should be noted that there are also time and budget
constraints regarding the model size and volume of
training data in order to make a NMT system eco-
nomically viable. This blocks translation quality
improvements related to NE handling.



DATE distortion

Input: However, on 18 February 2022 you again contacted us.
Translation: Cependant, le 18 février, vous nous avez à nouveau contactés.

PERSON distortion

Input: Hi Zéphyrin
Translation: Bonjour Zécerin

Figure 1: Examples of NE distortions by NMT.

In this paper, we propose an alternative perspec-
tive to NE handling. We argue that it is important
to deliver, as fast as possible, translation quality
improvements to end-users, avoiding critical com-
munication issues. To achieve this, we describe a
process that enables NE handling to be deployed in
an NLP pipeline without changing the NMT com-
ponent. In an NMT industry scenario, this is rele-
vant since flexibility in model architecture is nec-
essary to accommodate different use cases. Thus,
the decoupling of NE handling is desirable to not
add extra requirements to the NMT component.

In particular, we first carry out a NE recogni-
tion pre-processing step. Then, we obtain the cor-
responding translation for that entity. Finally, we
resort to a semantically-equivalent mask that the
NMT can properly handle. When it is not possi-
ble to generate a semantically-equivalent entity, we
default to the standard placeholding method from
NMT. This affords a good trade-off between trans-
lation quality and the NLP pipeline run-time.

2 Related Work

The standard approach to NE handling within a
NLP pipeline corresponds to introducing NE infor-
mation and forwarding it to the NMT component.
The end goal is to allow the model to improve the
NE translation quality. In previous work, there are
different approaches to make use of this NE infor-
mation, which we summarize below.

A possible approach is the placeholder
method (Wang et al., 2017; Post et al., 2019),
where source sentences are masked by a generic
entity token, exposed to the NMT model during
training. After translation, the masks are placed
back into the target sentence, based on an index
or alignment. Li et al. (2016; 2019) extend this
approach to overcome the limitation of dealing
with rare words in this setting. This is done with
a dedicated character-level sequence-to-sequence
model for NE translation. A NE recognition

step is also added to enable the use of category-
specific entity tokens. NEs are crawled from the
training data and their translation extracted from
Wikipedia. The NE translation pairs are then used
to train both the character-level and NMT models.

Another line of research uses entity embeddings
to convey word-level NE category information to
guide the NMT model. An example is source
factors (Sennrich and Haddow, 2016), which take
the form of supplementary embeddings that are
added or concatenated to existing word embed-
dings in the model. Ugawa (2018) combines
this with an additional Long Short-Term Mem-
ory (LSTM) (Hochreiter and Schmidhuber, 1996)
layer to better handle NE. This contrasts with
the work from Modrzejewski et al. (2020), where
better translation quality is achieved by directly
combining source factors in a Transformer net-
work (Vaswani et al., 2017). SemKGE (Mous-
sallem et al., 2019) take a similar approach but
construct the embeddings differently. These map
subject-relation-object triples from a Knowledge
Graph (KG) (Vrandečić and Krötzsch, 2014) into
a continuous vector space to obtain Knowledge
Graph Embeddings (KGE) (Bordes et al., 2013).
To this end, a supervised fastText (Joulin et al.,
2017) classifier determines a set of referring ex-
pressions of NE from the KG and uses them to ini-
tialize the embedding weights of the NMT model.
Zhao et al. (2020b) use a similar methodology but
focus on dealing with the drawback of only tak-
ing into account NE that appear in both the KG
and the training dataset. To leverage the remaining
relevant information in the KG, phrase translation
pairs are first extracted from the training data. The
pairs that appear in the KGs are considered seed
pairs in a KGEs semantic space. This semantic
space is then used to compare new NE with the
seed pairs. If KGE are close, then a synthetic sen-
tence pair is generated by replacing the original NE
with the new ones.



Continuing the entity embedding research line,
Xie et al. (2022) take it a step further and pro-
vide a generic recipe to achieve a single end-to-end
NE-aware NMT model, which avoids the overhead
of separate NE handling steps. Moreover, there is
no extra cost at inference time since the NE com-
ponents can be disabled. To achieve this, an en-
hanced encoder and decoder are trained in a multi-
task framework by combining translation and NE
recognition in a focal loss (Lin et al., 2017).

Given the current state-of-the-art, we conclude
that previous approaches introduce coupling to the
NMT architecture by either changing it or jointly
training new embeddings. While this brings ad-
vantages in many scenarios, we argue that it is also
valuable to address the use case where a large NLP
pipeline already exists and fast incremental im-
provements to NE need to be delivered by means
of new categories. In this context, we build upon
the placeholder approach, where we are willing to
sacrifice translation quality for a translation guar-
antee that certain words are perfectly translated.
We extend this approach to better reconcile these
two competing aspects as well as study the more
complex case where the NE require translation.

3 Named Entity Handling

In our approach, we first start by performing a
NE recognition pre-processing step (Section 3.1).
Then, we obtain the corresponding translation for a
given target language (Section 3.2). We forward all
the previous information to a NE handler step that
obtains the best possible quality from the existing
NMT model while guaranteeing that the expected
translation appears in the output translation.

3.1 Recognition

For this step, we combined regex and neural
network-based approaches to identify NE in a
source sentence. This way we can capture NE with
a structured format as well as context dependent
ones. We support the following categories:

• Regex: GLOSSARY, IP-ADDRESS, EMAIL,
ALPHANUMERIC-ID, PHONE-NUMBER,
BANK-NUMBER, CURRENCY, NUMBER,
PERCENTAGE, URL, and DATE (numerical).

• Neural: PERSON, COUNTRY, Products
& Organizations (PRO-ORG), and
DATE (alphanumerical).

The GLOSSARY category is a manually curated
list of terminology that must be enforced in a par-
ticular domain. The ALPHANUMERIC-ID cap-
tures NEs such as promotional codes. The regex
DATE category matches numerical dates (e.g.:
yy/mm/dd). The neural DATE covers the num-
bers and text case such as “January 1st, 2022”. The
PRO-ORG is a merge between two different cate-
gories, Products, and Organizations since it is of-
ten the case that they are almost indistinguishable.1

The remaining categories are self-explanatory.

3.2 Translation

Different translation needs stem from the dif-
ferent possible NE categories as well as the
language pair. For a set of categories, the NE
should be kept as in the original text and should
not be translated. This is the case for URL,
PRO-ORG, PHONE-NUMBER, IP-ADDRESS,
BANK-NUMBER, (generally) PERSON, NUMBER,
PERCENTAGE, DATE (numerical), CURRENCY,
ALPHANUMERIC-ID, and EMAIL.

When the NE cannot be copied, it is necessary to
provide a suitable translation. For cases where the
NE can be translated without context, a dictionary-
based approach can be suitable. This is the case
for the COUNTRY category since there is a lim-
ited number of possible realizations. Moreover,
building the dictionaries for a variety of language
pairs is feasible through available resources such
as KGs. Another option can be to outsource the
NE translation to an external NMT provider such
as Google, Amazon, or Microsoft. A use case for
this is the DATE (alphanumerical) category since
there is some variety in the day, month, and year
structure as well as language-specific punctuation
rules that make it hard to translate. Using an exter-
nal service can be a solution in this case, because
the provider can afford to have very large generic
models (trained on large amounts of data), making
them more robust to some NE categories.

Depending on the target language, a category
might require or not translation. This is the case
of PERSON, which requires transliteration if the
source and target scripts do not match, namely in
Arabic, Russian, and Greek. The strategies de-
scribed above can still be applied. The dictionary
approach can be supported by character transliter-
ation tools when a name cannot be found.

1For example, the search engine Google is also the name of
the organization.



3.3 Neural Machine Translation Integration

The output of the previous steps is a set of word
spans with the NE category and expected transla-
tion. In the next section, we describe how to inte-
grate this output with NMT to obtain a more robust
NE handling strategy.

3.3.1 Named Entity Masking

It is plausible that a particular realization of a
NE will not be present in the training data of the
NMT model, leading to a poor quality translation.
For example, the PERSON category has a wide va-
riety of realizations since it varies according to the
language, can have abbreviations, and many possi-
ble combinations of first, second, and last names.

To overcome the previous problem, we propose
the use of a semantic equivalent version to mask
the original NE. This is akin to the standard mask-
ing in NMT, which corresponds to a context-free
replacement of a class of input tokens with a single
mask token. The idea is to collapse distributionally
similar tokens into a single token that the decoder
can then be trained to reliably copy to the trans-
lation. Then, a demasking step replaces the token
placeholder with either a copy of the source match
value or the translation obtained from a dictionary.
This feature is commonly available in NMT in-
dustry to satisfy the requirement of being able to
enforce domain-specific terminology. The advan-
tage of using a semantic equivalent mask is that
it does not change the underlying meaning of the
sentence. Thus, we can avoid degrading the trans-
lation quality in other parts of the sentence since
the NMT has access to all the necessary linguis-
tic information. To achieve this we only need to
search for a semantic equivalent that the NMT is
likely to correctly translate. To this end, we came
up with a list of plausible candidates and empiri-
cally observe if NMT was able to translate them.

Despite increased translation robustness, there
is still no guarantee that the NMT will output the
semantic equivalent mask. When this is the case,
we argue that it is likely that NMT distorted the
mask. To repair the translation we trigger an en-
tity fallback mechanism. This mechanism resorts
to standard masking using the available default en-
tity token placeholder. This is also useful in situa-
tions where generating a semantic equivalent is not
possible. For example, for the COUNTRY category,
one can easily find the necessary translation for a
variety of languages. The obstacle is that gender

is hard to obtain, especially because it depends on
the target language. Thus, we can first check if the
raw sentence translation contains the expected NE
translation; if it does not, then resort to entity fall-
back. The drawback of this strategy is that it will
hide linguistic information from the NMT. Thus,
errors such as agreement in gender are expected.

The previously described strategy achieves im-
provements on both translation quality and trans-
lation guarantee aspects. This occurs because we
use a semantic equivalent mask to have the best
possible quality from the existing NMT and only
resort to the entity fallback guarantee after check-
ing that the expected translation was not output.

3.3.2 Semantic Equivalent Generation
To apply the previous strategy, it is necessary to

define a semantic equivalent NE generation pro-
cess. This is not straightforward since the required
linguistic features might not be available and vary
across categories and languages. For example, for
the PERSON category, we need to determine the
gender (female, male, or unisex). Despite being an
open-ended NE, it is still possible to get good cov-
erage by leveraging resources available online.2

From these resources, we can build a name lookup
table with the gender information. For PERSON
NE containing more than one word, we heuristi-
cally check each word in the lookup table and re-
turn the first match. Another linguistic feature that
the PERSON category can have is if it corresponds
to a family name. Although we do not try to iden-
tify this feature, we generate a semantic equivalent
family name if we find a title (e.g.: “Mr.”; “Mrs.”).

Putting all NE handling steps together, we pro-
vide two examples of our approach in Figure 2.
In the PERSON category example, the semantic
equivalent masking was able to repair the NE dis-
tortion described in the beginning of this paper
(Figure 1). In the COUNTRY category example,
the NMT did not output the expected translation,
causing a critical error. After re-translating with
the default entity token $MASK, we were able to
guarantee that “Japão” appeared in the final output.
It should be noted that there is an agreement error:
the preposition “na” is in the feminine form and it
should be in the masculine one (“no”). Despite this
error, this is less critical than omitting the NE, and,
thus, the overall translation quality was improved.

2For example, https://github.com/
lead-ratings/gender-guesser



PERSON Example

Input: Hi Zéphyrin
NE Recognition: Hi Zéphyrin
NE Translation: Hi [Zéphyrin→Zéphyrin]

Semantic Equivalent: Hi [Thomas→Thomas]
NMT: Bonjour Thomas

Output: Bonjour Zéphyrin

COUNTRY Example

Input: I understand that currently you are in Japan
NE Recognition: I understand that currently you are in Japan
NE Translation: I understand that currently you are in [Japan→Japão]

NMT: Entendo que, atualmente, está no país
Retranslation: I understand that currently you are in [$MASK→Japão]

Entendo que, atualmente, está na $MASK
Output: Entendo que, atualmente, está na Japão

Figure 2: NE handling pipeline.

4 Experiments

We carry experiments in all NE handling steps,
namely: recognition (Section 4.1), NE translation
(Section 4.2), and NMT integration (Section 4.3).

4.1 Named Entity Recognition Experiments

The following sections describe the evaluation of
NE recognition step.

4.1.1 Experimental Setup

Our NLP pipeline is deployed in a commercial
setting, thus, there are requirements constraining
the model to have a small memory footprint and
fast inference time. The architecture of the neural
network is a stack combining GloVe word embed-
dings (Pennington et al., 2014), an LSTM layer, a
hierarchical character-level BiLSTM-CRF (Lam-
ple et al., 2016), and a final CRF (Lafferty et al.,
2001) layer on top. We use word embeddings of
size 100 and the remaining layers have 256 hidden
units. Training runs for up to 120 epochs, on batch
size 32, and learning rate 0.1.

The training data is from the customer support
domain, in the travel, technology, and education
topics. The data was annotated by a linguist expert,
taking approximately 3 weeks. In total, 46168 En-
glish sentences were annotated. This experiment
focuses on the following categories: PERSON,
COUNTRY, PRO-ORG, and DATE. The number of
instances for each categories is: 5968, 397, 695,
17057, and 2178, respectively.

We compare our performance with two out-
of-the-box models: spaCy 3.2.1 (Honnibal et
al., 2020), en_core_web_sm model, and Stanza
1.3.0 (Qi et al., 2020), OntoNotes-based model.
To measure performance, we use precision, recall,
and F1 metrics in a 10-fold cross-validation setup.

4.1.2 Experimental Results
The results are depicted in Table 1 and show

that our custom model performs significantly bet-
ter than the out-of-the-box models, with differ-
ences up to 72.6 in F1. Between spaCy and Stanza,
we observe that the latter generally performs bet-
ter. It is also possible to observe that there are some
NE categories that are easier to recognize for our
custom model. This is the case of PERSON, and
DATE, which shows that there is a lot of structure
for these categories in our domain. In the remain-
ing categories, the main issues we detected were
variance in context (PRO-ORG), making it hard
for the model to generalize, and a low number of
occurrences (COUNTRY, and DATE), limiting the
ability to learn the category during training.

Given the previous results, we conclude that
in our use case of customer support domain it is
worth paying the acquisition cost of the manually
annotated NE data since it provides a great perfor-
mance boost over out-of-the-box models.

4.2 Named Entity Translation Experiments

We now report the experimental results for the NE
translation step.



Category Metric spaCy Stanza Custom

PERSON Pre 35.7±1.9 71.1±3.4 97.4±0.8

Rec 57.1±2.4 56.8±1.4 97.4±2.8

F1 43.9±1.9 63.1±1.8 96.3±1.6

COUNTRY Pre 23.4±5.7 61.9±5.3 93.1±4.0

Rec 7.5±1.9 6.2±2.5 76.5±8.9

F1 11.2±2.4 11.1±4.2 83.7±5.9

PRO-ORG Pre 40.8±2.9 62.4±3.8 85.9±1.6

Rec 30.8±1.3 36.2±1.5 88.4±2.5

F1 35.0±1.2 45.8±1.8 87.1±1.4

DATE Pre 25.4±2.3 31.4±2.8 87.7±9.1

Rec 78.6±4.5 63.7±2.7 95.3±2.3

F1 38.4±2.8 41.9±2.6 91.0±5.1

Table 1: NE recognition experimental results.

4.2.1 Experimental Setup
As mentioned in Section 3.2, in language pairs

with different scripts, like English → Russian,
the PERSON category might need translation. In
this context, we collected 784 sentences contain-
ing the PERSON category and asked a Russian na-
tive speaker to provide the transliteration. Then,
we measured the accuracy performance for the fol-
lowing approaches: one-to-one character mapping,
Polyglot (Chen and Skiena, 2016), name dictio-
nary (Merhav and Ash, 2018), and NMT providers
(Google, Amazon, and Microsoft). In the name
dictionary approach, we fallback to character map-
ping if the name is not in the dictionary.

4.2.2 Experimental Results
The results in Table 2 show that the most com-

petitive approaches are the name dictionary and
Google, with an accuracy up to 31.9% higher. For
the name dictionary approach, we observe that
the majority of the errors occur (95.3%) when the
name was not present in the dictionary, resulting to
a fall back to the character mapping strategy.

%Accuracy

Character Mapping 50.4
Polyglot 46.2

Name Dictionary 82.3
Google 81.3

Amazon 75.8
Microsoft 74.5

Table 2: Name translation results.

The main difficulty we observed in this task
stems from the fact that name transliteration needs
to follow very specific rules. These introduce
many exceptions to the standard character map-
ping, which explains its low results. An example
of such rules is that the character “ы” can never go
at the end of a name (“й” should be used instead).
This makes the standard mapping from “y” fail for
names like “Rey”.

4.3 Neural Machine Translation Experiments

To understand the impact on quality of extend-
ing our NLP pipeline with new categories, we
performed several experiments for the PERSON,
COUNTRY and DATE (alphanumerical) categories.

4.3.1 Experimental Setup
The datasets are from the same domain as in pre-

vious experiments and the evaluations were done
by expert linguists with fluent knowledge of the
language pairs evaluated. To this end, we marked
if the translation was better, the same, or worse
than the previous version of the pipeline. We con-
sider that the quality is better if errors in the origi-
nal NMT are corrected or if the translation is more
adequate. We consider translations as the same
if both are equivalent. Finally, we consider that
translations are worse if new errors are introduced.
The experiments were carried out in a total of 2130
sentences in 7 language pairs (English source).

Regarding the baseline NMT, we trained bilin-
gual models following the training procedure for
the Transformer-base architecture (Vaswani et al.,
2017). We first train a generic model using data
available in the Opus platform (Tiedemann, 2012);
the data volume is in the order of magnitude of
hundreds of millions. Then, the model is fine-
tuned with domain data; the data volume is in the
order of magnitude of hundreds of thousands. The
improved NE handling used the semantic equiv-
alent (PERSON), Google NMT provider (DATE),
and dictionary (COUNTRY) translation strategies.

4.3.2 Experimental Results
The obtained results are described in Table 3.

Overall, it can be observed that the percentage of
improved sentences is higher than the percentage
of damaged sentences across all categories and
languages. This validates that our NE handling
strategy is beneficial. The majority of the cases
marked as worse are due to incorrectly identified
NE in the recognition step.



Category Target %Better %Same %Worse #Sentences

PERSON German 14.9 80.1 4.9 141
French 22.5 77.4 0.0 31
Dutch 45.4 38.3 16.1 99

Brazilian 93.3 5.15 1.52 330

DATE German 59.5 25.6 14.8 168
French 68.5 21.1 10.3 194

Portuguese 65.0 20.4 14.5 240

COUNTRY German 8.3 87.9 3.8 346
French 3.5 96.3 0.3 400
Dutch 5.0 95.0 0.0 40

Italian 2.7 97.3 0.0 73
Brazilian 9.7 90.3 0.0 31

Portuguese 6.3 87.5 6.3 16
Turkish 4.8 95.2 0.0 21

Table 3: NMT quality experimental results.

The highest improvements were obtained for the
PERSON category in Brazilian Portuguese with
98% of sentences showing better quality. In
this particular case, the majority of these im-
provements are related to punctuation and register.
For the other languages, the main difference was
avoiding name omissions and hallucinations.

For the DATE category, the improvements were
similar across all evaluated languages with gains
up to 68.5% in the test cases. This shows that
this category is prone to be distorted by the
NMT. Looking at the sentences where it per-
formed worse, a more in-depth analysis showed
that the main issues were related to the translation
of ordinal numbers, as well as the wrong prepo-
sition before the date, a consequence of using the
generic entity token mask.

In what respects COUNTRY, it is possible to con-
clude that this is the category with the lowest per-
centage of improvements. The majority of sen-
tences remained the same. This is because the en-
tity fallback mechanism was not triggered often,
which is in line with the fact that this is a NE with
a limited number of realizations. This highlights
the importance of entity fallback since otherwise,
we could be introducing many agreement errors
unnecessarily. In the few cases where the quality
slightly decreased, the root cause was mainly the
use of wrong prepositions before the NE when a
valid translation did not match the dictionary.

5 Conclusions and Future Work

In this work, we presented a NE handling process,
with the ultimate goal of bootstrapping an exist-
ing NLP pipeline to improve translation quality.
This problem was tackled from a perspective of
allowing such improvements to be delivered with-
out having to change one of the main components
of the pipeline, the NMT. By having this decou-
pling, the improvements can be delivered fast, en-
hancing the user experience in situations where NE
translation errors can lead to catastrophic commu-
nication errors. Our process is based on dedicated
recognition and NE translation steps. Integration
into the existing NMT is done through semantic
equivalent masking and an entity fallback mecha-
nism. To evaluate NE recognition, we compared
our domain custom model against two out-of-the-
box models. The results show that the trade-off
between recognition performance and data acqui-
sition costs justifies a custom model for our use
case. To evaluate our overall approach, we com-
pared the translation quality of NE of the existing
pipeline with the improved version. It was possible
to observe that we achieved translation quality im-
provements while affording translation guarantee
at the same time, validating our approach.

We also want to highlight that our approach al-
lows us to easily anonymize Personally Identifi-
able Information (PII) data by exposing the NE
mask rather than its original text. This is a con-
cern for us since our NLP pipeline supports a feed-



back loop between NMT and human post-edition.
The semantic equivalent mask is advantageous in
this scenario since it allows editors to review more
natural-looking sentences and without the cogni-
tive overhead of processing a generic placeholder.

Regarding future work, one of the concerns is
how to extend the generation of semantic equiv-
alent NE to categories other than PERSON. The
main obstacle is identifying the necessary linguis-
tic properties for the generation in all necessary
target languages. Another concern is the scalabil-
ity of the NE recognition component. Thus far,
our solution has been efficient since we have an
overarching domain that ties in otherwise differ-
ent topics. When moving to a completely different
domain, we want to investigate how to keep this
efficiency in collecting new data while leveraging
the existing model.
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