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Introduction

We are excited to welcome you to DravidianLangTech 2022, the 60th Annual Meeting of the Association
for Computational Linguistics. This year the workshop is being held hybrid (online and at Dublin), on
May 26, 2022 with ACL 2022 that will take place also hybrid May 22-27, 2022.
The development of technology increases our internet use, and most of the global languages have adap-
ted themselves to the digital era. However, many regional, under-resourced languages face challenges as
they still lack developments in language technology. One such language family is the Dravidian (Tamil)
family of languages. Dravidian is the name for the Tamil languages or Tamil people in Sanskrit, and
all the current Dravidian languages were called a branch of Tamil in old Jain, Bhraminic, and Buddhist
literature (Caldwell, 1875). Tamil languages are primarily spoken in south India, Sri Lanka, and Singa-
pore. Pockets of speakers are found in Nepal, Pakistan, Malaysia, other parts of India, and elsewhere
globally. The Tamil languages, which are 4,500 years old and spoken by millions of speakers, are under-
resourced in speech and natural language processing. The Dravidian languages were first documented
in Tamili script on pottery and cave walls in the Keezhadi (Keeladi), Madurai and Tirunelveli regions of
Tamil Nadu, India, from the 6th century BCE. The Tamil languages are divided into four groups: South,
South-Central, Central, and North groups. Tamil morphology is agglutinating and exclusively suffixal.
Syntactically, Tamil languages are head- final and left-branching. They are free-constituent order langua-
ges. To improve access to and production of information for monolingual speakers of Dravidian (Tamil)
languages, it is necessary to have speech and languages technologies. These workshops aim to save the
Dravidian languages from extinction in technology.
This is the first workshop on speech and language technologies for Dravidian languages. The broader
objective of DravidianLangTech-2021 was
To investigate challenges related to speech and language resource creation for Dravidian languages.
To promote a research in speech and language technology in Dravidian languages.
To adopt appropriate language technology models which suit Dravidian languages.
To provide opportunities for researchers from the Dravidian language community from around the world
to collaborate with other researchers
Bharathi Raja Chakravarthi, Ruba Priyadharshini, Anand Kumar Madasamy, Parameswari Krishnamurty,
Elizabeth Sherly, Sinnathamby Mahesan, General Chair
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Keynote Talk: Development of e-resources for Tulu – An
Under-resourced Language

Shashirekha HL
Mangalore University

Abstract: Tulu is one of the Dravidian languages predominantly spoken in Southern part of India, main-
ly by the people of Dakshina Kannada, Udupi and some places of Kasaragod. More than 2.5 million
people speak Tulu and they consider it as their mother tongue. Tulu speaking community with its di-
stinct sociocultural traits, religious practices, artistic traditions and theatrical forms has made significant
contribution to the cultural heritage of Karnataka and through it to the totality of Indian culture and civi-
lization. Even though Tulu has its own script called ‘Tigalari’, most people predominantly use Kannada
script to write Tulu articles. Tulu is a free word order language with a high level of agglutination and rich
morphological structure and follow similar strategy for its phonology like other Dravidian languages. A
word is formed by adding suffixes or prefixes to the root word in a series similar to other Dravidian
languages and the word complexity increases with the number of prefixes and/or suffixes where suffixes
indicate the number, tense, case and gender related information. Verbs have both affirmative and negative
voice and with verb-final inflectional patterns, Tulu is an inflectional language like Kannada.
In spite of several literary works in Tulu, digital presence of Tulu is almost zero making it an under-
resourced language. The size of Tulu Wikipedia text and Tulu text corpus are of very less size making
it difficult to construct datasets for any applications. BPEmb - pre-trained subword embeddings with a
vocabulary of size 10,000 and fasttext - pre-trained word vectors, are the only digital resources available
for Tulu natural language processing. Due to lack of resources, computational tools such as Morpholo-
gical Generator and Analyser, POS tagger, NER and so on and applications such as Sentiment analysis,
Offensive language identification, Fake news and are not available for Tulu. This talk addresses the needs
and the possible solutions for the development of resources, tools and applications for Tulu language.

Bio: Professor, Department of Computer Science, Mangalore University, Mangalore
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Abstract

Dependency parsing is a method for doing
surface-level syntactic analysis on natural lan-
guage texts. The scarcity of any viable tools
for doing these tasks in Dravidian Languages
has introduced a new line of research into
these topics. This paper focuses on a novel
approach that uses word-to-word dependency
tagging using BERT models to improve the
malt parser performance. We used Tamil, a
morphologically rich and free word order lan-
guage. The individual words are tokenized
using BERT models and the dependency rela-
tions are recognized using Machine Learning
Algorithms. Oversampling algorithms such as
SMOTE (Chawla et al., 2002) and ADASYN
(He et al., 2008) are used to tackle data im-
balance and consequently improve parsing re-
sults. The results obtained after oversampling
(label accuracy of 69.94% IndicBERT-SVM)
are used in the malt parser and this can be
accustomed to further highlight that feature-
based approaches can be used for such tasks.

1 Introduction

Grammatical structures are directly involved in so-
cial interactions in the use of languages and this is
central for language variation and change. A depen-
dency parser examines a sentence’s grammatical
structure, finding linkages between head words and
modifier words. Dependency parsing is a method
for doing surface-level syntactic analysis on natu-
ral language texts. The dependency parser creates
a parse tree by scanning the words of a sentence
in linear time. It keeps a partial parse, a stack of
words presently being processed, and a buffer of
words yet to be processed at each step.

In contrast to its corresponding constituency
structure, the dependency tree structure is consid-
ered a cutting-edge approach for parsing free word
order languages such as Dravidian languages. A
typical challenge for developing parsers in such
low resource languages is non-projectivity, which

emerges because of languages with free word order
or long-distance dependencies, leading to a signif-
icant proportion of sentences in many languages
requiring a non-projective dependency analysis.

Tamil is a Dravidian language spoken mostly in
Malaysia, Sri Lanka, Singapore and southern India
(Chakravarthi et al., 2021). Tamil is agglutinative
and contains many morphological suffixes. Tamil
has two core word classes: nouns and verbs, with
hundreds of distinct word forms possible through
concatenative and derivational morphology (Pre-
mjith and Soman, 2021). With the exception of
head-final, Tamil has a rich morphology that al-
lows it to have any word order. This is a critical
challenge in Dravidian languages since the subtask
of proper label prediction in dependency parsing
is extremely imprecise. Enhancing the prediction
of these proper dependency relations betters the
dependency parsing scores considerably on parsing
tasks in transition-based parsing algorithms.

Only a few works on dependency parsing for
Indic languages have been mentioned in the litera-
ture, let alone focusing on improving the prediction
of dependency relation labels because there are a
limited number of tools available. The lack of orga-
nized data makes this process extremely challeng-
ing, as unstructured text is difficult to parse on its
own. The necessity of developing and improving
a parser for Tamil is known to find applications in
tasks like semantic parsing, machine translation,
relation extraction, and many others. A key advan-
tage of dependency parser is its ability to gain im-
portant semantic information for languages that are
flexible with the placement of their part of speech
(Butt et al., 2020).

In this paper, we tried to bring about machine
learning approaches built upon a novel way of
generating word embeddings through various pre-
trained multilingual BERT models (Barua et al.,
2020) for improving the dependency relation pre-
diction. These models are fine-tuned to improve
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and study the variational changes within the mod-
els and improving the performance of dependency
parsing for Tamil Language. The currently avail-
able parsers deal with word and sentence level em-
beddings, but for a free word language, the word’s
dependency tags information is held at elementary
character level which is fed onto machine learning
algorithms like Regression, Decision Tree, Ran-
dom Forrest Classification, and Support Vector Ma-
chine (Devlin et al., 2019).

The models chosen are specific to understanding
the relationship of embeddings of words at char-
acter level, where learning through regression and
SVM infers the dimensional separability and fea-
ture space projections, while Decision Tree and
Random Forest are well known relevant feature ex-
tractors. The four different models for dependency
parsing compared directly and analyzed. To train
the models we have tokenized sentences of Tamil
TTB into individual words and extracted its respec-
tive dependency tags, further this data is embedded
and then used to train our models.

Initial results suggest bias towards the majority
dependency class tags, appearing due to the im-
balances in dependency tag distribution. Where
models like SVM become difficult to use as the
class wise accuracy is strikingly low for minor-
ity class labels. One method of tackling the issue
of data imbalance is through Oversampling Algo-
rithms, yielding a higher-class wise accuracy while
slightly compromising the overall accuracy which
are discussed over the experiment section. The
CoNLL-U formatted data is processed and then
BERT case models are used for the token embed-
ding which is used to train the machine learning
models. The dependency of each word is label
encoded which is then further used in training the
models. Our best observed values were for the
support vector machines fed with embedding gen-
erated by IndicBERT (Kakwani et al., 2020) with
label accuracy of 67%, which was further passed
onto a transition-based parser giving 52% labeled
and 89% unlabeled attachment score. Due to the
high imbalance in the dataset, on oversampling of
the data, the observed labeled accuracy was around
56% with improvement in the overall class wise
accuracy for some of the minority classes.

2 Dataset Description

Universal Dependencies (UD) (McDonald et al.,
2013) is a project that aims to create cross-

linguistically consistent treebank annotation for a
variety of languages. The purpose is to facilitate
multilingual parser creation, cross-lingual learn-
ing, and parsing research from the standpoint of
language typology. The Universal Dependency for-
malism is now widely used to construct Universal
Dependency Treebanks (UDTs) with annotations
(Nivre et al., 2016), where in UDv2.7, Indian lan-
guages like Tamil have fewer than 12K tokens.

This paper is worked on over Tamil Tree Bank
(Ramasamy and Žabokrtský, 2012), which has
longer sentences over Multi-Word Tamil Tree Bank
(MWTT). Cored with complex concepts such as
elision, relative clauses, conjunct propagation, rais-
ing and control structures, and expanded case
marking based on the Enhanced Universal Depen-
dency annotation, it forms around 536 sentences
(Sarveswaran and Dias, 2020). There are 400 train-
ing sentences and 120 testing sentences in the
Tamil UDT (Universal Dependency Treebanks),
with around 30 unique observed dependency tags
in the dataset.

3 Related Works

Dependency parsing and the building of annotated
treebanks are currently being researched for Hindi
and Telugu (Bharati et al., 2009; Nivre, 2009; Ze-
man, 2009). In 2009, as part of the ICON 2009
conference, there was an NLP tools contest focused
on parsing Indian languages (Hindi, Bangla, and
Telugu). As the data were feasible, the building of
a large-scale treebank dependency (Begum et al.,
2008) for Telugu (with a goal of 1 million words)
that has about 1500 annotated sentences were one
such notable attempt for building a dependency
parser in Dravidian languages.

Previous works that used Tamil dependency tree-
banks have been published, a paper (Dhanalakshmi
et al., 2010) that used a machine learning approach
to Tamil dependency parsing. This paper described
grammar teaching tools in the sentence and word
analyzing level for Tamil language. As part of the
parser development, Selvam et al. (2009) created
small dependency corpora with 5000 words. Other
works such as Janarthanam et al. (2007) focused
on parsing the spoken language utterances using
dependency framework. Those works did not make
use of treebank to the parser development, rather
they were based on linguistic rules. The work (Ja-
narthanam et al., 2007) used relative position of
words to identify semantic relations. Along with
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the previously mentioned work there was one more
work (Liyanage et al., 2014) that discussed Tamil
syntactic parsing. Liyanage et al. (2014) used mor-
phological analyzer and heuristic rules to identify
phrase structures.

Paper Title UAS Score
Goutam (2012) 94.5
Kolachina and Agarwal (2010) 91.82
Husain (2009) 85.76

Table 1: UAS Scores of Parsing Indian Languages.

Paper Title LAS Score
Sarveswaran and Dias (2020) 62.39
Goutam (2012) 88.60
Kolachina and Agarwal (2010) 70.12
Husain (2009) 65.01

Table 2: LAS Scores of Parsing Indian Languages.

The literature on Tamil dependency parsing is
sparse, though there are some recent works on de-
veloping a Tamil Dependency parser which has
been studied in many contexts, a neural based
parser (Sarveswaran and Dias, 2020) and a rule-
based parsing (Ramasamy and Zabokrtsky, 2011).
To our idea, these are the initial attempts to create
a Tamil dependency treebank.

4 Methodology

The dependency parser’s internal structure is made
up entirely of directed relationships between lexical
components in the sentence. Vital information that
is typically buried in the more sophisticated phrase-
structure parses is explicitly encoded by these head-
dependent interactions. Another reason to employ
a dependency-based method is that head-dependent
connections approximate the semantic link between
predicates and their arguments, making them valu-
able in a variety of applications including ques-
tion answering, information extraction, and co-
reference resolution. Hence the correct dependent
prediction is crucial in the task of Dependency Pars-
ing. Learning contextual information is essential
over generating contextual-independent word em-
beddings for effectively encoding sentence-level
features even inside single-word embeddings, yield-
ing results that are equivalent or even superior to
those achieved with sentence representations (Mi-
aschi and Dell’Orletta, 2020).

The data extracted with morphological and part
of speech information is fed on to various pre-
trained multilingual Bidirectional Encoder Rep-
resentation like mBERT, XLM-RoBERTA, In-
dicBERT and DistilBERT for generating the em-
bedding at character level. The generated embed-
ding is of different dimensions based on the mor-
phology, unified by taking linear combinations of
all vectors generated for each word in a sentence.
These embeddings are passed on to various ma-
chine learning models to analyze performance of
which the best model jointly works with transition-
based dependency parsing.

We follow the Transition-based dependency
parser (Nivre, 2008) which, includes two important
systems; a transition mechanism that transforms a
phrase into a dependency tree, and a machine learn-
ing classifier that can predict the next transition
for each system structure that passes a statement.
Dependency parsing can be accomplished as a de-
terministic search over the transition system, led by
the classifier, given these two components. A stack
of partially processed tokens, an input buffer con-
taining the remaining tokens, and a collection of
arcs representing the partially created dependency
tree make up a parser configuration in this system.
There are four transitions possible in this system
that can only capture projective dependency trees:

• Left-Arc(r): From next to the top, add an arc
labelled r; pop the stack.

• Right-Arc(r): Add an arc from top to next,
labelled r, and put next onto the stack.

• Reduce: Pop the stack.

• Shift: Push next onto the stack.

Reduce operations, such as Left-Arc and Right-
Arc, are named after shift-reduce parsing metaphor
in which reducing involves merging components on
the stack. When it comes to using operators, there
are few prerequisites. When ROOT is the second
member on the stack, the Left-Arc operator cannot
be used (since by definition the ROOT node cannot
have any incoming arcs). Both the Left-Arc and
Right-Arc operators must have two components on
the stack before they may be used.

A transition-based parser can also be defined by
expressing the current state of the parse as a config-
uration, which includes the stack, an input buffer
of words or tokens and a collection of relations that
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create a dependency tree. We begin with an initial
configuration in which the ROOT node is on the
stack, the tokens in the sentence are in the buffer
and the parsing is represented by an empty set of
relations. The stack and word list should be empty
in the end target state and the set of relations will
represent the final parse.

Figure 1: Schematic block for proposed methodology

The approach is similar to neural based parser
oracle of Wang et al. (2020), which is replaced
with machine learning algorithms for arc predic-
tion (see Figure 1), where a sentence with ‘n’ words
w = [w1, w2, w3, . . . , wn] is fed to the Encoder
for obtaining the concatenation of several token em-
beddings is E = [e1, e2, e3, . . . , en] from BERT
models pretrained with Indian Languages. The best
model architecture was observed based on the test
set. We used MaltParser, an open-source implemen-
tation of transition-based dependency parsing with
a range of transition systems and customized classi-
fiers, receives the embeddings equipped with a ma-
chine learning classifier. To overcome the problem
of highly imbalanced label distribution oversam-
pling algorithms such as SMOTE and ADASYN al-
gorithms to up sample the Tamil training set which
improved the results from initial experiments.

5 Experiments & Results

UD Treebanks in CoNLL-U format annotations are
marked with the morphological, POS and depen-
dency label information required for construction
of the parse tree. Tamil UDT provides dataset seg-
regations for training, validation, and testing. To in-
duce the randomness, the data is combined and ran-

dom sampled same ratio, following the approach
of Loganathan et al. (Green et al., 2012). As part
of exploratory data analysis, we analyzed the dis-
tribution of dependency relations in the Train-Test
dataset combined (see Figure 2).

As observed, the classification task was highly
biased towards the majority classes on account of
the high imbalance in the dataset. To extract the
character level significance of Tamil language, the
sentences are broken down on to tokens as specified
in the CoNLL-U formatting. In the encoder mod-
ule, we have used different types of BERT models
for this task, namely mBERT, XLM-RoBERTa, In-
dicBERT and DistilBERT with a range of different
results. These tokens are embedded using these
models which are trained with Tamil and other In-
dic languages to retain the contextual information
of the token.

Figure 2: Class Distribution of Dependency Relation
Label

We have used BERT embedding for the tokeniza-
tion of the input sentences solely because the indi-
vidual word tokens are exclusively dependent on
the sentence itself rather than having just a corre-
sponding index for the word itself like Word2Vec.
Each individual sentence requires its own input id’s
which are a sequence of integers which map ev-
ery input token with its respective token index in
the BERT tokenizer vocabulary. The large BERT
model that is used here has around 24 transformer
encoders and each output per token from one of the
layers can be used as a work embedding. Further
as mentioned these embedded tokens can be fed to
the Parser Oracle of the Malt parser.

Malt parser works based on a transition system
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and two stacks. At each step, a transition is pre-
dicted using machine learning models, altered from
liblinear and libsvm provided by the open-sourced
parser. The input to these models is composed of
the encoding of tokens in stacks and the current
state of the machine. The embeddings passed on
to the oracle are experimented with learning algo-
rithms like linear regression to understand the sep-
arability of the data in its dimension in an attempt
to establish linear relationship with the words. De-
cision Tree and Random Forrest classifiers are well
performing important feature extractors, which is
implemented to better the parsing task and study
the head-dependent tag relation based from the gen-
erated BERT embeddings.

The algorithm closely follows a rule-based ap-
proach for parsing tasks. The sentences are to-
kenized and fed on to classifier trees, which im-
proved the results over the regression models. A
Support Vector Machine classifier is employed to
solve the parsing task, which is a multi-class clas-
sification problem. The multi-class problem is di-
vided into a series of binary-class problems since
SVMs are binary classifiers, that classify the em-
beddings generated by projecting it into higher di-
mension to achieve separability.

Figure 3: Precision & Recall Before Oversampling
(IndicBERT-SVM)

The graph above (see Figure 3 ) , we can clearly
observe that there is a large amount of misclassifica-
tion in quite a few classes. This is mainly because
of the high amount of imbalance in our dataset. To
counter this issue, we have over-sampled the data

using algorithms like ADASYN and SMOTE. The
main goal of using these techniques was to improve
class-wise accuracy.

Figure 4: Precision & Recall After Oversampling
(IndicBERT-SVM)

As observed (see Figure 4), there was a sig-
nificant improvement in the class-wise accuracy
while the overall accuracy remained constant. Both
ADASYN and SMOTE functions are based on the
K-Nearest Neighbours (KNN), difference being
that ADASYN uses density distribution to deter-
mine the number of synthetic samples generated re-
spectively for every minority class. This is done by
changing the weights of the various minority sam-
ples adaptively which compensates for the skewed
distributions. SMOTE creates an equivalent num-
ber of synthetic samples for each original minority
sample. With respect to our experiment, we have
seen that ADASYN yields better results as com-
pared to SMOTE.

The difference being that ADASYN uses density
distribution to determine the number of synthetic
samples generated respectively for every minor-
ity class. This is done by changing the weights
of the various minority samples adaptively which
compensates for the skewed distributions. SMOTE
creates an equivalent number of synthetic samples
for each original minority sample.

We experimented with four different BERT mod-
els for this task and have achieved varying results
based on the model used. IndicBERT being a multi-
lingual ALBERT pre-trained model trained upon 11
Indian languages, outperformed every other BERT
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Encoder/Model Regression Decision Tree Random Forest SVM
mBERT 53.33 52.26 55.35 58.21
XLM-RoBERTa 50.47 55.19 57.98 59.64
IndicBERT 54.21 56.93 60.71 62.33
DistilBERT 48.76 51.52 55.44 58.31

Table 3: Label Accuracy Before Oversampling

Encoder/Model Regression Decision Tree Random Forest SVM
mBERT 50.75 53.64 57.47 65.94
XLM-RoBERTa 52.82 59.66 61.31 66.35
IndicBERT 56.40 59.91 63.38 67.94
DistilBERT 49.36 52.36 56.23 63.57

Table 4: Label Accuracy After Oversampling

model. XLM-Roberta and mBERT had compara-
ble results but often XLM-RoBERTA gave better
results as it uses sentence wise tokenization com-
pared to the word wise tokenization observed in
mBERT. While DistilBERT is more compact and
shows equivalent results to the other models it was
observed to be the least performing model out of
the four used. We included DistilBERT in our
experiments to demonstrate the effectiveness of
Transformer-based language models in a produc-
tion context. The results suggests (see Table 3)
IndicBERT-SVM as the better performing model,
when parsed through Malt Parser we observed La-
bel Attachment Score of 52. Which is lower
compared to the approaches followed by Bharati
et al. (2009), Kolachina and Agarwal (2010) &
Sarveswaran and Dias (2020) (see Table 1), trained
by mixing tree banks of various languages to cal-
culate the respective LAS score, leading to higher
scores, focused on 3 languages-Tamil, Telugu and
Hindi.

Figure 5: Ground Truth - Parsed Sentence

Figure 6: Parsed Sentence Before Over Sampling

Figure 7: Parsed Sentence After Over Sampling

To overcome such low scores, we move ahead
with the method of oversampling, which yielded
better results due to the fact that for distinct mi-
nority class instances. ADASYN uses a weighted
distribution based on how difficult it is to learn,
with more synthetic data generated and trained
for challenging minority class cases lesser in sam-
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ples. Alongside increasing the number of data sam-
ples. As perceived (see Table 4), LS Scores have
drastically improved upon training with syntheti-
cally generated data to improve the parser perfor-
mance. Our best performing model IndicBERT-
SVM’s scores are closer to method of Nivre (2009)
for Telugu Language and Sarveswaran and Dias
(2020) (see Table 1) without mixed language train-
ing giving Label Attachment Score of 56. Con-
sidering a sample sentence from our test set (see
Figure 5) marked with it’s ground truth dependency
relation and syntactic heads. The LAS and UAS
scores was significantly improved by assigning the
right dependency tags before (see Figure 6) and
after the oversampling algorithm (see Figure 7).

6 Conclusion & Future Works

This paper explores the use of a malt parser for
transition-based dependency parsing of Tamil lan-
guage and how an improvement in LS scores can di-
rectly improve the overall parser performance. We
show that for a morphologically rich, agglutinative
language like Tamil, with appropriate vector repre-
sentations from BERT trained by Indic languages
yields enhanced parsing. Various Bert models were
used to improve the dependency relation prediction
accuracy and the best performing model’s scores
are comparable to other methods without mixed
language training. The synthetic data generated
by oversampling algorithms eliminates the need
for more data to an extent, but we suggest train-
ing the model using a variety of datasets for the
low-resource language to efficiently build a parser
with strong contextual embeddings for Dravidian
Languages.

We plan to use these techniques to improve
our results in the near future on building effec-
tive parser for Dravidian Languages. In the future,
we’d like to explore how the outcomes of our data
split evolve when additional data is added, this may
be an excellent tool for self-training. Because the
amount of the tuning data for the SVM (Soman
et al., 2009), (Premjith et al., 2019) appears to be
the most relevant, the UAS may be improved by in-
cluding self-training data in our tuning sets. The ap-
proach of contextual embedding and oversampling
algorithms can be extended to other parsing algo-
rithms like graph based parsing techniques, which
open up wide variety of possibilities of improv-
ing the task of Dependency Parsing for Dravidian
Languages.
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Abstract
Increased use of online social media sites has
given rise to tremendous amounts of user gen-
erated data. Social media sites have become a
platform where users express and voice their
opinions in a real-time environment. Social
media sites such as Twitter limit the number of
characters used to express a thought in a tweet,
leading to increased use of creative, humorous
and confusing language in order to convey the
message. Due to this, automatic humor detec-
tion has become a difficult task, especially for
low-resource languages such as the Dravidian
languages. Humor detection has been a well
studied area for resource rich languages due
to the availability of rich and accurate data.
In this paper, we have attempted to solve this
issue by working on low-resource languages,
such as, Telugu, a Dravidian language, by col-
lecting and annotating Telugu tweets and per-
forming automatic humor detection on the col-
lected data. We experimented on the corpus
using various transformer models such as Mul-
tilingual BERT, Multilingual DistillBERT and
XLM-RoBERTa to establish a baseline clas-
sification system. We concluded that XLM-
RoBERTa was the best-performing model and
it achieved an F1-score of 0.82 with 81.5% ac-
curacy.

1 Introduction

The use of social media sites has increased ex-
ponentially over the decade giving rise to vast
amount of user generated content. Social media
sites offer the ability to reach large number of
users in real time which enable users to share their
experiences easily. The content usually consists
of creative and figurative use of languages such as
humor, insults, sarcasm and irony. In the past cou-
ple of years, research in these linguistic elements
has increased tremendously due to requirements in
academia as well as in organizations.

Natural language processing(NLP) has evolved
significantly leading to improvements in most of
the fundamental tasks like Named-Entity recogni-
tion, sentiment analysis, etc (Singh etal., 2021).
While the advancement is not only attributed to im-
provements in architecture of models but also due
to the increased availability of data. Plethora of
work exists for resource rich languages such as En-
glish (VanHee etal., 2018; A. and Sonawane, 2016;
Patel etal., 2022). However, the same cannot be
said for low-resource languages originating from
the Indian subcontinent such as the Dravidian lan-
guages. Telugu is one of the four major Dravid-
ian languages that stem from India, it is spoken by
more than 75 million people (top, 2005). Hence, it
is vital to establish a baseline system for automatic
humor detection in Telugu language.

In this paper, we explore the task of humor de-
tection, one of the critical elements of a natural
language (Kruger, 1996). Humor is subtle and yet
plays a significant part in our linguistic and social
lives (Martin, 2007). The primary challenge in
working with humor detection is the subjective na-
ture of humor and capturing it in higher order is a
challenge in NLP (deOliveira and Rodrigo, 2015).
Yet, a large amount of research work has been car-
ried out on English tweets and has achieved signif-
icant results.

One of the major challenges in building any
social media analysis model in low-resource
languages is the unavailability of high quality
annotated data for conducting various experi-
ments. In this paper, we address this issue by
collecting Telugu tweets data by scraping Twitter
and performing annotations on it. Furthermore,
the dataset we collected is publicly available 1.
Below is an example of humorous tweet in Telugu:

1https://github.com/shaswa123/telugu_humour_dataset
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నవువ్ రాకపోయినా నవేవ్వాలని ఏమంటారో కానీ ?
What do you call those people who laugh even
when laughter is not induced.

Context: This tweet intends to mock the judges of
a Telugu comedy show who laugh a lot.

Additionally, we trained three multilingual
transformer-based models, namely: Multilin-
gual BERT, Multilingual DistilBERT, and XLM-
RoBERTa and compared their performances to es-
tablish baseline classification system for humor de-
tection in Telugu.

The rest of the paper is organized into re-
lated works (Section 2), detailed description of
the dataset (Section 3), brief description of the
methodology used(Section 4), analysis of results
(Section 5), and finally conclusion (Section 6).

2 Related works

Plenty of work exists on social media text analy-
sis including humor detection. Various works re-
lated to humor detection exist in English language,
such as statistical and N-gram analysis (Rayz and
Mazlack, 2004), Regression Trees (Purandare and
Litman, 2006), Word2Vec combined with K-NN
Human Centric Features (Yang etal., 2015), Con-
volutional Neural Networks (Chen and Soo, 2018)
and transformer models (Weller and Seppi, 2019).

Previous work related to humor detection in
Hindi-English mixed language dataset consists
of scraping Hindi-English tweets and building
N-grams, Bag-of-words, LSTM, Bi-directional
LSTM, and Attention Based Bi-directional LSTM
(Khandelwal etal., 2018; Agarwal etal., 2021;
Sane etal., 2019).

Related works for humor detection in Telugu
language is scarce. Vaishnavi et. al (Pamulapati
and Mamidi, 2021) proposed conversational data
in Telugu language for humor detection and ex-
perimented with TextGCN, FastText, Multilingual
BERT, MuRIL, Indic-BERT, and Multilingual Dis-
tilBERT models. Automatic humor detection in
Telugu for Twitter data is an under-explored area.
According to our knowledge, this paper is the first
attempt at building a novel telugu dataset and then
proceeding with experimenting on various classi-
fiers for humor detection task.

Category Tweets Words
Humorous 458 5477
Non-Humorous 1918 18098
Other 273 4213

Table1: Telugu Twitter humor corpus statistics

3 Dataset

3.1 Corpus Creation

For the creation of our dataset, we have scraped
tweets from Twitter by filtering specific tags. For
collecting humorous tweets, we searched using
the tags such as humour, humor, funny, telugu-
jokes. Additionally, we also searched using tel-
ugu hashtags such a s తమాషా and నవువ్. In total we
collected 1649 tweets using the above-mentioned
tags. For non-humorous tweets we searched us-
ing tags such as news, sports, cooking, cinema etc.
in order to include tweets from various domains
in our dataset. Additional 1000 tweets were col-
lected with these tags. The statistics of the result-
ing dataset is shown in Table 1. All these tweets
were then annotated via two human annotators.

3.2 Humor annotation

The annotation of our tweets was done by two
native multilingual Telugu speakers. Around 50
human hours was spent in tagging tweets into 3
categories: 0 for non-humorous, 1 for humorous,
and n for tweets which do not have enough con-
text to be considered informative or whose body
was repeated. A tweet was considered humor-
ous if it consisted sarcasm, irony, comedy, mock-
ery, comment, or insult. Tweets which were just
stating facts, general speech, quotes, or did not
have any sort of amusement were considered non-
humorous. These humor specifications were taken
from (Khandelwal etal., 2018). The 2649 tweets
were fairly split between the 2 annotators. Below
are few examples of tweets from our corpus:

1. అరటి ఆకులో 66 కూరలు ఉనాన్ ఆవకాయ లేదా అని
అదిగెవాడే మన తెలుగు వాడు
Even though there are 66 curries in a banana
leaf, the one asking for mongo pickle is the
true telugu person.
Explanation: This tweet is classified as hu-
morous as it wittily describes the telugu peo-
ple's liking for mango pickle. Obviously, not
all have this preference, but it is considered
as a popular liked dish in the region.
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2. మన సినిమా ల కి ఆడియనేస్ రారు ..ఇక ' ఆసాక్ర్ '
రాటానికి అసాక్రం ఎకక్డుంటుంది .
Our movies aren't even watched by our own
audience, so for getting oscars we have no
scope.
Explanation: This tweet is classified as hu-
morous as it is satirical in nature and the
user makes a clever word play between os-
car, prestigious award given to movies, and
“askaram”, a telugu word which means hav-
ing scope for.

3. సమతామూరిత్ విగర్హానిన్ దరిశ్ంచుకునన్ కేందర్ మంతిర్
రాజ్ నాథ్ సింగ్
Union Minister Rajnath Singh visited the
Samathamurthy statue
Explanation: This tweet is classified as non
humorous as it just states a fact and doesn't
contain any comedy, satire, or amusement.

4. ఎయిర్ టెల్ ఇంటరెన్ట్ డౌన్... ఫనీన్ మీమ్ లతో
పిచెచ్కిక్చిచ్న నెటిజ నుల్!
Airtel internet down ... insane netizens with
funny memes!
Explanation: This tweet is marked as other
and will be discarded as it isn’t inherently
humorous but refers to some memes which
might be.

3.3 Inter Annotator Agreement

We used the Cohens Kappa coefficient for calculat-
ing the Inter Annotator Agreement as only 2 anno-
tators were involved. The annotators are Telugu-
native speakers whose second language is English.
We extracted a set of 100 tweets and provided it
to the annotators to measure their agreement score.
The first 50 were sampled from the 1649 tweets
intended to be humorous and the next 50 were
sampled from the 1000 tweets intended to be non-
humorous. We obtained a Kappa score of 0.84,
implying that the annotation is of high quality.

4 Methodology

4.1 Preprocessing

In order to convert the humorous and non-
humorous data to a favorable format for perform-
ing humor detection task, several changes were
made to the collected tweets. Preprocessing steps
such as removal of emojis, hashtags and URL
links were implemented. In the tweets, URL links
do not add any information to the data and were

Figure1: Outline of Methodology

hence, removed. Additionally, hashtags were re-
moved so that the models would classify effec-
tively without any bias towards the tags used for
filtering the tweets while scraping.

4.2 Outline of Methodology

The preprocessed data was then used by the
transformer-based models in order to learn distin-
guishable features to classify tweets into humor-
ous and non-humorous. The input text was inti-
tally tokenzied using Subword or Sentencepiece
tokenzation method (Devlin etal., 2019; Liu etal.,
2019). The tokenized tweet in addition with seg-
ment ID and attention mask is fed to the trans-
former models to generate meaningful vectors
summarizing the context of the tweet. The fix size
vector is then classified using a single layered per-
ceptron as shown Figure 1.

5 Modelling

We have trained three transformer models on
our corpus for humor detection task. Trans-
former models with their improved architecture
have achieved state-of-the-art results in numer-
ous benchmark datasets including text classifica-
tion tasks (Young etal., 2018; Alam etal., 2021).
Hence, we decided to train these models to estab-
lish a suitable baseline for future work.

5.1 Transformers

We have used BERT and its variations such as Mul-
tilingual BERT, Multilingual Distill BERT and
XML-RoBERTa, which are all transformer-based
models, as our primary models for performing the
humor detection task. Transformers are a set of
deep learning models which use attention-based
mechanism and are used for transforming one se-
quence into another using encoders and decoders.
The architecture of a Transformer model consists
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of the input being passed through an encoder
which has two parts: a multi-headed self attention
layer and a feed-forward network. This informa-
tion from the encoder is then presented as output
into the decoder which includes the same above-
mentioned parts but with an additional masked at-
tention step. Lastly, it is transformed through a
softmax layer into the output. The Transformer's
self-attention layers are greatly attributed for its
success. And hence, we chose to use the Trans-
former based models for their efficiency at recog-
nizing and attending to the relevant words in sen-
tences and paragraphs which would help classify
the tweets with more accuracy and precision.

5.2 Multilingual BERT
Bidirectional Encoder Representations from
Transformers or BERT is a transformer-based
architecture (Devlin etal., 2019) that has greatly
outperformed previous models like RNN-based
models in various benchmark datasets. This is
due to the ability of the model to capture latent
information from text successfully into a fixed
sized vector. This is mainly attributed to the
following two tasks on which the BERT model
was trained on:

1. Masked Language Model(MLM): From the
given input sequence, 15% of tokens are ran-
domly chosen and replaced with [MASK] to-
kens. The objective of this task is to correctly
predict the masked tokens.

2. Next sentence prediction(NSP): From the
given input segments, the task is to predict
whether the input segments follow each other
in the original text.

Multilingual BERT is trained on Wikipedia data
consisting of 104 different languages (Pires etal.,
2019). It has shown better accuracy as compared
to BERT for NLP tasks involving machine trans-
lation and tasks dealing with multiple languages.
Moreover, out of 104 languages, Telugu was one
of the languages the multilingual BERT was pre-
trained on. Hence, it became crucial to test our
corpus by training this model on it.

5.3 Multilingual DistilBERT
Multilingual DistilBERT is the distilled version
of Multilingual BERT (Sanh etal., 2019). It
is also trained on text belonging to 104 differ-
ent languages including Telugu and on the same

Wikipedia dataset as Multilingual BERT. It con-
sists of 134 million parameters making it on av-
erage twice as faster as multilingual BERT, hence,
making it cheaper to train and convenient to test
on our corpus.

5.4 XLM-RoBERTa

XLM-RoBERTa is a multilingual version of
RoBERTa (Conneau etal., 2020). RoBERTa is a
transformer based model which also happens to be
an improved version of BERT. The following mod-
ifications were implemented on training of BERT
to improve it’s performance:

1. Model was trained on bigger batches and for
more epochs.

2. Removing next sentence prediction task from
the training objective.

3. Longer sequences were considered for train-
ing the model.

4. Changing the masking pattern dynamically
for the training data.

The XLM-RoBERTa was pre-trained on 100 dif-
ferent languages using over 2.5TB of filtered Com-
monCrawl data (Conneau etal., 2020). Moreover,
the vocabulary size was also significantly larger in
comparison to multilingual BERT. These modifi-
cations to BERT have made the XLM-RoBERTa a
more robust model and made it outperform multi-
lingual BERT significantly in most of the multilin-
gual NLP tasks. Therefore, XLM-RoBERTa was
the best choice for our task.

6 Results

The corpus was split into 80% train and 20% test.
We have downsampled the non-humorous tweets
to match the number of humorous tweets. At the
end, we have 732 training examples and 184 test
examples. We have considered macro F1-score
as our metric to select the best model out of the
three models trained on our corpus. XLM-BERT
has outperformed other models with a F1-score of
0.82 and an accuracy of 81.5% as shown in Table 2.
XLM-RoBERTa has shown a significant improve-
ment over multilingual BERT in various multilin-
gual tasks (Conneau etal., 2020). This is mainly
due to the increase in vocabulary size and in the
amount of training data over multilingual BERT.
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Model Accuracy F1-score
Multilingual BERT 81.5 0.81
Multilingual DistilBERT 73.4 0.73
XLM-RoBERTa 81.5 0.82

Table2: Results of various models trained and tested
on our corpus.

7 Conclusion and Future work

In this paper, we introduced the Telugu Twitter Hu-
mor Dataset and have addressed the need to anno-
tate low-resource languages and create datasets in
languages such as Telugu. We have also described
our data collection and annotation process. Ad-
ditionally, we have trained multiple transformer-
based models, namely, Multilingual BERT, Multi-
lingual DistillBERT, and XML-RoBERTa, to per-
form automatic humor detection on our collected
dataset. The performance of these models is com-
pared and a baseline for classification of humorous
and non-humorous Telugu tweets is established in
this paper. Out of the above-mentioned models
used for training our data, XLM-RoBERTa per-
formed the best with a F1-score of 0.82 and an
accuracy of 81.5%. We would like to expand this
work in the future by incorporating the informa-
tion detected from emojis into the classifiers and
by making a multi-modal humor detection classi-
fier as a large number of tweets which were dis-
carded had images present in them too.
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Abstract

Accuracy of English-language Question An-
swering (QA) systems has improved signif-
icantly in recent years with the advent of
Transformer-based models (e.g., BERT). These
models are pre-trained in a self-supervised fash-
ion with a large English text corpus and fur-
ther fine-tuned with a massive English QA
dataset (e.g., SQuAD). However, QA datasets
on such a scale are not available for most of the
other languages. Multi-lingual BERT-based
models (mBERT) are often used to transfer
knowledge from high-resource languages to
low-resource languages. Since these models
are pre-trained with huge text corpora contain-
ing multiple languages, they typically learn
language-agnostic embeddings for tokens from
different languages. However, directly training
an mBERT-based QA system for low-resource
languages is challenging due to the paucity
of training data. In this work, we augment
the QA samples of the target language using
translation and transliteration into other lan-
guages and use the augmented data to fine-
tune an mBERT-based QA model, which is
already pre-trained in English. Experiments
on the Google ChAII dataset show that fine-
tuning the mBERT model with translations
from the same language family boosts the
question-answering performance, whereas the
performance degrades in the case of cross-
language families. We further show that intro-
ducing a contrastive loss between the translated
question-context feature pairs during the fine-
tuning process, prevents such degradation with
cross-lingual family translations and leads to
marginal improvement. The code for this work
is available at https://github.com/g
okulkarthik/mucot.

1 Introduction

India has a population of 1.4 billion people speak-
ing 447 languages and over 10,000 dialects, making
it the country with the fourth-highest number of lan-
guages (Chakravarthi, 2020). However, Indian lan-

guages are highly under-represented on the Internet
and Natural Language Processing (NLP) systems
for Indian languages are in their nascency (Bharathi
et al., 2022; Priyadharshini et al., 2021).Tamil is
a member of the southern branch of the Dravid-
ian languages, a group of about 26 languages in-
digenous to the Indian subcontinent. It is also
classed as a member of the Tamil language family,
which contains the languages of around 35 ethno-
linguistic groups, including the Irula and Yerukula
languages (Sakuntharaj and Mahesan, 2021, 2017,
2016; Thavareesan and Mahesan, 2019, 2020a,b,
2021). Malayalam is Tamil’s closest significant
cousin; the two began splitting during the 9th
century AD. Although several variations between
Tamil and Malayalam indicate a pre-historic break
of the western dialect, the process of separating into
a different language, Malayalam, did not occur un-
til the 13th or 14th century (Anita and Subalalitha,
2019b,a; Subalalitha and Poovammal, 2018; Sub-
alalitha, 2019). Even state-of-the-art multilingual
NLP systems perform sub-optimally on Dravidian
languages (Google, 2021). This can be explained
by the fact that multilingual language models are
often jointly trained on 100+ languages and Indian
languages constitute only a small fraction of their
vocabulary and training data (as shown in Figure
2).

Machine learning models and tools have been
proposed for many Natural Language Understand-
ing tasks. In this work, we focus on Extractive
Question-Answering (QA), where the goal is to
localize the answer to a question within a large
context (see Figure 1). Specifically, we aim to de-
velop a common multilingual question answering
model for multiple Indian languages. A multilin-
gual model has several advantages: (1) learning of
cues across different languages, (2) a single model
for many languages, and (3) avoiding dependency
on English translation during inference. In this
work, we start with a pre-trained multilingual Bidi-
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Figure 1: Example of a QA record from the ChAII
QA dataset along with the translation and transliteration
done on that record.

rectional Encoder Representations from Transform-
ers (mBERT) model and further pre-train it with
SQuAD (Rajpurkar et al., 2016), a large-scale ques-
tion answering dataset in English. The resulting
English-language mBERT-QA model is fine-tuned
and evaluated for Indian languages Tamil and Hindi
using the ChAII dataset (Google, 2021).

Fine-tuning the mBERT-QA model using only
the training instances in the ChAII dataset is less
effective because of the small number of training
samples (1114 records with approximately two-
thirds in Hindi and the rest in Tamil). To overcome
this problem, we use translation and transliteration
to other languages as a data augmentation strat-
egy. The translation is the process of transforming
the source content from one language to another,
while the transliteration just involves modifying
each word from the source content into another
script. Both these operations are executed on the
training dataset for the contexts, questions, and
answers separately; then new locations of trans-
formed answers in the transformed contexts are
computed as shown in Figure 1. Using translation
and transliteration increases the size of the ChAII
dataset manifold.

The choice of languages used for translation
and transliteration is critical. Kudugunta et al.
(2019) showed that languages under the same fam-
ily have similar representations in multilingual
models. Hence, we put together translations and
transliterations from related languages within the
same language family to achieve better perfor-
mance. This will also help with better use of the vo-

cabulary corpora from the low-resource languages.
We also study the impact of translation and translit-
eration on languages outside the family of the target
language. Since the cross-family language trans-
fer degraded the QA performance, we introduce a
contrastive loss (Radford et al., 2021) between the
translated pairs to help retain or improve the origi-
nal performance by encouraging the embeddings
from all languages to be similar regardless of the
family group. Thus, the contributions of the paper
are three-fold:

• We propose a three-stage training pipeline
for question-answering in low-resource lan-
guages.

• We evaluate mBERT for question-answering
in Tamil and Hindi with translations and
transliterations as data augmentation tech-
niques and show that same language fam-
ily translations improve the performance. In
contrast, we show that transliterations do not
improve the QA performance on the ChAII
dataset, regardless of the language family
combinations.

• We propose a contrastive loss between the
features of translated pairs to align the cross-
family language representations.

2 Related Work

Bidirectional Encoder Representations from Trans-
formers (BERT) (Devlin et al., 2018) is a deep
learning model for general-purpose language rep-
resentations. BERT is often used as the backbone
model for several NLP tasks like semantic analysis,
question answering, and named entity recognition.
The bidirectional transformer used in BERT has
a deeper sense of language context and generates
intricate semantic feature representations. These
representations are learned through a pre-training
step using Next Sentence Prediction (NSP) and
Masked Language Modelling (MLM) as pretext
tasks and transferred to the downstream NLP tasks.
The goal of the Next Sentence Prediction task is
to identify whether the two input sentences are
consecutive or not. In Masked Language Mod-
elling, BERT is trained to predict randomly masked
words in a sentence. The Transformer network re-
ceives a sequence of tokens as input and utilizes
the attention mechanism to learn the contextual
relationships between words in a text. These rela-
tionships can then be used to extract high-quality
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Figure 2: Amount of data in GB (log-scale) for the 88 languages that appear in both the Wiki-100 (Merity et al.,
2016) corpus used for mBERT and XLM-100 (Conneau et al., 2020). None of the Indian languages feature among
top-25 languages with the largest amount of data.

language features, which can be fine-tuned for ap-
plications like semantic analysis and question an-
swering. Multi-lingual-BERT (mBERT) is a BERT
model pre-trained using the Wikipedia text corpus
(Merity et al., 2016) in more than 100 languages
around the world. XLM-RoBERTa (Conneau et al.,
2020) scaled this idea with more than 2 terabytes
of common crawl data.

Deep models such as Transformers rely heavily
on the availability of a large amount of annotated
data, which is available only for prominent lan-
guages like English, Russian, German or Spanish
(Ponti et al., 2019; Joshi et al., 2020). For a major-
ity of other languages with a minimal number of an-
notations, cross-lingual transfer learning (Pretten-
hofer and Stein, 2011; Wan et al., 2011; Ruder et al.,
2019) has been proposed as a possible solution.
This approach can transfer knowledge from the
annotation-rich source language to low-resource or
zero-resource target languages. Furthermore, mul-
tilingual models (Lewis et al., 2019; Clark et al.,
2020) can be used to mitigate the data scarcity prob-
lem. For example, LASER (Artetxe and Schwenk,
2019) used a bidirectional LSTM (Hochreiter and
Schmidhuber, 1997) encoder with a byte pair en-
coding vocabulary shared between languages. This
work showed that joint training of multiple lan-
guages helped to improve the model performance
for low-resource languages. LaBSE (Feng et al.,
2020) used the mBERT (Devlin et al., 2018) en-
coder pre-trained with masked language modelling
and translation language modelling (Lample and
Conneau, 2019) tasks. It attempted to optimize
the dual encoder translation ranking (Guo et al.,
2018) loss during pre-training to achieve similar
embedding for the same text in different languages.

The work of Bornea et al. (2020) showed
that large pre-trained multilingual models are

not enough for question-answering in under-
represented languages and presented several novel
strategies to improve the performance of mBERT
with translations. This work achieved language-
independent embeddings, which improved the
cross-lingual transfer performance with additional
pre-training on adversarial tasks. It also introduced
a Language Arbitration Framework (LAF), which
consolidated the embedding representations across
languages using properties of translation. Cross-
lingual manifold mixup (X-Mixup) (Yang et al.,
2021) achieved better cross-lingual transfer by cal-
ibrating the representation discrepancy, which re-
sulted in a compromised representation for target
languages. It was shown that the multilingual pre-
training process can be improved by implementing
X-Mixup on parallel data. Contrastive Language-
Image pre-training (CLIP) (Radford et al., 2021)
introduced an efficient way to learn scalable image
representations with natural language supervision.
Drawing inspiration from ConVIRT (Zhang et al.,
2020), CLIP used a contrastive objective that maxi-
mizes the cosine similarity of the correct pairs of
images and text, while minimizing the same for
incorrect pairs.

Building upon the work of (Bornea et al., 2020),
we show that translations of a small-scale dataset
into cross-family languages could degrade the QA
performance. To overcome this problem, we pro-
pose multilingual contrastive training to encourage
cross-lingual invariance. Our approach is relatively
simpler compared to adversarial training and LAF
used in Bornea et al. (2020). Though the proposed
contrastive loss has a similar objective to the pre-
training loss in (Guo et al., 2018), there are subtle
differences because we use it in multi-task learn-
ing setup along with the original task loss for fine-
tuning.
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3 Methodology

3.1 Data Representation and Baseline Model
We adopt the standard data representations that
are commonly used in Transformer-based question-
answering models. We use the same word-piece
Tokenizer of mBERT to tokenize the concatenated
input of question-context pairs. For the question
answering task, the context is usually very long. In
some NLP applications, truncating the input text
is a viable choice because it leads to only loss of
information. But in the extractive question answer-
ing task, removing part of the context may result
in loss of answer as well. To overcome this chal-
lenge, we follow the popular approach of splitting
the long context into parts that fit into the model
and regulate this splitting using an additional hyper-
parameter called ’max length’. Moreover, to cover
for cases where the answer might be distributed
over multiple splits of the context, an overlap fac-
tor is introduced, which in turn is controlled by
another hyper-parameter ’doc stride’.

Our baseline is the mBERT model (Devlin et al.,
2018), which is pre-trained using pretext tasks like
Masked Language Modelling and Next Sentence
Prediction on a multilingual text corpus that in-
cludes our target languages, Hindi and Tamil. The
default output head of mBERT is replaced with the
head for the question-answering task. This is done
by adding separate output heads for classifying the
start and end positions as shown in Devlin et al.
(2018).

3.2 Proposed Framework for Effective
Cross-lingual Transfer

We propose a three-stage pipeline called Multilin-
gual Constrative Training (MuCoT) to effectively
train the mBERT model for question-answering
in low-resource languages. An illustration of this
pipeline for two low-resource languages, namely
Tamil and Hindi, is shown in Figure 3. The
first stage is pre-training the baseline multilin-
gual model (mBERT). The second stage involves
pre-training the QA head using the large-scale
dataset(s) in high resource language(s). In Figure 3,
English is considered the high-resource language
and SQuAD (Rajpurkar et al., 2016) dataset is used
to pre-train the QA head and obtain the mBERT-
QA model. The final stage involves fine-tuning the
mBERT-QA model using both original and aug-
mented samples from the target low-resource lan-
guages. In this work, ChAII (Google, 2021) dataset

is used for obtaining training samples in Tamil and
Hindi.

Since SQuAD (Rajpurkar et al., 2016) and
ChAII (Google, 2021) datasets have similar
Wikipedia1 style contexts, it is possible to train a
multilingual QA model jointly using both datasets.
However, to take advantage of the engineering and
training efforts of publicly available models, we se-
quentially use both these datasets. After obtaining
the mBERT-QA model pre-trained for the English
language QA task, we fine-tune it on the ChAII
dataset using the following loss function.

Ltotal = Ltask + wcontrastive ∗ Lcontrastive, (1)

where Ltask and Lcontrastive are the QA task
loss and multilingual contrastive loss, respectively,
Ltotal is the total loss, and wcontrastive is the rela-
tive weight assigned to the contrastive loss. Note
that fine-tuning using only the QA task loss is often
not sufficient to achieve good performance, espe-
cially if the dataset used for fine-tuning is small.
To mitigate this problem, we translate the training
samples into other languages and use both original
and translated samples for fine-tuning. While this
approach works well for translations into other lan-
guages within the same language family, it leads
to sub-optimal performance in the case of cross-
family language translations, due to divergence in
the representations across language families. To
solve this issue, we introduce the multi-lingual con-
trastive loss Lcontrastive.

3.3 Multilingual Contrastive Loss
During fine-tuning, for each data point in the orig-
inal batch (Bo) of size n, we pick one of its cor-
responding translations uniformly at random and
form a translated batch (Bp) of the same size n.
It is important to note that Bo itself is taken from
the combined dataset of source instances and trans-
lated instances. The two batches that form a pair
are denoted as original batch and pair batch, re-
spectively, in Figure 4. We use the same mBERT
network up to a specific layer as our encoder (enc)
to transform Bo and Bp to get the embeddings,
Eo, Ep ∈ Rn∗t∗d, respectively. Then, we apply
a global average pooling (gap) operation to ag-
gregate the vector representations of t tokens into
a single vector representation of dimension d for
each instance in each batch. This will result in the

1https://www.wikipedia.org/
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Figure 3: Proposed training pipeline of MuCoT for question answering in low resource languages Tamil and Hindi.

aggregated embeddings O,P ∈ Rn∗d for Bo and
Bp, respectively. With these n feature vectors in
the original and the translated batch, we follow the
CLIP (Radford et al., 2021) approach and compute
the contrastive loss using the cross-entropy loss
(Lce). Specifically, we multiply the matrices O
and P T to get the logits matrix Q ∈ Rn∗n. Then,
we apply the cross-entropy loss Lce row-wise and
column-wise to the logits matrix Q, with its diago-
nal locations as original classes for each row and
column, respectively.

O = gap(enc(Bo)), (2)

P = gap(enc(Bp)), (3)

Q = OP T , (4)

Lcontrastive =
Lrow
ce (Q) + Lcolumn

ce (Q)

2
. (5)

4 Experimental Results

4.1 Datasets

In our experiments, we use ChAII (Google, 2021)
question-answering dataset for fine-tuning and eval-
uation. This dataset was recently released by
Google Research India and has 1,114 records of
context, question, answer, and its corresponding
start position in the context for Tamil and Hindi
languages. Hindi is represented predominantly in
the dataset with nearly two-thirds of the records.
As the ChAII dataset has been published as part
of an ongoing Kaggle competition (Google, 2021),
the complete test dataset has not been disclosed
to the public. Hence, we have used Scikit-learn’s

train_test_split method with a test size of 100, strat-
ified on language and with a random seed of 0, to
get the test split from the training data. Similarly,
we applied the same method over the filtered train
split to get the validation split of 100 samples. We
also use the translations and transliterations of this
training split as augmented samples for fine-tuning
the QA model.

Stanford Question Answering Dataset (SQuAD)
(Rajpurkar et al., 2016) is the most popular
question-answering dataset in English. This dataset
had been crowdsourced to form 100K records of an-
swerable question-answer pairs along with the con-
text. This dataset is used to pre-train the QA head
added to the pre-trained mBERT model, which is
subsequently fine-tuned using the ChAII dataset.

4.2 Translation and Transliteration Details

We use AI4Bharat’s IndicTrans2 (Ramesh et al.,
2021) for translation, which is a Transformer-4X
model trained on Samanantar dataset (Ramesh
et al., 2021). In IndicTrans, translation can be
done from Indian languages to English and vice
versa. Available Indian languages include As-
samese, Bengali, Gujarati, Hindi, Kannada, Malay-
alam, Marathi, Oriya, Punjabi, Tamil, and Telugu.
At first, we translate the ChAII dataset from Hindi
and Tamil to English and then to Bengali, Marathi,
Malayalam, and Telugu. In the FLORES devset
benchmark (Goyal et al., 2021), the BLEU scores
of IndicTrans for translating Hindi and Tamil to
English are 37.9 and 28.6, respectively. The scores

2https://indicnlp.ai4bharat.org/indic
-trans/
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Figure 4: Logits matrix computation for the input to contrastive loss, similar to CLIP (Radford et al., 2021)

for translating English to Bengali, Marathi, Malay-
alam, and Telugu are 20.3, 16.1, 16.3, and 22.0,
respectively. We were not able to translate nearly
500 of the ChAII instances to English as the au-
tomatic search for the translated answers in the
translated contexts failed. This happened because
the same word got translated differently in the con-
text and the answer. For the same reason, we lost
nearly another 200 instances when translating from
English to other Indian languages.

For transliteration, we use the open-source Indic-
trans transliteration module3 (Bhat et al., 2015),
which is available for many Indian language scripts
including English and Urdu. Here, we directly
transliterate from Hindi and Tamil to Bengali,
Marathi, Malayalam, and Telugu.

4.3 Model Training Details

We used mBERT4 as our baseline model. It is mod-
ified for the question-answering task by replacing
the output head using HuggingFace’s auto model.
At first, we evaluated this model after directly fine-
tuning on the train split of the ChAII dataset. Then,
we introduced intermediate SQuAD pre-training
and fine-tuned on the train split of the ChAII dataset
with and without translations or transliterations.

3https://indic-trans.readthedocs.io/e
n/latest/index.html

4https://huggingface.co/bert-base-mul
tilingual-cased

The hyperparameter settings listed in Table 1 are
used for all the experiments. We have experimented
with different levels of mBERT layers to compute
the contrastive loss. Layer 3 performed consistently
well compared to the initial layer 1 and the deeper
layers such as 5. Initially, we used contrastive train-
ing for all the steps. However, forcing the model to
learn exact representations across languages could
make the model forget the task-specific patterns
learned with intermediate pre-training on a large-
scale dataset. Hence, we applied the contrastive
loss only for training steps that are a multiple of
500 and picked the best one. Other hyperparam-
eters are tuned based on a standard search over
multiple choices.

Hyperparameter Value
Maximum feature length 128

Document stride 384
Batch size 16

Maximum optimization steps 5000
Learning rate 0.00003
Weight decay 0.01

Contrastive loss layer 3
Contrastive loss weight 0.05

Maximum contrastive steps 1000

Table 1: Hyperparameter configuration of all the models
for fine-tuning on ChAII dataset
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SQuAD pre-training No Yes Yes Yes Yes
Translations No No Dravidian (ml, te) Indo-Aryan (bn, mr) All languages

Contrastive Training No No No Yes No Yes No Yes
Overall 0.44 0.5 0.49 0.53 0.51 0.52 0.49 0.52
Hindi 0.47 0.57 0.52 0.57 0.59 0.58 0.54 0.57
Tamil 0.39 0.37 0.44 0.45 0.35 0.4 0.39 0.41

Table 2: Jaccard scores with translation used as augmentation in different training settings. ml, te, bn, and mr denote
Malayalam, Telugu, Bengali, and Marathi, respectively.

SQuAD pre-training No Yes Yes Yes Yes
Transliterations No No Dravidian (ml, te) Indo-Aryan (bn, mr) All languages

Contrastive Training No No No Yes No Yes No Yes
Overall 0.44 0.5 0.5 0.49 0.53 0.47 0.49 0.46
Hindi 0.47 0.57 0.52 0.55 0.56 0.53 0.52 0.53
Tamil 0.39 0.37 0.45 0.36 0.44 0.36 0.44 0.32

Table 3: Jaccard scores with transliteration used as augmentation in different training settings. ml, te, bn, and mr
denote Malayalam, Telugu, Bengali, and Marathi, respectively.

4.4 Evaluation Metric

Given the noisy nature of the ChAII dataset, we
employed the Jaccard score as the evaluation met-
ric. Jaccard similarity coefficient is widely used
for determining similarity between sets/intervals
and is defined as J(A,B) = |A∩B|

|A∪B| . Here, A and
B are sets/intervals, and ∩ and ∪ represent inter-
section and union, respectively. We compute the
evaluation metric for the overall test split as well
as for individual language test sets in intervals of
500 optimization steps. For each experiment, we
pick the model at a specific optimization step that
gives the best overall Jaccard score and reports its
performance.

4.5 Performance

As shown in Tables 2 and 3, translation and translit-
eration affect the performance in different ways.
While some data is lost during the translation pro-
cess due to failed automatic search of translated
text in the translated context. transliteration does
not cause any such loss. However, to ensure a
fair comparison, records lost during translation are
dropped from transliterated testing as well. Note
that we use the same hyper-parameters from Table
1 for evaluating the models and later stages with
additional augmentation and contrastive training.

First, we observe from Table 2 that just having
intermediate SQuAD pre-training in English, im-
proves the overall Jaccard score significantly from
0.44 to 0.5. Furthermore, we fine-tune by dividing

translated and transliterated data into Indo-Aryan
and Dravidian language families to study how trans-
lated and transliterated pairs serve as supervised
cross-lingual signals when languages share seman-
tics and structure (Mikolov et al., 2013). Although
transliteration improves the Jaccard scores in cer-
tain cases compared to the baseline, the trend is
not consistent. Moreover, contrastive training does
not help in the case of transliteration as shown in
Table 3. This could be because the QA model
is pre-trained only with regular text and not with
transliteration style text.

From Table 2, we observe that grouped trans-
lated data in the same language family helps in im-
proving performance. The translated Indo-Aryan
data (Bengali and Marathi) increases the Jaccard
score of Hindi answers to 0.59 from 0.57. Simi-
larly, Dravidian language data (Telugu and Malay-
alam) significantly increase the Jaccard similar-
ity of Tamil answers from 0.37 to 0.44. At the
same time, the overall Jaccard score did not change
much because of the degradation in cross-family
language performance. Interestingly, we could ob-
serve in Table 2 that the contrastive training helps
in preventing such degradation and improves the
overall score by encouraging similar representa-
tions between languages from across families.

5 Conclusion and Future Work

With Internet usage expanding every day, there is
an increasing need to develop better NLP models
for a variety of downstream tasks in vernacular lan-
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guages. As most of these languages do not have
labeled resources that are sufficient to train stand-
alone modern deep learning models, we need to
rely on multilingual models and enhance them. Our
work is a step in this direction and is an attempt to
understand and evaluate the impact of cross-lingual
knowledge transfer through pre-training and fine-
tuning. We utilize modern open-source deep learn-
ing models to translate the ChAII dataset into differ-
ent languages from two language families namely,
Dravidian, and Indo-Aryan, and use them to im-
prove the question-answering performance. Our
analysis shows an effective way to pick languages
for translation, which can be used for fine-tuning.
We also showed that introducing a contrastive loss
with the original task training loss increases the
performance even for cross-family languages.

Despite the inclusion of translations and con-
trastive loss, we observed that there is only a
marginal improvement in the QA performance.
This can be attributed to the smaller size of the
ChAII dataset with 1114 instances (Tamil and
Hindi combined; Train, Validation, and Test com-
bined), which is clearly insufficient to fine-tune
a 177M parameter model. Hence, the proposed
techniques have to be evaluated on other larger
datasets as well as using other multilingual models
like XLM-RoBERTa (Conneau et al., 2020), Distill-
mBERT (Sanh et al., 2019), MURIL (Khanuja
et al., 2021) and Indic-BERT (Kakwani et al.,
2020). We hope that the proposed techniques will
motivate further research in this field, including ex-
ploration of the same phenomenon of cross-lingual
transfer in other language families and multilingual
tasks.
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Abstract
Task-Oriented Dialogue (TOD) systems allow
users to accomplish tasks by giving directions
to the system using natural language utter-
ances. With the widespread adoption of conver-
sational agents and chat platforms, TOD has be-
come mainstream in NLP research today. How-
ever, developing TOD systems require massive
amounts of data, and there has been limited
work done for TOD in low-resource languages
like Tamil. Towards this objective, we intro-
duce TamilATIS - a TOD dataset for Tamil
which contains 4874 utterances. We present
a detailed account of the entire data collection
and data annotation process. We train state-
of-the-art NLU models and report their perfor-
mances. The Joint BERT model with XLM-
Roberta as utterance encoder achieved the high-
est score with an intent accuracy of 96.26% and
slot F1 of 94.01%.

1 Introduction

Task-oriented dialog (TOD) systems enable a user
to use natural language directions to complete spe-
cific tasks. Recently, such systems have been suc-
cessfully deployed in smart applications such as
Amazon’s Echo and Spotify’s Car Thing.

There are several components that are critical to
the performance of a TOD system. These compo-
nents are Natural Language Understanding, Dia-
logue State Tracking (DST), and Response Selec-
tion. In this work, we focus on the NLU component.
NLU aims to semantically parse an input utterance
and typically has two tasks: intent classification
and slot filling (refer Table 1 for example).

Intent classification deals with identifying the
underlying motivation or the goal of the user query.
It is modelled as a sequence classification task. The
simplicity and conciseness of the utterances, paired
with the necessity to scale to multiple domains,
pose bottlenecks to intent detection. Slot filling
deals with identifying entities present in an utter-
ance that corresponds to certain slots in the user

Find morning flights to Chennai
O B-period O O B-fromcity

Intent: find-flight

Table 1: Example of user utterance with their corre-
sponding BIO annotation and intent.

query. This is typically cast as a token classifi-
cation or span identification task. Slot filling is a
challenging task in NLU. The model needs to adapt
to unseen domains and identify entities that it has
not encountered in training before.

Intent classification and slot filling have been
widely researched for the English language. The
approaches presented in these works achieve excel-
lent performance due to the availability of large
amounts of high-quality and human-annotated
datasets. However, such performance has not been
achieved for several low-resource languages due
to a lack of data. Developing TOD datasets for
low-resource languages is essential to the prolifer-
ation of NLP technologies in these communities
and contributes towards inclusivity and diversity of
language resources.

To facilitate this, we present a dataset named
TamilATIS, which contains 4874 utterances in
Tamil and their corresponding slots and intent an-
notations. The following are some of the main
contributions of this work:

• We present a TOD dataset for Tamil - Tami-
lATIS with 4874 utterances.

• We perform initial experiments with state-of-
the art slot filling and intent detection models
to establish the baselines.

The full dataset and the source code of the base-
line models are available at https://github.
com/ramaneswaran/tamil_atis
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Utterance Intent

Ex. 1 (Morning flights from Vadodara to Vijayawada on April 20)
ஏ�ர� 20அ��வேதாதராவ��இ���வ�ஜயவாடாவ���
காைலவ�மான�க�

atis_flight

Slots B.MN B.DN O B.FCN O B.TCN B.POD

Ex. 2 (What is the fare for a taxi to Agartala?)
அக�தலாவ���ஒ�டா�ஸி�� எ�ன க�டண�

atis_ground_fare

Slots B.CN O B.TPT O O

Ex. 3 (What is the seat capacity of the 733?)
733இ� இ��ைக திற� எ�ன?

atis_capacity

Slots B.AC O O O O

Ex. 4 (I would like to take a flight from Kochi to Tiruchirappalli on Saturday
morning in Vistara)
வ��தாராவ�� சன��கிழைம காைலெகா�சிய�லி���
தி��சிரா�ப�ள���வ�மான� ெச�ல வ����கிேற�

atis_flight

Slots B.AN B.DDN B.DPD B.FCN B.TCN O O O

B.MN Month name
B.DN Day number
B.FCN From city name
B.TCN To city name
B.POD Period of day
B.CN City name
B.TPT transport type
B.AC aircraft code
B.AN airline name
B.DDN depart day name
B.DPD depart period of day

Figure 1: Examples of utterances and their annotations from the Tamil ATIS dataset. The words in blue are the slot
values

2 Related Work

Intent classification and slot filling are two key
challenges modelled separately or jointly for Nat-
ural Language Understanding (NLU). Joint mod-
elling approaches have attained state-of-the-art per-
formance, and have demonstrated that there ex-
ists a significant correlation between the two tasks.
Prior works have implemented CNN-CRF (Xu and
Sarikaya, 2013), RecNN (Guo et al., 2014), joint
RNN-LSTM (Hakkani-Tür et al., 2016), attention-
based BiRNN (Liu and Lane, 2016), and slot-gated
attention-based model (Goo et al., 2018) and more
recently have used BERT (Chen et al., 2019a) and
BiLSTM based (Haihong et al., 2019) approaches.

Intent classification and slot filling functions
are core modules for NLU in Task-Oriented Dia-
logue (TOD) systems (Chen et al., 2016; Takanobu
et al., 2019; Kummerfeld et al., 2019; Liang et al.,
2019; Campagna et al., 2020; Hosseini-Asl et al.,
2020; Ham et al., 2020). Since these tasks are
characterized as sequence classification and to-
ken tagging tasks, sentence encoder models have
been utilized to solve them. The two extensively
utilized large scale datasets in English (high re-
source language) for this purpose in NLU are:
ATIS (Price, 1990), which features audio record-
ings of individuals booking flight reservations, and
SNIPS (Coucke et al., 2018), which is gathered
from Snips’ personal voice assistant. Dao et al.

(2021) introduced a low-resource language dataset
in Vietnamese. Apart from these monolingual En-
glish corpora, Schuster et al. (2019) presented a
new dataset of 57k annotated utterances in English
(43k), including low-resource Spanish (8.6k), and
Thai (5k), spanning the topics of weather, alarm,
and reminder.

In Indian languages, there have been works to
synthesize training data by using Google Trans-
late and proposed CNN+LSTM based architecture
(Gupta et al., 2020). Malviya et al. (2021) released
a Hindi Dialogue Restaurant Search (HDRS) cor-
pus consisting of 1.4k human-to-human typed dia-
logues collected using the Wizard-of-Oz paradigm
and compared various state-of-the-art DST models.
Small sized datasets were constructed manually
and used with Indic and Code-Switched TOD sys-
tems (Jayarao and Srivastava, 2018). (Kanakagiri
and Radhakrishnan, 2021) used mBERT based se-
mantic tracking to associate the slot tokens to the
respective tokens in the utterance and employed
Google Translate API, morphological characteris-
tics and semantics based heuristic slot aligner to
publish a dataset for dravidian languages like Kan-
nada and Tamil.

3 Tamil ATIS

The earliest Old Tamil documents are small inscrip-
tions in Adichanallur dating from 905 BC to 696
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Name Language Intent Slot Description
HDRS 2021 hi No Yes H2H dialogue corpus for restaurant domain in Hindi

TaskMaster-1 2018 hi,mr,bn,gj Yes No
Google’s Taskmaster-1 dataset for intent classification
automatically translated to 4 indian languages

CoMTIC 2021 hi-en Yes No Hindi-english code-mixed dataset for intent classification

Codemix-DSTC2 2018 hi,bn,gj,ta Yes Yes
DSTC2 dataset manually converted to codemix and slot
labels manually annotated

Codemix-SNIPS 2020 hi-en Yes No
SNIPs dataset manually converted to hindi-english
code-mixed form.

TOD-Dravidian 2021 kn, ta Yes Yes
MTOD dataset automatically translated and slots
automatically annotated

Ours ta Yes Yes
ATIS dataset automatically translated to Tamil
and slot labels manually annotated

Table 2: Comparison of various datasets for TOD in Indian languages.

Vistara from delhi to mumbai

ெட�லிய�லி��� ��ைப
வைர வ��தாரா

வ��தாரா-தி�லி �த�
��ைப வைர

Air asia flights to delhi

ெட�லி�� ஏ� ஏசியா
வ�மான�க�

தி�லி�� வ�மான�க�

Figure 2: Translation results from Google Translate API
(in blue) and IndicTrans (in red).

BC. Tamil has the oldest ancient non-Sanskritic In-
dian literature of any Indian language. Tamil uses
agglutinative grammar, which uses suffixes to indi-
cate noun class, number, case, verb tense, and other
grammatical categories. Tamil’s standard metalin-
guistic terminology and scholarly vocabulary is
itself Tamil, as opposed to the Sanskrit that is stan-
dard for most Aryan languages. Tamil has many
forms, in addition to dialects: a classical literary
style based on the ancient language (cankattami), a
modern literary and formal style (centami), and a
current colloquial form (kotuntami) (Sakuntharaj
and Mahesan, 2021, 2017, 2016; Thavareesan and
Mahesan, 2019, 2020a,b, 2021). These styles blend
into one another, creating a stylistic continuity. It
is conceivable, for example, to write centami us-
ing cankattami vocabulary, or to utilize forms con-
nected with one of the other varieties while speak-
ing kotuntami (Subalalitha, 2019; Srinivasan and
Subalalitha, 2019; Narasimhan et al., 2018). Tamil
words are made up of a lexical root and one or

more affixes. The majority of Tamil affixes are suf-
fixes. Tamil suffixes are either derivational suffixes,
which modify the part of speech or meaning of the
word, or inflectional suffixes, which designate cat-
egories like as person, number, mood, tense, and
so on. There is no ultimate limit to the length and
scope of agglutination, which might result in large
words with several suffixes, requiring many words
or a sentence in English (Anita and Subalalitha,
2019b,a; Subalalitha and Poovammal, 2018).

The TamilATIS corpus is collected to promote re-
search and development in the field of task-oriented
dialogue systems for the Tamil language. It con-
tains 4874 utterances related to airline-related en-
quiries.

Table 2 gives an overview of various TOD
datasets available for Indian languages. We ob-
serve that only two of them, TOD-Dravidian and
Codemix-DSTC2 contain Tamil utterances. Our
dataset is different from these two. While TOD-
Dravidian is annotated using automatic methods,
TamilATIS is curated by hand. Codemix-DSTC2
contains Tamil-english code-mixed utterances, un-
like ours which does not focus on code-mixing and
rather contains utterances in pure Tamil.

Below, we describe the data collection and data
annotation processes and give detailed statistics
about the TamilATIS dataset.

3.1 Data Collection
We derive the Tamil ATIS dataset by automatically
translating a modified version of the ATIS dataset
(Hemphill et al., 1990) to Tamil and then manually
annotating the slot labels. The ATIS dataset is a
standard benchmark dataset for intent classification
and slot filling. It consists of audio recordings
and manual transcripts of humans enquiring about

27



Annotator
Identity

Educational
Background

Native
Proficiency

1 Bachelors ✓
2 Bachelors ✓
3 Masters ✓

Table 3: Annotators and their details

flight-related information on an automated airline
travel inquiry system.

We experiment with two methods for transla-
tion: IndicTrans (Ramesh et al., 2021) and Google
Translate API. We randomly sampled 50 utterances
from the ATIS dataset and translated them using
IndicTrans and the Google Translate API and man-
ually inspected the translation quality. We noticed
that translated utterances obtained from Google
Translate were of much higher quality. Figure 2
shows some examples where IndicTrans did not
give correct translations. For eg. in the first ex-
ample, IndicTrans is not able to identify Vistara
as an airline and combines it with Delhi, and in
the second example, airline information is lost in
translation. However, in both these cases, Google
translate was able to provide proper translations.

3.2 Annotation Setup

For annotation, we follow earlier work on TOD
(Malviya et al., 2021) where each utterance is anno-
tated by one annotator. Since we derive utterances
from ATIS, we already have a list of slot labels
expected in each utterance and the annotator has to
correctly map the slot label to the correct value in
the utterance.

To aid with the annotation, we designed an in-
terface that provides the annotators with an easy-
to-use platform for annotation. Each annotator was
assigned random batches of utterances and they
worked independently in their own schedule.

3.3 Annotators

For the annotation process, we had 3 annotators.
Two of the annotators are bachelor’s student and
one of them is a master’s student. All three of
the annotators have native language proficiency in
Tamil. The details of the annotators are summa-
rized in Table 3.

3.4 Annotation Process

Before the start of the annotation process, we
briefed the annotators about TOD and trained them

Annotators κ

α1 α2 0.94
α1 α3 0.95
α2 α3 0.97

Table 4: Cohen’s κ agreement obtained during the an-
notation dry run. α1 α2 α3 are the three annotators

Figure 3: Distribution of number of tokens in each
utterance

to identify intent and slots in an utterance from the
TamilATIS dataset using examples covering all the
different intent and slot labels. We conducted the
annotation in two phases the dry run and a final
annotation.

Dry run. We conducted a dry run on a subset
of 200 utterances. We ensure that we uniformly
sample the utterances from the dataset to ensure
we have all the intents and slot labels in this sub-
set. We then asked each of the three annotators
to independently annotate each utterance. After
this annotation, we computed the Cohen’s κ for
each pair of annotators. Table 4 shows the κ scores
obtained. The high κ scores indicate that the anno-
tators got a good grasp of the annotation process.

Final annotation. After the dry run, we started
the final annotation process. In this stage, we also
asked the annotators to reject an utterance if the
translation was not correct. A total of 78 utterances
were rejected in this phase.

3.5 Corpus Statistics

The corpus statistics for the TamilATIS dataset are
given in Table 5. The minimum and maximum
utterance lengths are 7 and 252 respectively, while
the minimum and the maximum number of tokens
in the utterance are 2 and 29. However, these are
edge cases and the average utterance length and
number of tokens are 76 and 8 respectively. We
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Figure 4: Distribution of utterance length

Vocabulary Size 1819
Total utterances 4874
# of intents 23
# of slot labels 45
# of unique slot values 885
Average length of utterances 76
Average # of tokens in utterance 8
Min & Max # tokens 2, 29
Min & Max utterance length 7, 252

Table 5: Statistics of the TamilATIS dataset

can observe in Figure 4 and 3 that the length and
number of tokens in the utterances are consistent
across the train, validation and test split.

4 Experimental Settings

We benchmark the TamilATIS dataset on eight
state-of-the-art NLU models. In this section, we
describe the models used and present the baseline
results obtained. The problem of intent detection
and slot filling can be cast as a generation task or a
classification task, and in our baseline models, we
include both of these types of architectures.

▶ Seq2seq:(Liu and Lane, 2016) propose an
attention-based encoder-decoder model for
joint intent detection and slot filling. Due
to the explicit alignment requirement in the
slot-filling task, the authors use an attention
mechanism to incorporate alignment informa-
tion into the encoder-decoder framework.

▶ Slot-Gated:(Goo et al., 2018) propose a slot-
gated joint model that explicitly models the
relationship between the slot and the intent
attention vectors.

▶ Capsule NLU:(Zhang et al., 2019) propose

hierarchical capsule nets to model the seman-
tic hierarchy present among words, slots, and
the intent of the utterance. They use context-
aware word representations and dynamic rout-
ing to perform intent detection and slot-filling.

▶ SF-ID:(E et al., 2019) propose a bi-directional
interrelated model for joint intent detection
and slot filling. An SF-ID network is used to
establish connections between the two tasks
to help them promote each other mutually.

▶ Stack-Propagation:(Qin et al., 2019) propose
a stack-propagation framework to incorpo-
rate the intent information during slot tagging.
This allows the model to capture the intent of
semantic knowledge. Moreover, to avoid error
propagation in the model, token-level intent
detection is performed.

▶ SlotRefine:(Wu et al., 2020) cast the task
of joint intent detection and slot filling as
a tag generation task and propose a non-
autoregressive model for it. They use a two-
pass mechanism to explicitly predict the slot
boundary.

▶ GL-GIN:(Qin et al., 2021) propose a non-
autoregressive model for joint intent detection
and slot filling. It employs graph interaction
networks to model slot dependency to model
the interaction between intents and all the slots
in the utterance.

▶ JointBERT:(Chen et al., 2019b) propose a
joint model for intent detection and slot filling
using the BERT model. The intent detection
task is modelled as sequence classification
while the slot filling task is modelled as to-
ken classification and the losses from the two
models are jointly optimized.

5 Result and Analysis

In this section, we report the results obtained by
the baseline models. We evaluate the NLU perfor-
mance for slot filling using the F1(Micro) score
and intent prediction using accuracy. The score
obtained by each of the baselines is shown in Table
6.

Since the focus of these experiments is to just
establish baselines and provide a starting point for
further exploration, we restrict ourselves from in-
depth error analysis.
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Model Intent (Acc) Slot (F1)
Seq2seq ♣ 83.11 56.99
Slot-Gated 93.87 91.31
Capsule NLU 89.33 88.48
SF-ID 91.92 92.47
Stack-Propagation ♣ 93.27 91.84
SlotRefine ♣ 94.30 92.10
GL-GIN ♣ 91.33 91.94
JointBERT 96.26 94.01

Table 6: Performance of various baselines on the Tami-
lATIS dataset. ♣ indicates that the model uses a genera-
tive approach and the rest of the models use a classifica-
tion approach.

Encoder Intent (Acc) Slot (F1)
mBERT 95.21 93.64
indicBERT 93.57 89.28
Muril 87.44 81.74
XLM-Roberta 96.26 94.01

Table 7: Performance obtained from the JointBERT
architecture by using different multilingual models as
utterance encoders.

The baselines can be broadly classified into
two approaches, generative approaches and
classification-based approaches. The lowest scor-
ing model is Seq2seq, which uses a simple encoder-
decoder architecture to generate intent and slot
details. This approach scores a decent accuracy
of 83.11 for intent detection but a low F1 score
of 56.99 for slot filling. Other generative ap-
proaches like Stack-Propagation, SlotRefine and
GL-GIN achieve much better performances. These
approaches have components in their architecture
(like Stack-propagation framework, graph interac-
tion layers etc) that help them explicitly model the
relationship between the slots and intent leading to
superior performance.

Classification based approaches like SF-ID, Cap-
sule NLU and Slot-Gated achieve performance sim-
ilar to the three generative architectures mentioned
before. All of these approaches we discussed use
sophisticated techniques to better model the interac-
tion between intent and slot information and yield
noticeable improvements over a simple architecture
like Seq2Seq.

However, the best score is obtained by Joint-
BERT. It obtains an intent accuracy of 96.26% and
slot F1 score of 94.01%. This is an absolute im-
provement of 1.96% and 1.91% in intent accuracy

and slot F1 over the second-best performing model
(SlotRefine). JointBERT shows the effectiveness
of transformer architectures pre-trained on large
datasets when applied to downstream tasks like
intent detection and slot filling.

We further investigate the JointBERT architec-
ture by using different multilingual models as ut-
terance encoders. Table 7 gives an overview of
the score obtained by using different utterance en-
coders. XLM-Roberta and mBERT perform sim-
ilarly, with XLM-Roberta getting slightly scores.
IndicBERT and Muril, two transformer models pre-
trained on Indian languages however fail to produce
scores as good as mBERT and XLM-Roberta. The
superior performance of these two encoders could
be attributed to the robust architecture and training
strategy of XLM-Roberta and the large amount of
data used to pretrain XLM-Roberta and mBERT.

6 Conclusion

In this paper, we presented TamilATIS, a TOD
dataset in Tamil with 4874 utterances. We bench-
marked the dataset with eight state-of-the-art NLU
models and reported their intent accuracy and slot
F1. Both generative and classification-based ap-
proaches perform similarly and achieve high intent
accuracy and slot F1 score. We also highlighted
the importance of modelling the relation between
intent detection and slot labelling to yield perfor-
mance improvement. The Joint BERT model with
XLM-Roberta as utterance encoder achieved the
highest score with an intent accuracy of 96.26%
and slot F1 of 94.01%.

In future work, we plan to extend this dataset to
other low-resource Dravidian languages like Malay-
alam, Kannada and Telugu. This would contribute
towards the proliferation of TOD technology in the
communities that speak these languages and also
promote the development of multi-lingual TOD
models for Dravidian languages. Having multi-
domain utterances is another important research
direction.
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Abstract
With the rise of social media and internet, there
is a necessity to provide an inclusive space and
prevent the abusive topics against any gender,
race or community. This paper describes the
system submitted to the ACL-2022 shared task
on fine-grained abuse detection in Tamil. In our
approach we transliterated code-mixed dataset
as an augmentation technique to increase the
size of the data. Using this method we were
able to rank 3rd on the task with a 0.290 macro
average F1 score and a 0.590 weighted F1
score.

1 Introduction

Internet is a global computer network that provides
a variety of information and facilitates communi-
cation between users from any part of the world.
The world population is 7.9 billion as of January
2022 of which around 5.2 billion are live internet
users1. In recent times, people have become more
communicative and inclusive. People want to share
their views on a common platform, where social
media comes into the picture (Chakravarthi, 2020;
Chakravarthi and Muralidaran, 2021; Puranik et al.,
2021; Ghanghor et al., 2021). People can post their
opinions which are productive and efficient for their
society but at times people also post their opinions
which could be abusive to others. There are many
social media platforms like YouTube, Facebook,
Instagram, Twitter and many more (Priyadharshini
et al., 2021; Kumaresan et al., 2021) where the
users are given the liberty to put forward their opin-
ion. On an average as per statistics around 250 M
tweets are posted, 2 million blogs are written on
various websites and 80 B mails are sent per day.
Social media platforms could be both a boon and
bane.

Comments that humiliates or denigrates an in-
dividual or a group based on various characteris-
tics such as colour, ethnicity, sexual orientation,

1https://www.internetlivestats.com/

nationality, race and religion are called abusive
comments(Saumya et al., 2021). Abuse caused via
social media can cause many negative impacts in
users’ lives. This will affect the mental state of the
specific individual terribly causing depression and
sleeplessness (Chakravarthi et al., 2021c; Sampath
et al., 2022; Chakravarthi et al., 2022). Some of
these comments also can create a controversy over
the social media on a specific individual or a group
of people. This shows the need for restricting these
kind of abusive comments from being posted in the
social media. Once abusive comments have been
posted onto the social media it should be flagged
and immediately removed.

This world is a diverse one which comprises of
different kinds of people from different origin. But
when it comes to the comments of people the lan-
guage plays a very important role ("Bharathi et al.,
2022). Though most of the people use English as
their language to show their opinion some of them
also use other languages instead of English. For
example in a diverse nation like India where peo-
ple are not restricted to communicate in English,
people comment in different languages like Tamil,
Telugu, Kannada, Malayalam, Hindi, Marathi and
many others.

Tamil is one of the oldest and longest surviving
language in this world(Chakravarthi et al., 2020).
It is an old Dravidian language mostly spoken by
people of South Indian origin with a history of over
3000 years2 that has lot of dialects. Therefore it
is very tough to classify posts which have abusive
comments in Tamil language.

Lately, after the advent of machine learning, re-
searches are carried over onto this area for classify-
ing the abusive comments.

In our work we have used Transformer (Vaswani
et al., 2017) models for the given task of classifying
the abusive comments. The rest of the paper is

2https://www.cal.org/heritage/pdfs/
Heritage-Voice-Language-Tamil.pdf
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structured as follows section 2 describes the related
works which are carried over in this field. The
section 3 describes the methodology used in the
system. The 2nd section describes the results we
obtained in our research experiments.We discuss
our results on Section 4. Finally in the 5th section
we conclude this research paper followed by the
references section.

2 Related Work

2.1 NLP on Tamil
NLP in Tamil have been recently carried out exten-
sively through various shared tasks(Chakravarthi
et al., 2021b,a) focusing on tasks such as offen-
sive language detection, machine translation and
sentiment analysis. Participants have used differ-
ent methods including intelligent feature extraction
(Dave et al., 2021) and ensembles of deep learning
methods (Saha et al., 2021). Tamil is an aggluti-
native language, due to the ease of typing many
users use Tamil in roman script in the social me-
dia and internet, this is known as code-switching
(Jose et al., 2020), since it is also a morphologically
rich language, developing NLP systems in Tamil is
hard.

2.2 Abuse detection
Tasks such as abuse detection, offensive language
detection and hate speech detection have been a fo-
cus of research for the past decade due to a surge in
the internet and social media platform users. With
the emergence of deep learning and transformers,
current approaches for abusive language detection
heavily relies on deep learning methods due to the
rise of transformers and pretrained language mod-
els, since pretrained language models require less
data.

3 Methodology

In this section, we describe the methodology based
on which our system is designed, including the
data preparation phase, modelling phase and model
evaluation phase.

3.1 Data Preprocessing
In the shared task, two datasets (Priyadharshini
et al., 2022) were provided where one comprises
of Tamil sentences while the other comprising of
code-mixed Tamil-English sentences. The Tamil
dataset comprises of 2,240 sentences for training
and 560 sentences for validation. In the code-mixed

dataset there are 5,948 training sentences and 1,488
validation sentences.Table 1 shows the distribution
of data among different classes before and after
combining Tamil and Transliterated dataset.

We first removed punctuations present in both
the dataset. The datasets comprises of some cate-
gories like Transphobic there were only very few
sentences corresponding to it. To overcome this
data shortage issue we performed transliteration
on the code-mixed dataset and we converted the
sentences in that dataset also to its correspond-
ing Tamil sentences (Hande et al., 2021) by us-
ing ai4bharat-transliteration 3 Python package. Be-
fore combining the dataset, we removed all those
sentences which fell under the category of not-
Tamil and then combined the Tamil dataset with
the transliterated dataset ending up with 8,186 sen-
tences which is approximately 4 times the size of
the previous dataset. By this the imbalance in the
dataset was reduced and we overcame the data-
shortage as well.

Figure 1 depicts the data preparation phase
graphically.

3.1.1 Transliteration
Transliteration refers to the process of converting
a word from one script to another wherein the se-
mantic meaning of the sentence is not changed
and the syntactical structure of the target lan-
guage is strictly followed (Hande et al., 2021). By
this we have increased our data size considerably.
For this Transliteration we have used ai4bharat-
transliteration Python package.

3.2 Modelling

In our experimentation, MURIL model outper-
formed all the other models which we experi-
mented on. For evaluation we considered macro
and weighted F1-score.

3.2.1 ML Models with N-gram TF-IDF
Vectorization

For experimenting with ML models, we created
a pipeline where first the text is vectorized by us-
ing CountVectorizer and is transformed by TfIdf-
Transformer. Once the transformation of the data
is completed, it is trained on the following Ma-
chine Learning models: LightGBM, Catboost, Ran-
domForest, Support Vector Machines classifer and
Multinomial Naive Naive Bayes. Of the all models

3https://github.com/AI4Bharat/
IndianNLP-Transliteration
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Classes Tamil Dataset Transliterated dataset Combined dataset
Counter-speech 149 348 497

Homophobia 35 172 207
Hope-Speech 86 213 299

Misandry 446 830 1276
Misogyny 125 211 336

None-of-the-above 1296 3715 5011
Transphobic 6 157 163
Xenophobia 95 297 392

Table 1: Distribution of Dataset

Figure 1: Data Preparation phase

experimented LightGBM (Ke et al., 2017) outper-
formed all the other algorithms by having 0.32
macro average f1-score and 0.65 weighted average
f1-score followed by Catboost. Therfore we per-
formed hyperparameter tuning on Optuna on Light-
GBM where we ended up having 0.36 macro av-
erage f1-score and 0.63 weighted average f1-score
which was the highest metric of our experiments
on traditional ML models.

3.2.2 MURIL

MURIL (Khanuja et al., 2021) is a pretrained bert
model created by Google for tasks on Indian lan-
guages trained on 17 Indian languages. It was par-
allely trained on Translated Data and Transliterated
Data. Based on the XTREME (Hu et al., 2020)
benchmark, MURIL outperformed mBERT for all
the languages in all standard downstream tasks.
Hence, this model handles translated and translit-
erated data very well. We fine-tuned the MURIL
model with the parameters listed in the Table 3.
The metric we obtained from MURIL showed us
that it outperformed all other ML models.

4 Results

MURIL and other Machine Learning models were
trained on the training set and was validated on the
dev set. For this competition, submission, macro
f1-score was considered as the metric of evalua-
tion by the organisers. By this MURIL trained on
both Tamil and Transliterated dataset combined to-
gether had a very high macro f1-score of 0.49 and
weighted f1-score of 0.76 on the validation dataset
and a macro f1-score of 0.290 on test dataset and
weighted f1-score of 0.590. With this result we
secured the 3rd rank in the task. The Table 2 shows
the results of all the experimentations carried on
during the modelling phase.

5 Conclusion

In this paper, we conclude that with a relatively
smaller-size dataset, we can use Transliteration as
an efficient data augmentation technique to increase
the volume of data available which played a very
important role for getting a better F1-score is evi-
dent from the results Table 2 shows that Translit-
eration of dataset works very well. We also con-
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Model Dataset MP MR MF WP WR WF
MURIL Tamil 0.37 0.34 0.33 0.67 0.70 0.68
MURIL Combined 0.52 0.44 0.46 0.72 0.72 0.71
LightGBM Tamil 0.30 0.42 0.33 0.76 0.65 0.69
LightGBM Combined 0.28 0.46 0.31 0.78 0.66 0.71
CatBoost Tamil 0.28 0.52 0.33 0.82 0.66 0.72
CatBoost Combined 0.26 0.43 0.29 0.82 0.66 0.72
Random Forest Tamil 0.23 0.55 0.25 0.81 0.63 0.70
Random Forest Combined 0.23 0.39 0.24 0.85 0.65 0.73
Support Vector Machine Tamil 0.24 0.53 0.26 0.87 0.65 0.73
Support Vector Machine Combined 0.26 0.45 0.28 0.88 0.66 0.75
Multinomial Naive Bayes Tamil 0.16 0.16 0.14 0.94 0.64 0.74
Multinomial Naive Bayes Combined 0.18 0.29 0.18 0.93 0.65 0.75

Table 2: Experimental Results on various models MF - macro F1-score; WF - weighted F1-score; MP - macro
Precision; WP - weighted Precision; MR - macro Recall; WR - weighted Recall

Hyperparameters Values
Learning Rate 2e-5
Batch Size 16
Epochs 3
Weight Decay 0.001
Dropout 0.3

Table 3: Hyperparameters used across experiments

clude that Transformer models outperform tradi-
tional Machine Learning and Deep Learning mod-
els for this task.
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Abstract

This working notes summarises the participa-
tion of the UMUTeam on the TamilNLP (ACL
2022) shared task concerning emotion analysis
in Tamil. We participated in the two multi-
classification challenges proposed with a neu-
ral network that combines linguistic features
with different feature sets based on contextual
and non-contextual sentence embeddings. Our
proposal achieved the 1st result for the sec-
ond subtask, with an f1-score of 15.1% dis-
cerning among 30 different emotions. How-
ever, our results for the first subtask were not
recorded in the official leader board. Accord-
ingly, we report our results for this subtask with
the validation split, reaching a macro f1-score
of 32.360%.

1 Introduction

In this work, we detail the participation of the
UMUTeam in the shared-task Tamil NLP (ACL
2022), concerning Emotion Analysis (EA) in Tamil
(Sampath et al., 2022). Emotion detection is a
recent field of research included in the broader re-
search area of sentiment analysis. Here, the target
of emotion detection aims at detecting types of
feelings in natural language like anger, fear, dis-
gust, happiness, surprise and sadness (Iqbal et al.,
2022). In literature, strategies can be found ad-
dressing emotion detection in quite different do-
mains. For instance, Shelke et al., (Shelke et al.,
2022) propose an architecture based on Leaky Relu
activated Deep Neural Network (LRA-DNN) to
address emotion analysis on social media. The
architecture is comprised of four steps: (1) prepro-
cessing to clean the data and change it representa-
tion in a more understandable format; (2) feature
extraction step to extract the most relevant charac-
teristics; (3) ranking step where extracted features
are assigned to ranks that they are optimised by
using a nature-inspired meta-heuristic optimisation

∗Corresponding author

algorithm; and (4) classification where the LRA-
DNN is employed. Yong et al., (Yong et al., 2022)
describe a BCBLAC model designed to tackle emo-
tion analysis in a food review. Its name is due to its
layer architecture: Bert Layer, CNN layer, BLSTM
layer, Attention layer and CRF layer. Each layer
represents a step that the input must go through to
carry out the emotion classification process.

In this shared task, the organisers challenged the
participants to extract one emotion per document
from a collection of social media comments written
in Tamil. The organisers provided the participants
with three sets: development, training and test. It
is worth mentioning that we use these splits as
expected, that is, we train with the training set and
validate with the development set. This shared task
was divided into two minor subtasks. The first
subtask distinguishes among 11 emotions whereas
the second subtask with 30 emotions. The name
of the emotions, and the number of instances per
training and validation are depicted in Figure 1.

Our research group has experience dealing with
EA tasks. For example, we participated in the
EmoEvalEs shared task, proposed in IberLef 2021
(Plaza-del Arco et al., 2021) concerning EA in
Spanish. This task consisted into a multi clas-
sification task with the Ekman basic emotions.
We achieved the 6th position with an accuracy of
68.5990% (4.1667% below the best result) (García-
Díaz et al., 2021c). In this shared-task we partici-
pated with similar methods to the ones described in
(García-Díaz et al., 2021c). However, here we con-
duct a more advance hyperparameter tuning stage.
Besides, we use this task to validate a subset of
language-independent linguistic features extracted
with a custom tool that is part of the doctoral thesis
of one the members of the team. In fact, we had
participated in different automatic document classi-
fication tasks in Spanish to validate these linguistic
features. We have observed that these linguistic fea-
tures contribute to improve state-of-the-art models
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Figure 1: Label distribution for the first (left) and second (right) subtasks

based on Transformers. One of the secondary ob-
jectives of our participation is therefore to observe
whether the subset of these linguistic features that
are language-independent still improve the perfor-
mance of automatic document classification in non-
Latin languages. This subset of linguistic features
are based on stylometry, which different metrics
concerning word and sentence length as well as
punctuation symbols. There are, in addition, fea-
tures that capture emojis, hyperlinks, and social
network jargon.

2 Methodology

In a nutshell, our participation consists in the devel-
opment of a classifier based on neural network that
uses four feature sets combined using a knowledge
integration strategy. During the development stage,
other methods for combining these features, such
as ensemble learning, are evaluated.

Next, we describe the four feature sets in de-
tail. The first feature set is LF, a subset of
language-independent linguistic features extracted
using the UMUTextStats tool (García-Díaz et al.,
2021b; García-Díaz and Valencia-García, 2022).
These features are stylometric features, PoS fea-
tures based on the Tamil model of Stanza (Qi et al.,
2020), and social media features that includes the
detection of emojis. The second feature set is SE,
that are non-contextual sentence embeddings from
the Tamil pretrained model from fastText (Grave
et al., 2018). The third and forth feature sets are BF
and RF. These features are, respectively, sentence
embeddings from multilingual BERT (Devlin et al.,
2018) and multilingual RoBERTa (Conneau et al.,
2019).

To obtain the sentence embeddings from BERT
and RoBERTa, we fine-tuned them separately for

each task with RayTune (Liaw et al., 2018). During
this stage, 10 models with Tree of Parzen Estima-
tors (TPE) (Bergstra et al., 2013) were trained to
obtain the optimum values for the (1) weight decay,
(2) batch size, (3) warm-up speed, (4) number of
epochs, and (5) learning rate. TPE strategy selects
the next hyperparameters using Bayesian reasoning
and the expected improvement. Next, we extract
the [CLS] token from the best models in a similar
way as described in (Reimers and Gurevych, 2019).

Next, we train a neural network per feature set
separately. We use these neural networks to build
two classifiers based on ensemble learning. For this,
we use Keras (TensorFlow) and RayTune for the
hyperparameter stage. Besides, we train another
neural network that combines all the feature sets at
once using a knowledge integration strategy. For
this, we fed each feature set in a separate hidden
layer and then combine their outputs in the hidden
layers.

The details of the hyperparameter optimisation
stages are the following. As all feature sets are of
a fixed size, we evaluate only MultiLayer Percep-
trons (MLP) as the network architecture. These
MLPs are divided into shallow and deep neural
networks. This category is based on the number of
hidden layers and the number of neurons per layer.
Specifically, for the shallow neural networks we
only try one or two hidden layers maximum. The
number of neurons is the same in all layers. In deep
neural networks, however, we try a larger number
of hidden layers (between 3 and 8). Besides, the
number of neurons per layer are arranged in dif-
ferent shapes (brick, triangle, diamond, rhombus,
and short and long funnel). We also try several
activation functions to connect the hidden layers as
well as several learning rates and ratios of a dropout
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mechanism. We also handle class imbalance evalu-
ating larger batch sizes and class weights.

The best configuration for the knowledge integra-
tion strategy for subtask 1 is a deep neural network
composed of 3 hidden layers, with 128 neurons
stacked in a triangle shape. The batch size is 64,
the dropout of .2, the learning rate is 0.001, and the
activation function that connects the layers is a sig-
moid. On the other hand, the best configuration for
subtask 2 is a batch size of 32, no dropout, 4 hid-
den layers with 57 neurons stacked with a rhombus
shape (the value of 57 is the max value of neurons
per hidden layer), a learning rate of 0.001, and selu
as activation function.

3 Results and discussion

Table 1 reports the results with the validation split
for subtask 1 and 2. These results include each
feature set separately, the knowledge integration
strategy and two ensembles, one based on the mode
of the predictions and another based on averaging
the probabilities.

Subtask 1
precision recall f1-score

LF 17.84 15.35 13.70
SE 26.74 33.50 26.71
BF 29.25 29.26 28.84
RF 33.69 35.29 33.74
K.I. 33.90 32.85 32.36
mode 32.56 34.53 32.27
average 33.16 34.09 32.99

Subtask 2
precision recall f1-score

LF 8.56 6.73 5.40
SE 14.39 16.30 13.00
BF 13.67 14.12 13.38
RF 13.54 14.64 12.92
K.I. 13.97 14.29 13.33
mode 15.10 15.59 12.98
average 15.01 17.13 15.12

Table 1: Macro precision, recall and f1-score for the
first and second subtask: LF stands for the Linguistic
Features, SE stands for Sentence embeddings from fast-
Text, BF and RF stands for Sentence embeddings from
BERT and RoBERTa transformers, respectively. K.I.
stands for knowledge integration strategy, and mode
and average for the two ensemble strategies evaluated

As it can be observed from the first subtask (see
Table 1 -top-), the best result for the models trained

with only one feature set is achieved with the RF
(XML RoBERTa). This result outperforms SE and
BF. Besides, the performance of LF is more limited
than the rest of the features based on embeddings.
This is expected as the linguistic features (LF) is
a small subset of features. The knowledge inte-
gration strategy (K.I.) achieves a macro average
f1-score of 32.36. This f1-score is lower than the
result achieved with RF used in isolation, which
suggests that the combination of RF with other fea-
tures within the same neural network downplays
RF. We also check what is the macro f1-score of us-
ing other strategies for combining the features. We
test two ensemble learning strategies, one based on
the mode of the predictions, and another one based
on averaging the probabilities of each class. The
macro f1-score achieved is 32.274 for the mode,
and 32.992 for averaging the predictions. These
results are also lower than the ones achieved by RF
in isolation.

As it can be observed from the first subtask (see
Table 1 -bottom-), no larger difference between RF
and BF is observed. In fact, RF achieves a lower
score than BF and SE. The knowledge integra-
tion strategy reported a macro f1-score of 13.33%,
which is better than the ensemble based on the
mode but limited compared with the average of the
predictions.

In view of these results, and as we only have one
chance to submit our proposal, we decided to send
the results with the knowledge integration strat-
egy because, in our experience, it tends to produce
better results with unseen test splits.

The classification report of the knowledge inte-
gration strategy for the first subtask is depicted in
Table 2. Concerning the sentiments explored indi-
vidually, we observed that joy and ambiguous are
the emotions with higher score, with a f1-score of
57.63% and 57.38% respectively whereas surprise
was the label with lower score, with a f1-score of
8.16%. These scores are related to the distribution
of the labels, as documents labelled as surprise are
underrepresented. However, documents labelled as
neutral, which is the majority class, only achieves
a f1-score of 47.73%. We calculate the confusion
matrix (see Figure 2) to analyse this behaviour.
Neutral documents are mismatched with the rest of
the emotions. For instance, a 10% of the neutral
documents are labelled as joy, and another 10% as
disgust. This behaviour is not observed in the rest
of the emotions. For example, documents labelled
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as love are sometimes incorrectly labelled as joy
(34%) or trust (13%). Moreover, the majority of
wrong classifications with the emotions are related
to the neutral class. In fact, a 42% of documents
labelled as surprise are predicted as neutral.

precision recall f1-score
ambiguous 58.65 56.17 57.38
anger 36.44 10.54 16.35
anticipation 27.39 29.50 28.41
disguist 22.37 34.60 27.17
fear 33.33 22.00 26.51
joy 56.69 58.59 57.63
love 18.10 24.28 20.74
neutral 49.49 46.08 47.73
sadness 34.44 43.94 38.61
surprise 6.94 9.92 8.16
trust 29.07 25.70 27.28
macro avg 33.90 32.85 32.36
weighted avg 43.05 41.74 41.81

Table 2: Classification report for the first subtask, with
the validation split

Besides, in order to observe the correlation of the
linguistic features with the class, we calculate the
Information Gain. We observed that the most rele-
vant linguistic features are related to positive emo-
tions by the usage of certain emojis (0.03413). Re-
garding stylometric features, the most relevant ones
are based on the average word length (0.03226) and
concerning PoS features we found a important cor-
relation between words that does not have defined
grammatical gender.

The classification report for the second subtask
is depicted in Table 3. The name of labels were
translated using Google Translate. The macro f1-
score is 13.329%. According to the individual emo-
tions, the best result was achieved for thanksgiving
(f1-score of 51.665%) and admiration (f1-score of
47.074%). The neutral documents achieved low
performance (f1-score of 7.484%).

The results are also lower than the best of the
feature sets in isolation: BF (macro f1-score of
13.38). In this case, the macro f1-score of combin-
ing the features using ensembles are 12.98% for the
mode, and 15.12% for averaging the predictions
of each model. As it can be observed, the result
with the ensemble learning outperforms both the
results achieved with BF and the combination of
features into the same neural network. However,
we decided to send the results using the same strat-

precision recall f1-score
care 3.49 5.26 4.20
love 12.58 19.71 15.36
disgusting 12.73 17.83 14.85
desire 1.35 1.52 1.43
surprise 2.05 8.70 3.31
curiosity 15.89 16.99 16.42
realization of truth 26.77 22.33 24.35
excitement 7.17 8.95 7.96
hope for the future 6.18 11.59 8.06
anticipation 33.50 27.47 30.19
irritation 12.19 11.77 11.98
disappointment 4.32 10.99 6.20
approval 17.50 9.10 11.98
tease 28.05 26.26 27.13
grief caused by guilt 3.74 3.70 3.72
confusion 8.22 5.56 6.63
fun 5.57 10.00 7.15
anger 26.36 30.41 28.24
embarrassment 1.69 0.45 0.72
tragedy 23.40 5.14 8.43
grief 1.72 0.85 1.14
grief relief 0.78 0.92 0.84
neutral 13.24 5.22 7.48
thanksgiving 47.67 56.39 51.66
hope 10.08 8.13 9.00
anxiety 1.30 0.87 1.04
fear 2.44 13.64 4.13
pride 26.76 36.20 30.77
admiration 54.16 41.63 47.07
happiness 15.69 10.85 12.83
denial 6.48 14.43 8.95
macro avg 13.97 14.29 13.33
weighted avg 24.79 21.80 22.66

Table 3: Classification report for the second subtask
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Figure 2: Confusion matrix for the first subtask
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egy for both subtasks (as commented above, we
could not receive any type of feedback using the
CodaLab platform, which made the competition
more challenging).

Next, we report the results for the official leader
board. However, our participation was not con-
sidered for the first subtask. We suspect that the
problem is related to a wrong format of the sub-
mission. It is worth mentioning that the results
were not sending using the Codalab platform and
we did not received feedback until the end of the
evaluation phase.

Table 4 depicts the results for the second task, in
which we achieve the first position, with a macro
f1-score of 15.1% and improving the second best re-
sult (12.5%) in 0.026. Our system achieved the best
precision and recall, being the most relevant the re-
call. This result is superior to the one achieved with
the validation split. We assume, therefore, that the
documents and their distribution in the validation
and test sets are similar and that the performance
of each label is similar.

team precision recall f1-score
UMUTeam 15.0 17.1 15.1
GJG 14.2 14.4 12.5
Optimize_Prime 13.2 14.0 12.5
IIITSurat 15.6 9.9 9.0
Judith Jeyafreeda 9.4 6.8 5.7
GA 3.3 3.1 2.8
VCNVegetable 0.5 3.2 0.9

Table 4: Official results for the second task, sorted by
rank. We include the macro averaged metrics of preci-
sion, recall and F1-score

4 Conclusions and further research lines

In this working notes we have described the partici-
pation of the UMUTeam in a shared task regarding
emotion analysis in Tamil. We achieved the 1st
position in a fine-grained emotion analysis classifi-
cation in which 30 emotions can be defined. How-
ever, our results for the first multi-classification
task were not reported due to an unknown error.
We report our results for this task using the vali-
dation split. Our proposal to solve this problem
was grounded on knowledge integration to com-
bine linguistic features and different kind of sen-
tence embeddings. As commented in the Introduc-
tion Section, we wanted to evaluate a subset of
language-independent linguistic features in a non-

Latin language. However, multilingual RoBERTa
separately outperformed slightly the results of com-
bining different feature sets with ensemble learning
or knowledge integration.

As future work, we would like to extend the
presented architecture by incorporating new fea-
ture extraction techniques to analyse their impact
in precision. Furthermore, we will focus on in-
terpretability techniques. Besides, regarding the
application of emotions, we will evaluate the corre-
lation of some linguistic features regarding anger
and sadness with hate-speech in Spanish with the
datasets published at (García-Díaz et al., 2022) and
(García-Díaz et al., 2021a).
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Abstract

Social media has become a dangerous place
as bullies take advantage of the anonymity the
Internet provides to target and intimidate vul-
nerable individuals and groups. In the past few
years, the research community has focused on
developing automatic classification tools for de-
tecting hate-speech, its variants, and other types
of abusive behaviour. However, these meth-
ods are still at an early stage in low-resource
languages. With the aim of reducing this bar-
rier, the TamilNLP shared task has proposed a
multi-classification challenge for Tamil written
in Tamil script and code-mixed to detect abu-
sive comments and hope-speech. Our participa-
tion consists of a knowledge integration strat-
egy that combines sentence embeddings from
BERT, RoBERTa, FastText and a subset of
language-independent linguistic features. We
achieved our best result in code-mixed, reach-
ing 3rd position with a macro-average f1-score
of 35%.

1 Introduction

Some users make use of social networks to attack
others. Bullies target vulnerable individuals groups
with the goal of putting them down. This harass-
ment is done on basis of traits such as sexual ori-
entation, religious affiliation, gender, or ethnicity.
This speech is known as hate-speech and its auto-
matic detection has recently been explored because
the number of daily posts on social networks make
it impossible to review all of them manually. The
biggest challenges of automatic hate classification
are the use of figurative language and that it is not
enough just to use offensive language to consider
a document as hate speech. Besides, although the
performance of hate-speech detectors is not bad (at
least in controlled environments), they are language
and cultural dependent. This makes it difficult to
automatically detect hope and hate speech in low-
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resource languages like Tamil, where some of the
state-of-the-art techniques have yet to be explored.

In these working-notes, the participation of the
UMUTeam in the TamilNLP shared task (Priyad-
harshini et al., 2022) (ACL-2022) is described. In
this shared task, the organisers want the participants
to detect abusive comments in comments posted in
YouTube (Chakravarthi, 2020; Chakravarthi and
Muralidaran, 2021; Hande et al., 2021). This
is a multi-classification task. The labels are
misandry, counter-speech, misogyny, xenophobia,
hope-speech, homophobia, transphobia, and none-
of-the-above. The overall performance of each
submission is measured using the macro average
precision, recall and f1-score.

Two datasets are published. One in Tamil script
and another in Tamil using Latin characters (code-
mixed). The comments from YouTube are mostly
composed by only one sentence. The dataset anno-
tators rate each comment individually (that is, the
annotators did not know if the comment is response
to another comment or which is the context of the
video). The task organisers published the datasets
divided into training and development. Table 1 de-
picts the number of labels per dataset. It can be
seen that, on the one hand, there is a strong imbal-
ance between the labels and, on the other, that the
code-mixed dataset is much larger.

Label Tamil-script Code-mixed
none-of-the-above 1642 4639
misandry 550 1048
counter-speech 185 443
misogyny 149 367
xenophobia 124 266
hope-speech 97 261
homophobia 43 215
transphobic 8 197

Table 1: Dataset statistics per label
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2 Related work

Automatic abusive comment detection has gained
academic relevance. In fact, it is a trending topic
in international workshops on Natural Language
Processing. For instance, the MEX-A3T shared-
task (IberLEF-2019), Germ-Eval 2018 (Wiegand
et al., 2018), or EvalIta 2018 (Bosco et al., 2018)
among others.

The common approaches for the development
of automatic abusive comment detectors are based
on automatic document classification. Therefore,
the most common way to do it is by building an
automatic classifier based on supervised learning.
To do this, some approaches rely on extracting
statistical features, such as Bag-of-words, TF–IDF,
word or sentence embeddings, and use them to
train an automatic classifier based on traditional
machine-learning models or neural networks with
a convolutional, recurrent or based on transformers
architecture.

Modern approaches for detecting abusive com-
ments are based on ensemble learning. For in-
stance, the authors of (Molina-González et al.,
2019), which participated in the MEX-A3T, pro-
posed an ensemble learning model based on a soft-
voting strategy. To the best of our knowledge, nev-
ertheless, little research has evaluated knowledge
integration strategies for abusive comment detec-
tion. In (Ahuja et al., 2021), the authors combined
four traditional machine-learning models based
Bag-of-Words features, and two deep-learning ar-
chitectures (a convolutional and a recurrent neural
network) based on pretrained word embeddings
from FastText and GloVe. In (García-Díaz et al.,
2022), the authors compared ensemble learning
strategies with knowledge integration with four
datasets of hate-speech datasets in Spanish. Their
evaluation suggest that knowledge integration out-
performs ensemble learning slightly.

There is also some work focused on specific
types of hate-speech. Our research group, for ex-
ample, compiled the Spanish MisoCorpus 2020
(García-Díaz et al., 2021a), concerning different
types of misogynistic behaviour in Spanish.

3 Methodology

Our methodology is depicted in Figure 1. In a
nutshell, it can be described as follows. For both
datasets, we extract four feature sets: LF, SE, BF,
and RF. The details of each feature set are described
in more detail in these working notes. Next, we

train a neural network model for each feature set.
We use these neural networks to build a new model
based on ensemble learning. This new model
combines the predictions of each model. Besides,
we also evaluate a knowledge integration strategy.
With the knowledge integration strategy, a new neu-
ral network is trained with all the feature sets at
once. For this, we connect each feature set to a
input layer and combine their weights in a new hid-
den layer. Finally, we select the best strategy and
obtain the predictions of the official test split.

Tamil (native-script)

BERT embeddings
(BF)

Linguistic Features
(LF)

Sentence Embeddings
(SE)

Results

Tamil (code-mixed)
RoBERTA embeddings

(RF)

Knowledge
Integration

Ensemble
learning

Figure 1: System architecture

Next, the feature sets are explained in detail.
The first feature set (LF) is a subset of language-
independent linguistic features from the UMU-
TextStats tool1 (García-Díaz et al., 2021b; García-
Díaz and Valencia-García, 2022). These features
include stylometric features (for instance, word and
sentence average and Type-Token Ratio), emojis,
and Part-of-Speech features. The second feature
set (SE) are non-contextual sentence embeddings
from FastText (Mikolov et al., 2018). It is worth
noting that FastText has a model for Tamil (Grave
et al., 2018). FastText provides a tool to extract
sentence embeddings. These embeddings are made
up of the average of all the words in each document.
The embeddings obtained from FastText are non
contextual (they ignore word order). The third and
forth feature sets are sentence embeddings from
BERT (BF) (Devlin et al., 2018) and RoBERTa
(RF) (Liu et al., 2019). In case of Tamil, we use
multilingual BERT (Devlin et al., 2018) and XLM
RoBERTa (Conneau et al., 2019).

To extract the sentence embeddings from BERT
and RoBERTa we conduct a hyperparameter se-

1https://umuteam.inf.um.es/umutextstats
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lection stage that consisted in the evaluation of
10 models with Tree of Parzen Estimators (TPE)
(Bergstra et al., 2013). We evaluate a weight decay
between 0 and .3, 2 batch sizes (8 and 162), four
warm-up speeds (between 0 and 1000 with steps
of 250), from 1 to 5 epochs, and a learning rate
between 1e–5 and 5e–5. Once we obtained the
best configuration for BERT and for RoBERTa, we
extract their sentence embeddings extracting the
[CLS] token (Reimers and Gurevych, 2019).

The next step in our pipeline is the training of
the neural network models. For this, we conduct
several hyperparameter optimisation stages with
Tensorflow and RayTune (Liaw et al., 2018). This
stage is used for each feature set (LF, SE, BF, RF)
and for the knowledge integration strategy (LF +
SE + BF + RF). Each hyperparameter optimisation
stage evaluated 20 shallow neural networks and 5
deep neural networks. The shallow neural networks
contains one or two hidden layers max with the
same number of neurons per layer. For these, we
evaluate linear, ReLU, sigmoid, and tanh as
activation functions. The deep-learning networks
can be from 3 to 8 layers. Besides, each hidden
layer can have different number of neurons. These
hidden layers and their neurons are arranged in
shapes, namely brick, triangle, diamond, rhombus,
and funnel. For the deep neural networks we eval-
uated sigmoid, tanh, SELU and ELU as activa-
tion functions. In these experiments, we test two
learning rates: 10e-03 and 10e-04. We also
evaluate large batch sizes (128, 256, 512) due to
class imbalance. Our objective is that every batch
has sufficient number of instances of all classes. Be-
sides, we also include a regularisation mechanism
based on dropout, testing different ratios between
.1 and .3.

Due to page length restrictions, we only report
the results achieved with the knowledge integration
strategy, as it is the neural network that we use for
our official participation. The results achieved with
the validation split are depicted in Table 2. We re-
port a macro f1-score of 49.834% for Code-mixed
and 46.167% for Tamil-script. Concerning the indi-
vidual labels, the best results are obtained with the
none-of-the-above label (the majority class). We
observed that documents labelled as transphobic
label in Tamil-script (66.667%) achieved promis-
ing results whereas its counter-part in Code-mixed

2In case of Tamil, our GPU does not support batch size of
16, so we only evaluate 8

achieved limited results (24.561%). This behaviour
is explained due to the limited number of examples
of this label in Code-mixed. In fact, the results are
usually better for Tamil except with documents la-
belled as xenophobia, in which our model achieved
very good precision in Code-mixed (80.357%) but
limited in Tamil (48.936%).

Besides, we include the confusion matrix for
Code-mixed (top) and Tamil-script (bottom) in Fig-
ure 2. With the confusion matrix, we can observe
what are the wrong classifications made by each
model. As expected, the none-of-the-above-label
(that is, the neutral label) is the label that has the
larger number of wrong classifications. In case of
Tamil-script, we can observe that documents la-
belled as hope-speech are commonly misclassified.
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Figure 2: Confusion matrix for report for Code-mixed
(top) and Tamil-script (bottom) with the validation split
in the neural network that combines all feature sets
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precision recall f1-score precision recall f1-score
Code-mixed Tamil-script

none-of-the-above 83.93 82.44 83.17 81.64 77.17 79.34
misandry 71.98 62.38 66.84 62.20 59.09 60.61
counter-speech 34.85 51.69 41.63 35.09 54.05 42.55
xenophobia 80.36 61.22 69.50 48.94 46.00 47.42
hope-speech 41.74 44.86 43.24 33.33 23.08 27.27
misogyny 34.78 30.48 32.49 37.50 50.00 42.86
homophobia 45.76 31.40 37.24 43.48 55.56 48.78
transphobic 18.79 35.44 24.56 100.00 50.00 66.67
macro avg 51.52 49.99 49.83 49.13 46.11 46.17
weighted avg 73.05 70.82 71.61 68.65 66.87 67.46

Table 2: Precision, recall, and f1-score for Code-mixed (left) and Tamil-script (right). These results are obtained
with the knowledge integration strategy that combined LF, SE, BF, and BF

4 Results and discussion

One of the biggest challenges in this shared task is
that the CodaLab leader board is disabled. There-
fore, we could not review that the output file is
correct.

Table 3 depicts the official leader board for Code-
mixed and Table 4 for Tamil-script. Note that these
results were provided by the organisers and we can
not report more precision. It can be seen that we
achieved the 3rd position in the official leader board
for code-mixed, with the same f1-score that the sec-
ond participant (with fewer accuracy and precision
but a higher recall). We achieved very limited re-
sults in Tamil-script, reaching 9th position in the
official ranking. As it can be observed, we obtained
very limited precision and recall. In view of these
results, it is possible that our neural network model
has not learn to classify correctly the labels and it
is always predicting the same result.

Team Acc m-P m-R m-F1
abusive-checker 65 46 38 41
GJG_TamilEnglish 60 37 34 35
UMUTeam 59 35 37 35
Optimize_Prime 45 31 38 32
MUCIC 54 40 28 29
CEN-Tamil 56 30 23 25
DLRG 60 18 15 14
BpHigh 15 14 16 10

Table 3: Official results for the code-mixed, showing the
accuracy and the macro precision, recall, and F1-score

Team Acc m-P m-R m-F1
CEN-Tamil 63 38 29 32
COMBATANT 53 29 33 30
DE-ABUSE 61 33 29 29
DLRG 60 34 26 27
TROOPER 61 40 23 25
abusive-checker 45 14 14 14
Optimize_Prime 44 13 13 13
GJG_Tamil 43 13 14 13
UMUTeam 39 13 13 13
MUCIC 46 12 13 12
BpHigh_tamil 7 18 12 6

Table 4: Official results for Tamil-script, showing the
accuracy and the macro precision, recall, and F1-score

5 Conclusions and promising research
lines

This working notes describe the participation of
the UMUTeam in the TamilNLP-ACL2022 shared
task, concerning abusive detection in Tamil written
in Tamil-script and code-mixed. In this work, we
have combined four feature sets from linguistic
features to three types of sentences embeddings.
We have combined these features in a knowledge
integration strategy. We reached the 3rd position in
Code-mixed and 9th position in Tamil-script.

As future work, we will focus on the develop-
ment of language-independent linguistic features.
For example, we have adapted UMUTextStats to
use different PoS models from Stanza (Qi et al.,
2020), which has allowed to extend the subset of
the linguistic features for Tamil. Besides, we will
compile idioms and extending the dictionaries to
improve the figurative language identification (del
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Pilar Salas-Zárate et al., 2020), thus improving the
performance of automatic document classification.
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Abstract

Social media platforms often act as breeding
grounds for various forms of trolling or mali-
cious content targeting users or communities.
One way of trolling users is by creating memes,
which in most cases unites an image with a
short piece of text embedded on top of it. The
situation is more complex for multilingual(e.g.,
Tamil) memes due to the lack of benchmark
datasets and models. We explore several mod-
els to detect Troll memes in Tamil based on
the shared task, "Troll Meme Classification in
DravidianLangTech2022" at ACL-2022. We
observe while the text-based model MURIL
performs better for Non-troll meme classifica-
tion, the image-based model VGG16 performs
better for Troll-meme classification. Further
fusing these two modalities help us achieve sta-
ble outcomes in both classes. Our fusion model
achieved a 0.561 weighted average F1 score
and ranked second in this task.

1 Introduction

Over the past few years, social media platforms
have been expanding rapidly. Users of the plat-
form interact by sharing content to enrich their
knowledge and social connections. Although most
of the content on social media platforms that ex-
isted so far was textual, recently, a unique mes-
sage was born: the meme (Chakravarthi, 2020;
Chakravarthi and Muralidaran, 2021). A meme
is usually created by an image and a short piece of
text on top of it, entrenched as part of the image.
Memes are generally meant to be harmless and con-
ceived to look humorous, but sometimes, bad actors
use memes for threatening and abusing individu-
als or specific target communities (Ghanghor et al.,
2021a,b; Yasaswini et al., 2021). Such memes are
collectively known as Offensive/Troll memes in
social media.

Trolling is the exercise of publicizing a message
via social media that is planned to be abusive, in-
citing, or threatening to distract, which often has

rambling or off-topic content to provoke the audi-
ence(Bishop, 2014; Suryawanshi et al., 2020a). In
addition, such memes can be treacherous as they
can easily harm the reputation of individuals, fa-
mous celebs, political entities, businesses, or social
groups, e.g., minorities. Although various studies
have been conducted to detect offensive posts using
different natural language techniques, Troll meme
classification has not yet been explored.

The situation for countries like India is more
complicated due to the immense lanuage diverisy1.
The meme in the Indian context, can be com-
posed in English, local language (native or for-
eign script) or in combination of both language and
script (Sampath et al., 2022; Ravikiran et al., 2022;
Chakravarthi et al., 2022; Bharathi et al., 2022;
Priyadharshini et al., 2022). This adds another chal-
lenge for the troll meme classification. Tamil is one
of the world’s longest-surviving classical languages
(Anita and Subalalitha, 2019b,a; Subalalitha and
Poovammal, 2018). Tamil is a member of the south-
ern branch of the Dravidian languages, a group of
about 26 languages indigenous to the Indian sub-
continent (Subalalitha, 2019; Srinivasan and Sub-
alalitha, 2019; Narasimhan et al., 2018). It is also
classed as a member of the Tamil language family,
which contains the languages of around 35 ethno-
linguistic groups, including the Irula and Yerukula
languages (Sakuntharaj and Mahesan, 2021, 2017,
2016; Thavareesan and Mahesan, 2019, 2020a,b,
2021).

Recently, there has been a lot of effort to investi-
gate the malicious side of memes, e.g., focusing on
hate(Gomez et al., 2020), offensive(Suryawanshi
et al., 2020a), and harmful(Pramanick et al.,
2021) memes. However, the majority of the
studies are centralized around the English lan-
guage. Further several shared tasks like HASOC
2021(Modha et al., 2021), DravidianLangTech

1https://en.wikipedia.org/wiki/
Languages_of_India
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(a) An example of a Troll meme

(b) An example of a Non-troll meme

Figure 1: Examples of troll and not-troll meme

Split Troll Non-troll Total
Train 1,282 1,018 2,300
Test 395 272 667
Total 1,677 1,290 2,967

Table 1: Dataset statistics

2021(Chakravarthi et al., 2021), have been orga-
nized on multiple languages for hostile content
detection in the Indian context, but it is limited to
textual classification. Extending those tasks further,
the organizer of this shared task has organized a
classification task to identify troll memes in Tamil
by providing 2,967 memes. This paper illustrates
the methodologies we used to identify Tamil troll
memes, which helped us achieve second place in
the final leader-board standings of shared tasks.

2 Related Work

This section discusses some of the text-based abu-
sive content detection methods and briefly explains
the multi-modal techniques used so far to detect
malicious memes.

2.1 Text-based abusive content detection

Recently, a lot of work has been carried out to iden-
tify abusive speech using text from social media

Dataset TextImage

VGG 16   
(256 X 1)

MURIL    
(768 X 1)

Dense Layer 
(256 X 1)

Dense Layer 
(64 X 1)

Concat (Fusion Layer)                                               
(832 X 1)

Fusion 
Classification

Figure 2: Our fusion model architecture with VGG16
and MURIL

posts (Das et al., 2020). In 2017, Davidson et al.
(2017) made public a Twitter dataset in which thou-
sands of tweets were labeled offensive, hate, and
neither. The earlier efforts to create such classi-
fiers used easy methods such as linguistic features,
word n-grams, bag-of-words, etc (Davidson et al.,
2017). With the availability of larger datasets, re-
searchers have started utilizing complex models
such as deep learning and graph embedding(Das
et al., 2021b) strategies to improve the classifier
performance of hate speech detection in social me-
dia posts. In 2018, Pitsilis et al. (2018) used deep
learning-based models, such as the recurrent neu-
ral networks (RNNs), to detect the abusive tweets
in the English language and witnessed that it was
pretty effective in this task. In contrast, RNNs
have been established to perform well with sev-
eral language models. In addition, other neural
network models, such as LSTM and CNN, have
succeeded in detecting abusive speech (Goldberg,
2015; la Peña Sarracén et al., 2018). Recently,
Transformer-based (Vaswani et al., 2017) language
models such as BERT, (Devlin et al., 2019) are be-
coming quite prevalent in several downstream tasks,
such as spam detection, classification(Das et al.,
2021a; Banerjee et al., 2021), etc. Having observed
the exceptional performance of these Transformer
based models, we also utilize a Transformer based
model, MURIL, which is pre-trained explicitly in
Indian Languages.

52



Model Accuracy F1 Score(T) F1 Score(w) Precision(w) Recall(w)
MURIL 0.556 0.637 0.552 0.549 0.556
VGG16 0.587 0.736 0.458 0.522 0.587
Fusion 0.566 0.649 0.561 0.558 0.567

Table 2: Performance Comparisons of Each Model. T: Troll Class. w: Weighted-Average. The best performance in
each column is marked in bold and second best is underlined
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Figure 3: Confusion Matrix on Test Data for Each Model

2.2 Multi-modal abusive content detection
Lately, several datasets have been made public
to the research community for abusive meme de-
tection. Sabat et al.(2019) created a dataset of
5,020 memes for hate speech detection. The
MMHS150K hate meme dataset developed by
Gomez et al.(2020) is one of the enormous datasets
collected from Twitter, consisting of 150K posts.
Similarly, Facebook AI (Kiela et al., 2020) intro-
duced another Hateful Meme dataset of 10K+ posts
labeled hateful and non-hateful. As part of the hate-
ful meme detection, an array of techniques with
diverse architecture ranging from the text-based
model, image-based model, and multi-modal mod-
els have been employed, including Glove embed-
ding, FastText embedding, ResNet-152, VGG16,
VisualBERT, UNITER, ViLBERT CC, V-BERT
COCO(Pramanick et al., 2021; Chandra et al.,
2021).

In this work, we use the VGG16 model, which is
extensively used for several classification problems,
to extract the features of all the memes and finally
use it with the textual features to design our final
model.

3 Dataset Description

The shared task on Troll Meme Classification
in DravidianLangTech2022 (Suryawanshi et al.,
2022) at ACL-2022 is based on a classification
problem with the aim of moderating and minimiz-
ing the offensive/harmful content in social media.
The objective of the shared task is to devise method-

ologies and vision-language models for troll meme
detection in Tamil. We show the class distribution
of the dataset(Suryawanshi et al., 2020b; Suryawan-
shi and Chakravarthi, 2021) in Table 1. The training
set consisting of 2,300 memes (out of which 1,282
memes were labeled as troll meme) and the test
set consisting of 667 memes. In addition, the latin
transcribed texts were shared for all memes. We
show example of both Troll and Non-troll memes
in Figure 1.

4 Methodology

In this section, we discuss the different parts of the
pipeline that we pursued for the detection of troll
meme using the dataset.

4.1 Uni-modal Models
As part of our initial experiments, we created the
following two uni-model models, one utilizing text
features and the other using image-based features.
MURIL: MURIL(Khanuja et al., 2021) is a trans-
former encoder having 12 layers with 12 atten-
tion heads and 768 dimensions. We used the pre-
trained model which has been trained on 17 Indian
languages and their transliterated counterparts us-
ing the MLM (masked language model) and the
next sentence prediction (NSP) loss functions. The
dataset used for pre-training is obtained by using
the publicly available corpora from Wikipedia and
Common Crawl. We pass all the texts associated
with the meme via pre-trained MURIL 2 to get the

2https://huggingface.co/google/
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768-dimensional feature vectors for each meme
and then finally fed it to a output node for the final
prediction.
VGG16: VGG16 (Simonyan and Zisserman, 2014)
is a Convolutional Neural Network architecture, a
variant of the VGG model which consists of 16
layers and is very appealing because of its very uni-
form architecture. We pass all the images(meme)
via VGG16 and get the 256-dimensional feature
vectors, then we pass it to the two dense layer of
size 256 (with dropout of 0.5), 64 and finally fed it
two the output node for the final prediction.

4.2 Fusion Model

The uni-modal models we used so far do not use the
relation between the text and image present in the
meme. To have better understanding between the
text and image, we design a new MURIL+VGG16
fusion classifier, where we first concatenate the em-
bedding from the both MURIL and VGG16 mod-
els discussed above, then we pass the concatenated
embedding to a classification node for the final pre-
diction. The detail of the pipeline is presented in
Figure 2.

All the models are trained with binary cross-
entropy loss functions and Adam optimizer for 20
epochs.

5 Results

Table 2 demonstrates the performance of each
model. We observe among the uni-modal mod-
els, VGG16 has the highest Accuracy(MURIL:
0.556, VGG16: 0.587) and F1 score (MURIL:
0.637, VGG16: 0.736) for troll class. Though
in terms of weighted F1 score(MURIL: 0.552,
VGG16: 0.458), the text-based model MURIL per-
forms better. When we fuse these two models,
the fusion model achieves the highest weighted
F1 score(0.561) among all the models. To further
understand the model’s weakness, we show the
confusion matrix of each model in Figure 3. We
observe that while the MURIL performs better on
the Non-troll meme datapoints, VGG16 performs
better on the troll meme datapoints. Whereas on the
non-troll meme data points, VGG16 shows inferior
performance. The fusion model brings the positive
characteristics of both MURIL and VGG16 and
performs the best by understanding better connec-
tions between the text and image of the memes.

muril-base-cased

6 Conclusion

In this shared task, we deal with a novel problem
of detecting Tamil troll memes. We evaluated dif-
ferent uni-modal models and introduced a fusion
model. We found that text-based model MURIL
performs better on the Non-troll class, whereas
VGG16 performs better on the Troll class. Ensem-
bling these two models help us in gaining stable
outcomes in both classes. We plan to explore fur-
ther other vision-based models to improve classifi-
cation performance as an immediate next step.
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Abstract

Using technology for analysis of human emo-
tion is a relatively nascent research area. There
are several types of data where emotion recog-
nition can be employed, such as - text, images,
audio and video. In this paper, the focus is
on emotion recognition in text data. Emotion
recognition in text can be performed from both
written comments and from conversations. In
this paper, the dataset used for emotion recog-
nition is a list of comments. While extensive
research is being performed in this area, the
language of the text plays a very important role.
In this work, the focus is on the Dravidian lan-
guage of Tamil. The language and its script
demands an extensive pre-processing. The pa-
per contributes to this by adapting various pre-
processing methods to the Dravidian Language
of Tamil. A CNN method has been adopted
for the task at hand. The proposed method has
achieved a comparable result.

1 Introduction

Emotion Analysis is a task of classification of emo-
tions in text. There are several application for this
task such as reviews analysis in e-commerce, pub-
lic opinion analysis, extensive search, personal-
ized recommendation, healthcare, and online teach-
ing (Sampath et al., 2022a; Ravikiran et al., 2022;
Chakravarthi et al., 2022; Bharathi et al., 2022;
Priyadharshini et al., 2022). A lot of research
has been done on classifying comments, opinions,
movie/product reviews, ratings, recommendations
and other forms of online expression into posi-
tive or negative sentiments (Priyadharshini et al.,
2021; Kumaresan et al., 2021; Chakravarthi, 2020;
Chakravarthi and Muralidaran, 2021; Chakravarthi
et al., 2020b).

Though there have been several research works
around emotion recognition in English language,
there are not many in Dravidian languages
(Chakravarthi et al., 2021a,b, 2020a; Priyadharshini
et al., 2020). The four major Dravidian languages

are Tamil, Telugu, Malayalam and Kannada. This
paper explores the idea of using deep neural net-
works specifically CNN for the purpose of Emotion
Recognition in text from the Dravidian Language
of Tamil (Ghanghor et al., 2021a,b; Yasaswini et al.,
2021).

Tamil is one of the world’s longest-surviving
classical languages (Anita and Subalalitha,
2019b,a; Subalalitha and Poovammal, 2018;
Subalalitha, 2019). According to A. K. Ramanujan,
it is "the only language of modern India that is
recognizably continuous with a classical history."
Because of the range and quality of ancient Tamil
literature, it has been referred to as "one of the
world’s major classical traditions and literatures."
For about 2600 years, there has been a recorded
Tamil literature (Sakuntharaj and Mahesan, 2021,
2017,?, 2016). The earliest period of Tamil
literature, known as Sangam literature, is said
to have lasted from from 600 BC to AD 300.
Among Dravidian languages, it possesses the
oldest existing literature. The earliest epigraphic
documents discovered on rock edicts and "hero
stones" date from the 6th century BC (Thavareesan
and Mahesan, 2019, 2020a,b, 2021).

The task in (Sampath et al., 2022b) is catego-
rized in two subtasks, both of which dealing with
a corpus in the Dravidian language of Tamil. The
first one aims at classifying social media comments
in 8-10 classes where the classes are in English.
The second subtask involves classifying text into
one of the 30 classes, where the classes are also in
tamil. The classification systems performance has
been measured in terms of macro averaged Preci-
sion, macro averaged Recall and macro averaged
F-Score across all the classes.

2 Related Work

With the increase in social media content in the
recent past, a lot of focus has been given to Emo-
tion Analysis. Several Machine Learning and Deep
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Learning approaches have been developed for this
cause. (Wiebe et al., 2005) proposed a manual
corpus annotation for emotions and sentiments in
news articles. (Strapparava and Mihalcea, 2008) de-
scribes an experiment for automatic identification
of six different emotions in text including Anger,
Disgust, Fear, Joy, Sadness and Surprise. The au-
thors propose both knowledge based and corpus
based methods for this purpose. (Liu, 2017) uses
emotion detection to predict the future stock re-
turns by applying a emotion classifier to tweets
from the 2016 presidential election and financial
tweets. (Gaind et al., 2019) uses a supervised
model.The model developed is a hybrid one consist-
ing of two completely different approaches. The
first approach uses Emotion-Words Set and several
textual features to classify and score text accord-
ing to the emotions. The second approach uses
standard classifiers like SMO and J48 to classify
tweets. Finally, these approaches are combined
to detect emotions in text more effectively. (Sto-
janovski et al., 2015) uses convolutional neural
network architecture for emotion identification in
Twitter messages. The model has been applied on
Twitter messages for emotion identification related
to public local services. This is an unsupervised
method. (Savigny and Purwarianti, 2017) com-
pared many methods for using word embedding in
a classification task, namely average word vector,
average word vector with TF-IDF, paragraph vector,
and by using Convolutional Neural Network (CNN)
algorithm. The authors showed that the accuracy of
the classification increases while word embeddings
are used in combination with CNN. (Zhang et al.,
2018) addresses the problem where a sentence can
evoke more than one emotion. For this purpose,
the authors introduce an emotion distribution learn-
ing and propose a multi-task convolutional neural
network for text emotion analysis.

(Andrew, 2020) proposes several machine learn-
ing techniques to classify sentiments from YouTube
comments in the Dravidian languages of Tamil
and Malayalam. The corpus in (Andrew, 2020)
is YouTube comments in code mixed Dravidian
languages of Tamil and Malayalam. It is noted that
a Naïve Bayes method performs the best for senti-
ment analysis if YouTube comments on code mixed
Dravidian language of Tamil. (Andrew, 2021) per-
forms offensive language detection on YouTube
comments in Dravidian languages of Tamil, Malay-
alam and Kannada. The authors perform a pre-

processing step that allows the substitution of Dra-
vidian language script to Latin script, replacement
of emojis with words and the standard method of
removing stop words. This is then followed by the
use of several machine language techniques.

3 Data

The datset for the two subtasks are from (Sampath
et al., 2022b).

3.1 Subtask A

The goal of subtask A is to classify emotions in
Tamil text into 8-10 classes. The classes are in
English. The classes are: Ambiguous, Anger, An-
ticipation, Disgust, Joy, Love, Neutral, Sadness and
Trust. The train set consists of 14208 sentences,
the development sets consists of 3552 sentences
and the test set consists of 4440 sentences.

3.2 Subtask B

The goal of subtask B is to classify emotions in
Tamil text into 30 classes. However, unlike subtask
A, the classes are in Tamil as well. The train set
consists of 30179 sentences, the development sets
consists of 4269 sentences and the test set consists
of 4268 sentences.

4 Pre-Processing

The Tamil text needs some pre-processing be-
fore training a deep learning algorithm. The pre-
processing techniques are similar to ones in (An-
drew, 2021).

• The words in the script of the Dravidian lan-
guage of Tamil are replaced by latin text. For
subtask B, both the text and the classes are
replaced by latin text (IPA). This is performed
using the anyascii package in Python.

• The emojis found in the text are replaced by
the words that the emoji represents like happy,
sad etc.

• Remove stop words and punctuations. For
this purpose, python packages for language
specific stop words. The advertools and stop-
wordsiso are used for language specific stop-
words.
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5 Deep Learning Methods for emotion
classification

5.1 Pre-Processing

In this paper, a first preprocessing is done in order
to change the script of Tamil to IPA, as described in
the previous section. However, in order to be able
to trained for a deep learning model, pre-processing
methods like tokenization and stemming is per-
formed on the transformed text. For this purpose,
the inbuilt ’keras’ python package is used.

5.2 Embedding

There have been several word embeddings pro-
posed for the Dravidian language of Tamil. (Thava-
reesan and Mahesan, 2020c) proposes a word
embedding-based Part of Speech (POS) tagger for
Tamil, with experiments conducted on BoW, TF-
IDF, Word2vec, fastText and GloVe. (Kumar et al.,
2020) presents word-embedding for 14 different
Indian languages including Tamil. A total of 422
embeddings have been released. In this paper, the
embeddings from (Kumar et al., 2020) is used.

5.3 Deep Learning Models

In this paper, a Convolutional Neural Network
(CNN) is used for emotion classification. The
’Keras’ python CNN package is used for this pur-
pose.

5.3.1 CNN

The central idea behind a CNN is the convolving or
sliding pre-determined window of data. The data
is first represented using word vectors. A weight
matrix, called a filter consisting of an activation
function, is then slid horizontally across the sen-
tences by one step. Backpropagation will ensure
that the weights of these filters are learned from the
data. The next step is to calculate the convoluted
feature. This layer is calculated by summing over
the element-wise multiplication as each filter slides
over the window of data one stride at a time and
is multiplied by its corresponding weight in the
filter. In cases where the filter doesnt exactly fit the
matrix with a given number of slides, a padding is
necessary. This can be done in two ways: (i) Pad
the outer edges with zero vectors (zero-padding)
(ii) ignore the part of the matrix that does not fit the
filter (valid padding). In order to help the algorithm
learn higher-order representations of the data while
reducing the number of parameters, pooling can be

Task Precision Recall F1-score

A 0.150 0.122 0.094
B 0.094 0.068 0.057

Table 1: Results.

performed. There are three types of pooling - Sum
pooling, Max pooling and average pooling.

Finally, the fully connected layer receives the
input from the previous pooling and convolutional
layers. It then performs a classification task (cnn).
This process is shown in Figure 1

Figure 1: General Process Flow for a Convolution Neu-
ral Network (Pathak and Khan, 2021)

6 Results

The performance of the classification system has
been evaluated in terms of macro averaged Preci-
sion, macro averaged Recall and macro averaged
F-Score across all the classes. The evaluation has
been performed with the sklearn package on python
(Pedregosa et al., 2011).

The results for both tasks A and B are shown in
Table 1.

A precision of 0.150, a recall of 0.122 and a F1-
score of 0.094 is achieved for Task A. The highest
scores of metrics achieved for Task A are precision
is 0.220, recall is 0.250 and F1 score is 0.210.

A precision of 0.094, a recall of 0.068 and a F1-
score of 0.054 is achieved for Task B. The highest
scores of metrics achieved for Task B are preci-
sion is 0.15, recall is 0.171 and F1 score is 0.151.
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In general this is quite low. It has to be kept in
mind that task 2 had both the text and labels in the
Dravidian language of Tamil.

It can be noted that when the language of the
labels/category is in English, the results are bet-
ter than when both the labels/category is in Tamil.
(Andrew, 2021) shows that pre-processing Dravid-
ian texts help improve the results when used with
Machine Learning models, however, this does not
seem to be the case with deep learning techniques.
This is because deep learning techniques requires
huge amount of training data. For a language like
Tamil, such models are not easily available due to
the lack if data. Using language models such as
BERT trained for the Dravidian language of Tamil
over a large corpus could help in more accurate
classification of emotions.

There is clearly a huge amount of efforts that
needs to go in encoding and decoding of Dravidian
language scripts. Translating Dravidian Language
scripts to Latin alphabets might not be the best ap-
proach for emotion classification. This is a critical
point of pre-processing that needs to be consid-
ered in future works. Any new model built should
be able to process the text with the script of the
Dravidian language itself.
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Abstract

Abusive language content such as hate speech,
profanity, and cyberbullying etc., which is com-
mon in online platforms is creating lot of prob-
lems to the users as well as policy makers.
Hence, detection of such abusive language in
user-generated online content has become in-
creasingly important over the past few years.
Online platforms strive hard to moderate the
abusive content to reduce societal harm, com-
ply with laws, and create a more inclusive en-
vironment for their users. In spite of various
methods to automatically detect abusive lan-
guages in online platforms, the problem still
persists. To address the automatic detection
of abusive languages in online platforms, this
paper describes the models submitted by our
team - MUCIC to the shared task on "Abusive
Comment Detection in Tamil-ACL 2022". This
shared task addresses the abusive comment de-
tection in native Tamil script texts and code-
mixed Tamil texts. To address this challenge,
two models: i) n-gram-Multilayer Perceptron
(n-gram-MLP) model utilizing MLP classifier
fed with char-n gram features and ii) 1D Convo-
lutional Long Short-Term Memory (1D Conv-
LSTM) model, were submitted. The n-gram-
MLP model fared well among these two models
with weighted F1-scores of 0.560 and 0.430 for
code-mixed Tamil and native Tamil script texts,
respectively. This work may be reproduced
using the code available in Gthub1.

1 Introduction

Abusive language refers to the usage of words for
any type of insult, vulgarity, profanity, sexism, or
misogyny (Butt et al., 2021) that debases the target,
as well as anything that causes aggravation (Sper-
tus, 1997). The term abusive language is often re-
framed as offensive language (Razavi et al., 2010)
and hate speech (Djuric et al., 2015; Chakravarthi
et al., 2021b). In recent years, an increasing num-
ber of users have witnessed the offensive behav-

1https://github.com/anushamdgowda/abusive-detection

ior on social media (Duggan, 2017) targeting in-
dividuals, group or community. In spite of many
social media companies using a variety of tools
such as human reviewers, user reporting proce-
dures, etc., to censor the offensive language, the
problem is growing day by day mainly because the
offensive/abusive language detection algorithms
fail to capture the subject and context-dependent
characteristics of the text (Chatzakou et al., 2017;
Priyadharshini et al., 2021; Kumaresan et al., 2021).
For example, an individual message may appear
harmless, but when viewed in the context of previ-
ous threads, it may appear abusive, and vice versa.
It is challenging even for human beings to detect
such abusive language.

Social media texts are usually written mixing
regional languages such as Tamil, Kannada, Malay-
alam, etc., with English at sub-word, word or sen-
tence level (Sampath et al., 2022; Ravikiran et al.,
2022; Chakravarthi et al., 2022; Bharathi et al.,
2022; Priyadharshini et al., 2022). Further, the
usage of internet slangs, words in short forms,
words of other languages, emojis etc., adds to the
problem of tackling abusive language (Balouchzahi
and Shashirekha, 2021; Anusha and Shashirekha,
2020). The focus of abusive comment detection
algorithms on low-resources like Tamil is rarely
explored due to scarcity and unavailability of anno-
tated dataset Amjad et al. (2021b).

"Abusive Comment Detection in Tamil-ACL
2022"2 shared task (Priyadharshini et al., 2022)
encourages researchers to develop models for de-
tecting comments in native Tamil script texts as
well as code-mixed Tamil texts. The objective of
the shared task is to identify the abusive content
in Tamil and categorize it into predefined abusive
language categories. To address the challenges
of the shared task, we - team MUCIC, submitted
two models: i) n-gram-MLP model utilizing MLP
classifier fed with char-n gram features and ii) 1D

2https://competitions.codalab.org/competitions/36403
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Conv-LSTM model, to detect abusive comments
in Tamil. This paper describes the methodology of
the proposed models and the results obtained.

The rest of the paper is arranged as follows: A
review of related work is included in Section 2,
and the methodology is discussed in Section 3. Ex-
periments, and results are described in Section 4
followed by concluding the paper with future work
in Section 5.

2 Related Work

Most of the abusive comment detection works fo-
cus on high-resource languages like English, leav-
ing the low-resource languages such as Dravidian
languages, Arabic, Persian, Urdu, etc., unexplored
for the task (Amjad et al., 2021a).

A brief description of some of the recent abusive
language detection works are given below:

The main problem with low-resource languages
are the annotated datasets for abusive language de-
tection. Even human annotators find it difficult to
annotate some of the comments as abusive because
of which building a large and reliable dataset be-
comes challenging. Chatzakou et al. (2017) found
that datasets openly available for abusive language
detection on Twitter ranged from 10K to 35K in
size and are insufficient to train Deep Learning
(DL) models.

Ashraf et al. (2021) explored abusive comment
detection in YouTube comments using several Ma-
chine Learning (ML) and DL models as baselines
and used n-grams features and pre-trained Glove
embeddings to train ML and DL models respec-
tively. Ada-boost (ML model) and 1-Dimensional
Convolutional Neural Network (1D-CNN) (DL
model) models obtained 87.29 and 89.24 F1-scores
on comments without replies. Adding replies
as conversational context enhanced the results to
91.96 and 91.68 F1-scores for Ada-boost and 1D-
CNN respectively.

Lee et al. (2018) compared various learning mod-
els using Hate and Abusive Speech Twitter dataset
(Founta et al., 2018). In addition to traditional ML
approaches (NB, LR, SVM, and RF), they also in-
vestigated Neural Network (NN) models (CNN, Re-
current Neural Networks (RNN) and Bidirectional
Gated Recurrent Unit (BiGRU)). Term Frequency-
Inverse Document Frequency (TF-IDF) of word
vectors and pre-trained GloVe vectors were used
to train ML and NN models. Further, Latent Topic
Clustering (LTC) which extracts latent topic infor-

mation from the hidden states of RNN is used as
additional information in classifying the text data.
BiGRU model based on word features and LTC out
performed the other models with an F1-score of
0.805.

Eshan and Hasan (2017) experimented TF-IDF
of unigram, bigram, and trigram features to train
ML algorithms (RF, Multinomial NB, SVM with
Linear, Radial Basis Function, Polynomial, and
Sigmoid kernels) and evaluated Facebook dataset
of Bengali abusive text. SVM with Linear kernel
and trigram feature achieved the best accuracy of
76% accuracy among all the models.

ML (Linear Support Vector Classifier (Lin-
earSVC), LR, MNB, RF) and DL (RNN with Long
Short Term Memory (LSTM)) algorithms, were
used to detect multi-type abusive Bengali text by
Emon et al. (2019). LinearSVC, LR, and MNB
models were trained with filtered non-Bengali data
transformed to vectors using a CountVectorizer3.
and RF classifier was trained with the TF-IDF vec-
tors obtained after filtering punctuation, numerals,
and emotions. For DL model, the raw dataset is
stemmed and word embedding is utilized to en-
code the text. RNN with LSTM outperforms other
algorithms with the highest accuracy of 82.20%.

Several code-mixed Tamil datasets are used
in various shared tasks, such as Sentiment Anal-
ysis in Tamil (Chakravarthi et al., 2020), Hate
Speech Detection in Dravidian Languages (Mandl
et al., 2020), Hope Speech Detection (Chakravarthi,
2020), Offensive Language Identification (OLI) in
Dravidian Languages, (Chakravarthi et al., 2021a),
etc. Since code-mixed texts do not follow any gram-
mar, Balouchzahi et al. (2021a) proposed a learn-
ing model using sub-words generated by char se-
quences to deal with code-mixed texts for the task
of OLI in Dravidian languages (Chakravarthi et al.,
2021a). They used word n-grams with sub-words
and a majority voting classifier with eXtreme Gra-
dient Boosting (XGB), LR, and MLP estimators
and obtained a weighted average F1-score of 0.75.

In another experiment on code-mixed Tamil
texts, Balouchzahi et al. (2021b) combined char se-
quences with syntactic bi-grams and tri-grams for
Hope Speech Detection task (Chakravarthi, 2020)
and fed a voting classifier with three ML estima-
tors, namely: LR, XGB and MLP. The authors
created a code-mixed BERT language model from

3https://scikit-learn.org/stable/modules/generated/sklearn.
feature_extraction.text.CountVectorizer.html
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Figure 1: Framework of n-gram-MLP model

Figure 2: Framework of 1D Conv-LSTM model

scratch and obtained an average weighted F1-score
of 0.54. However, in this study, the best perfor-
mance was that of hard voting classifier with an
average weighted F1-score of 0.59 that secured
third rank in the competition.

3 Methodology

The first step in processing text data is to clean
the text by removing the punctuation symbols, nu-
merical data, frequently occurring words, and stop-
words, as these features do not help in identifying
the abusive content. Clean data is expected to im-
prove the performance of the learning models. Two
models: i) n-gram-MLP trained with char n-grams
and ii) 1D Conv-LSTM model, were proposed to
identify the abusive comment from native Tamil
script and code-mixed Tamil texts. The framework
of the proposed models are shown in Figure 1 and
2 and explanation of the models follows:

3.1 n-gram-MLP model
Many text processing projects utilize n-grams fea-
tures since they are easy to implement and are scal-

able. A model with a larger ’n’ value can store
more contexts with a well-understood space-time
tradeoff (Balouchzahi and Shashirekha, 2020) al-
lowing many text processing experiments to scale
up efficiently.

char n-grams in the range (1, 3) are extracted
from the texts and vectorized using TfidfVector-
izer4. These vectors are used to train MLP clas-
sifier by setting hidden layer sizes to (150, 100,
50), maximum iterations to 300, Random state to
1, activation to Relu and solver to Adam.

3.2 1D Conv-LSTM model

Keras Tokenizer5 tokenizes the text and transforms
it into a vector where the coefficient for each token
could be binary, based on word count or TF-IDF.
Further, the vocabulary size and maximum length
of sequences are set to 60,000 and 50 respectively.
"Pad_sequences" was utilized to keep all sequences
at same length. The three parameters: "input dim",
"output dim" and "input length" are set to 60,000
(vocabulary size), 1,000 (vector length of word)
and 500 (maximum length of a sequence) respec-
tively. Eventually, a 1D convolutional layer with
64 filtres, two pooling layers, and a relu activation
function, followed by 100 fully connected LSTM
layers and a soft-max output layer are used in this
model to classify the given input.

4 Experiments and Results

The datasets provided by the shared task orga-
nizers contains native Tamil script (Tamil) and
code-mixed Tamil (Ta-En) texts and the task is
to classify the input text into different categories
as shown in Table 1. Further, the table also gives
the breakup of Train and Test sets for both Tamil
and Ta-En datasets. The observation of data dis-
tribution reveals that both native and code-mixed
Tamil datasets are imbalanced and that makes the
classification task more problematic. Fox exam-
ple, there are only 35, 6, and 2 samples in Homo-
phobia, Transphobic, and not-Tamil classes respec-
tively against 446, 149 and 95 samples in Misandry,
Counter-speech and Xenophobia respectively, in
the Train set of Tamil dataset. Few samples of the
native script and code-mixed texts in the datasets
are shown in Table 2.

4https://scikit-learn.org/stable/modules/generated
/sklearn.feature_extraction.text.TfidfVectorizer.html

5https://www.tensorflow.org/api_docs/python/tf/keras/
preprocessing/text/Tokenizer
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Label\Set Train Test
Tamil Ta-En Tamil Ta-En

None-of-the-above 1296 3720 346 919
Misandry 446 830 104 218

Counter-speech 149 348 36 95
Xenophobia 95 297 29 70
Hope-Speech 86 213 11 53

Misogyny 125 211 24 50
Homophobia 35 172 8 43
Transphobic 6 157 2 40
Not-Tamil 2 - - -

Total 2240 5791 560 1488

Table 1: Distribution of labels in the given datasets

Table 2: Samples of texts in the given dataset

The unlabeled Test sets shared by the organizers
were used to evaluate the proposed models and the
predictions were submitted to the organizers for fi-
nal evaluation and ranking. As per the results in the
final leaderboard of the shared task, the proposed
n-gram-MLP model obtained average weighted F1-
scores of 0.560 and 0.430 for Tamil and Ta-En texts
respectively. Results of the proposed models on
Development set and Test set are shown in Table
3 and 4 respectively. The comparison of average
weighted F1-scores among the participating teams
in the shared task shown in Figure 3 illustrates
that the performance of the n-gram-MLP model is
considerate.

5 Conclusion

This paper describes the participation of our team
MUCIC in "Abusive Comment Detection in Tamil-
ACL 2022" shared task. The objective of this
shared task is to identify the different categories of

Model Language w_F1-score m_F1-score
MLP Ta-En 0.64 0.28

Tamil 0.56 0.33
1D Conv-LSTM Ta-En 0.54 0.29

Tamil 0.60 0.27

Table 3: Macro F1-score(m_F1-score) and Weighted
F1-score(w_F1-score) F1-score on Development set

Language
/Metric w_F1-score m_F1-score Rank

Ta-En 0.560 0.290 6
Tamil 0.430 0.120 10

Table 4: Macro F1-score(m_F1-score) and Weighted
F1-score(w_F1-score) F1-score on Test set

abusive comments in native Tamil script and code-
mixed Tamil texts. Among the two models, n-gram-
MLP trained with n-grams and 1D Conv-LSTM
model submitted for this shared task, n-gram-MLP
classifier outperformed on both code-mixed Tamil
and native Tamil script texts with average weighted
F1-scores of 0.560 and 0.430, respectively.
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Abstract

This paper describes the approach of team
CENTamil used for abusive comment detection
in Tamil. This task aims to identify whether
a given comment contains abusive comments.
We used TF-IDF with char-wb analyzers with
Random Kitchen Sink (RKS) algorithm to cre-
ate feature vectors and the Support Vector Ma-
chine (SVM) classifier with polynomial ker-
nel for classification. We used this method for
both Tamil and Tamil-English datasets and se-
cured first place with an f1-score of 0.32 and
seventh place with an f1-score of 0.25, respec-
tively. The code for our approach is shared in
the GitHub repository.1

1 Introduction

Abusive speech refers to any form of communica-
tion done with the intention to humiliate, or spread
hatred against a vulnerable individual or a vulner-
able group on the basis of gender, race, religion,
ethnicity, skin color or disability using abusive or
vulgar words. It causes psychological effects on
the targeted individual and leading them towards
unrightful act.

In recent years, there has been significant growth
in the volume of digital content exchanged by peo-
ple through social media. Online social networks
have grown in importance, becoming a source for
acquiring news, information, and entertainment.
Despite the apparent advantages of using online
social networks, there is an ever-increasing number
of malevolent actors who use social media to harm
others.

The goal of the shared task is to iden-
tify abusive comments in Tamil and code-
mixed Tamil-English data developed by collect-
ing YouTube comments. The code-mix Tamil-
English dataset consists of eight different classes

1https://github.com/Prasanth-s-n/
CEN-Tamil_Abusive_Comment_Detection

namely, ’Counter-speech’, ’Homophobia’, ’Hope-
Speech’, ’Misandry’,’Misogyny’, ’None-of-the-
above’, ’Transphobic’, ’Xenophobia’. In addi-
tion to the aforementioned eight classes, the Tamil
dataset consists of one more class, ’Not-Tamil’.

We used Random Kitchen Sink (RKS) (Sathyan
et al., 2018) algorithms with character word-bound
based Term Frequency-Inverse Document Fre-
quency (TF-IDF) (Barathi Ganesh et al., 2016)
for text representation and classification was per-
formed using Support Vector Machines (SVM)
classifier (Soman et al., 2009), (Premjith et al.,
2019). The rest of the paper is organised as follows:
Section 2 describes about the related works, Sec-
tion 3 describes about the Datasets, Section 4 de-
scribes about the preprocessing and different meth-
ods used, Section 5 describes about the result and
analysis and Section 6 concludes the paper.

2 Related Works

Analysis of Online Social Networks’ content is an
active research area with tasks like Offensive Lan-
guage Identification and Hope Speech Detection.
Recent work in Hope Speech Detection in Dravi-
dan languages includes the shared task on hope
speech detection in LT-EDI in EACL (Chakravarthi,
2020; Chakravarthi and Muralidaran, 2021). Abu-
sive language detection for other languages has
been done in literature (Jahan et al.; Akhter et al.;
Sundar et al.) but as far as we know, this is the first
shared task on abusive detection in Tamil at this
fine-grained level.

We used TF-IDF because it helps in understand-
ing the importance of a word in the corpus(Sammut
and Webb, 2010) and we used Random Kitchen
Sink (RKS) on top of it because RKS helps in map-
ping the data from the feature space to a higher
dimensional space(S et al.). We used SVM because
of its ability to perform well in the higher dimen-
sional data(Cortes and Vapnik, 1995).
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3 Dataset

The organisers of the Abusive Comment Detec-
tion shared task provided two datasets, where
one contains Tamil comments and the another
one contains code-mixed Tamil-English com-
ments(Chakravarthi, 2020).

Table 1 shows the classwise distribution of data
for Tamil dataset and Table 2 shows the classwise
distribution of data for Tamil-English dataset. Ta-
ble 3 shows the statistics of the datasets given for
this task.

4 Methods

We started with preprocessing the YouTube com-
ments in the datasets, and the preprocessed texts
were converted into vectors. The classification of
the YouTube comments was carried out by supply-
ing the text vectors to a classifier, SVM. Figure 1
shows the pipeline of the methodology we followed
for this task.

Figure 1: Steps involved in training our submitted
Model

4.1 Preprocessing

The datasets used for this shared task contains com-
ment with words in Tamil and English. The social
media text contains noise such as URLs, Hash-
tags and other unwanted characters such as punc-

tuation. The preprocessing step includes the re-
moval of noise to make the data clean. In this
step, we removed emojis, hashtags, URLs and non-
alphabetical characters.

4.2 Text Representation and Classifier

Text Representation is one of the fundamental task
in Natural Language Processing where the text is
represented with array of numbers. We used TF-
IDF with RKS for text representation. TF-IDF
(Term Frequency - Inverse Document Frequency)
is vector semantics text representation technique
which uses the frequency of a word in a given
document and the number of documents in which
the particular word is present(Sammut and Webb,
2010). We used character character word bound
n-grams based TF-IDF with RKS for increasing
the dimension of the data. We used different max
features for TF-IDF and different dimension size
for RKS.

From Table 2 and Table 3 it is evident that the
datasets are highly imbalanced. In order to solve
this class imbalance problem, we used a oversam-
pling technique called SMOTE (Synthetic Minority
Over-sampling Technique) with k neighbors being
1. It uses the k-nearest neighbor algorithm by creat-
ing a plane based on the k neighbors and generates
new samples from the plane(Chawla et al.). In our
work, we used SMOTE by utilizing imblearn API.

RKS (Random Kitchen Sink) is an effective
method for mapping features from their feature
space to a higher dimensional space without ex-
plicit kernel mapping by using Fourier coefficients.
The methodology is able to emulate the character-
istics of the shift invariant kernel functions satisfac-
torily (S et al.).

SVM Classifier is used for classification due to
its ability to perform well in case of higher dimen-
sional data (Cortes and Vapnik, 1995). We used
Polynomial Kernel with the regularization param-
eter set to 1. We used Scikit-learn API to do the
classification task.

4.3 Hyperparameters

Hyperparameter tuning is an important step in
building a model. The model performance is heav-
ily dependent on hyperparameters. We selected the
hyperparameters from a set of values and reported
the models with hyperparameters that gave better
result while valdating the model (trained and vali-
dated on Tamil Dataset) in terms of F1-score. Table
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Class Name Train Data Val Data Test Data
Counter-speech 149 36 47
Homophobia 35 8 8
Hope-Speech 86 11 26
Misandry 446 104 127
Misogyny 125 24 48
None-of-the-above 1296 346 416
Not-Tamil 2 0 0
Transphobic 6 2 2
Xenophobia 95 29 25

Table 1: Classwise distribuiton of Tamil dataset

Class Name Train Data Val Data Test Data
Counter-speech 348 95 88
Homophobia 172 43 56
Hope-Speech 213 53 70
Misandry 830 218 292
Misogyny 211 50 57
None-of-the-above 3720 919 1143
Transphobic 157 40 58
Xenophobia 297 70 95

Table 2: Classwise distribuiton of Tamil-English dataset

Language Train Valid Test
Tamil 2240 560 699
Tamil-English 5948 1488 1859

Table 3: Shared Task Dataset Statistics

Hyperparameter Value
TFIDF ngram range (1,5)
TFIDF Max-Features 2000
RKS Dimension 10*Max-Features
SVM Kernel Poly
SVM C Parameter 100

Table 4: Hyperparameter used for building the models

4 shows the optimal hyperparameter used for build-
ing the models and we used the same parameters
for both the datasets.

5 Result and Analysis

We experimented with four different machine learn-
ing classification models. All the four models ini-
tially uses TF-IDF with char-wb analyzer and max
features being 2000 and SVM classifier with poly-
nomial kernel and regularization parameter being
100. Model-1 uses only SVM and TF-IDF. Model-2
additionally uses SMOTE oversampling technique.

Model-3 additionally uses RKS for increasing the
size of text representation. Model-4 additionally
uses RKS and SMOTE. The classification models’
performance are measured in terms of macro av-
erage Precision, marco average Recall and marco
average F1-Score across all the classes. Table 5
and Table 6 shows the performance of the models
on validation dataset, Tamil and Tamil-English re-
spectively. We used Model-4 in both cases due to
its higher macro F1-score and secured rank 1 for
Tamil and rank 7 for Tamil-English in the shared
task (Priyadharshini et al., 2022). Table 7 contains
the result obtained for Tamil and Tamil-English test
datasets using model 4.

By comparing our predictions from the model-
4 for Tamil dataset against the ground truth of
Tamil test data, we found that None-of-the-above
class has the highest individual f1-score of 0.83
and Transphobic class has the lowest individual
f1-score of 0 since it has only two data points in the
test data. In Tamil-English dataset, None-of-the-
above class has the highest individual f1-score of
0.85 and Misogyny class has the lowest individual
f1-score of 0.18. Table 8 contains the class-wise
f1-score for both the datasets.
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Model Precision Recall F1-Score
Model-1 0.51 0.28 0.31
Model-2 0.41 0.31 0.33
Model-3 0.50 0.29 0.32
Model-4 0.43 0.32 0.34

Table 5: Results For Tamil Validation dataset

Model Precision Recall F1-Score
Model-1 0.68 0.40 0.47
Model-2 0.64 0.45 0.51
Model-3 0.70 0.42 0.48
Model-4 0.67 0.46 0.52

Table 6: Results For Tamil-English Validation dataset

Dataset Precision Recall F1-Score
Tamil 0.38 0.29 0.32
Tamil-English 0.30 0.23 0.25

Table 7: Results For Test datasets

Class Name Tamil Tamil-English
Counter-speech 0.35 0.38
Homophobia 0.67 0.37
Hope-Speech 0.26 0.23
Misandry 0.71 0.68
Misogyny 0.54 0.18
None-of-the-above 0.83 0.85
Transphobic 0.00 0.32
Xenophobia 0.18 0.65

Table 8: Classwise F1-Score Obtained Using Model-4

6 Conclusion and Future work

This paper briefs the submission of team CEN-
Tamil to the shared task at ACL 2022 on Abusive
Comments Detection in Tamil. We experimented
character word bound n-grams based TF-IDF with
and without RKS. The max features for the TF-IDF
is taken to be 2000. The highly class imbalance
problem was solved using SMOTE. We also re-
ported the results obtained without using SMOTE.
The SVM classifier with polynomial kernel and 100
as regularization with TF-IDF, RKS and SMOTE
gave high macro F1-Score of 0.32 for Tamil and
0.25 for Tamil-English which secured first and sev-
enth place in the shared task respectively.

We have not explored Transformers based ap-
proaches for abusive comment detection. As future
works we like to experiment with different trans-
formers like BERT and LaBSE along with deep

learning architecture like LSTM and CNN to im-
prove the results.
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Abstract
Offensive Span identification in Tamil is a
shared task that focuses on identifying harm-
ful content, contributing to offensiveness. In
this work, we have built a model that can ef-
ficiently identify the span of text contributing
to offensive content. We have used various
transformer-based models to develop the sys-
tem, out of which the fine-tuned MuRIL model
was able to achieve the best overall character
F1-score of 0.4489.

1 Introduction

As far as social media and entities involved in con-
tent moderation are concerned, identifying offen-
sive content is critical. However, most of these
companies employ content moderators for deter-
mining and mitigating offensive content, but they
are frequently swamped by their volume (Arsht and
Etcovitch, 2018). Small firms cannot utilize human
moderators because of the cost, and hence they turn
off their comment sections fully.

Code-mixing is the mixing of various linguistic
units from two or more languages in a conversa-
tion or even in a single utterance. When the Indian
perspective is considered, English is primarily influ-
enced by all Indian languages, including Dravidian
languages like Tamil, Malayalam, and Kannada
(Chakravarthi et al., 2020). Hence this has become
a part of different conversations in social media.
Many recent works address the whole comment
classification as offensive or not but do not consider
the span of text that makes it offensive. Identifying
this span of text will further help moderators who
deal with these contents.

Offensive Span identification is a shared task
organised as a part of DravidianLangTech @ACL-
20221. They had two subtasks, Supervised Offen-
sive Span Identification and Semi-Supervised Of-
fensive Span Identification, where we were given

1https://dravidianlangtech.github.io/
2022/

annotated as well as non-annotated data. The task
was to identify the offensive span of text content.

In this paper, we have used multilingual
transformer-based models and Local Interpretable
Model Agnostic Explanations (LIME) (Ribeiro
et al., 2016) to identify the span of text. The pa-
per is presented as follows; Section 2 explains the
Dataset, Section 3 is about the Methodology used,
Section 4 explains the Experiments and Results,
which follows the Conclusions and Future Scope.

2 Related Works

Offensive language identification is one of the
widely explored problems. Most of the work on
offensive language identification tasks is of classifi-
cation type rather than identifying the span of texts.
Recent works (Kedia and Nandy, 2021; Sharif et al.,
2021; Jayanthi and Gupta, 2021) have explored
various transformer-based models and some (Saha
et al., 2021; Zhao and Tao, 2021) have made an
ensemble of different ones which are focused on
classification task. Offensive Span identification is
in its developing stage, (Pavlopoulos et al., 2021)
was the first to introduced a shared task and Offen-
sive Span dataset.

3 Dataset Description

Two subtasks were given on the codalab competi-
tion website2 for Offensive Span identification in
Tamil, namely Supervised Offensive Span Identifi-
cation and Semi-Supervised Offensive Span Iden-
tification. The Dataset (Ravikiran and Annamalai,
2021; Ravikiran et al., 2022) had training and test-
ing sets for both tasks, which are retrieved from
YouTube, whose details are given in Table 1, which
contained Code-mixed Tamil comments. The su-
pervised task had annotated data for spans (some
entire comments are annotated for full spans);

2https://competitions.codalab.org/
competitions/36395
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along with that, we had partial annotated data. The
test data had 876 comments for prediction. We
have used the HASOC-2021 (Chakravarthi et al.,
2021) shared task dataset for training, which had
4000 comments with an equal number of offensive
and not-offensive labels.

Task Comments
Supervised 4816

Table 1: Dataset Details

4 Methodology

We had two subtasks as a part of this shared task
on Offensive Span Identification. The first task was
to use a supervised method to identify offensive
span of text in the data, and the second task was
to use a semi-supervised method to do the same.
We used the supervised method, which uses the
transformer-based model to train the data for clas-
sifying offensive content. This trained model is
used to predict whether the given comment is of-
fensive or not. On top of this, we further examine
the results on each class individually using input
perturbation-based explanation method involving
Local Interpretable Model Agnostic Explanations
(LIME) (Ribeiro et al., 2016).

Here we are training the model for offensive con-
tent identification from comment text. We have
used data from the HASOC-2021 shared task3

(Chakravarthi et al., 2021), which contains com-
ments extracted from YouTube annotated with la-
bels ’offensive’ and ’not-offensive.’ The comments
are Preprocessed, Tokenized, and fed to the pre-
trained model and further fine-tuned to make pre-
dictions.

Hyperparameter
Model

M-BERT ELECTRA MuRIL
Learning rate 3e-5 3e-5 3e-5
Batch_size 32 32 32
Optimizer ADAM ADAM ADAM

Epochs 10 10 10
Sequence length 160 160 160

Table 2: Hyperparameter Values

4.1 Text Preprocessing and Tokenization
We have used code-mixed data from HASOC-2021
for training our model. The data given was re-

3https://competitions.codalab.org/
competitions/31146

trieved from YouTube comments which we cleaned
using cleantext4 library from python for removing
unknown characters and ASCII conversions.

We use the tokenization5 method, which cor-
responds to the pre-trained models6 and expects
tokens to be in some explicit format.

4.2 Model Description
We have used three pre-trained models named Mul-
tilingual BERT (M-BERT) (Kenton et al., 2018),
MuRIL (Khanuja et al., 2021) and Electra (Clark
et al., 2020) from Google. Among these, the M-
BERT and MuRIL were trained on multilingual
data. MuRIL was specially trained for the Indian
context, with multilingual representations for In-
dian languages, and they have explicitly augmented
monolingual text with translated and transliterated
document pairs for training. As shown in Table 2
we used the recommended hyperparameters for all
the models.

5 Experiments and Result

We have fine-tuned the pre-trained models for the
HASOC 2021 data using the hyperparameters men-
tioned in Table 2, we have used Adam (Kingma and
Ba, 2014) as the optimizer. The experiments were
performed on Tesla P100 16GB GPU provided by
Kaggle.

Model
Overall

F1-Score
F1@30a F1@50b F1@100c

MuRIL 0.44891 0.3726 0.2844 0.2968
DLRG-Run1 0.1727 0.3890 0.2522 0.1628

aThis is character level F1 score calculated for sentences
with less than 30 characters

bThis is character level F1 score calculated for sentences
with less than 50 characters but greater than 30 characters

cThis is character level F1 score calculated for sentences
with less than 50 characters but greater than 100 characters

Table 3: Final Results

We initially trained our model with M-BERT
for the code-mixed offensive data. This model is
used to predict the test data given for identifying
offensive/harmful content. The final prediction is
interpreted using LIME, which will give a score for
each of the words contributing to the offensive and
non-offensive contents. Those words contributing
to the offensive texts are extracted and predicted for

4https://pypi.org/project/clean-text/
5https://huggingface.co/docs/

tokenizers/python/latest
6http://huggingface.co/models
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the given task and its span in the whole comment.
We employed a similar procedure for the Electra
and MuRIL model; because of the better represen-
tation for the Indian context, MuRIL was able to
give a more reasonable prediction and we got first
position for the same which is given in Table 3.
Hence, it got the best score among the others. The
Table 3 gives the final score of our MuRIL model
and the next best score from participants, and we
have not included the scores from M-BERT and
Electra as they were not released. The figure 1,2
shows examples of LIME interpretations for given
comment text along with contributing words for
offensive and not-offensive.

Example Comment text [offensive] :
@USER Ungotha ku rate ellam illa ,free eh

othukittu irukan da ungotha thevidiya mundaiyae.

Figure 1: Example of LIME Interpretation for Offensive
Class

Example Comment text [Not-offensive]:
Ellarum Saptacha ..??? *** : Yen Sapadu Vangi

kuduka Poriya ?? Unaku RT dhana Venum ....
Straight ah Kelu !! Ama..!! Tag #TAG.

Figure 2: Example of LIME Interpretation for Not-
Offensive Class

6 Conclusions and Future Scope

Social media is the primary source from which
people use to get information. Hence, the com-
panies that handle these need to moderate content
so that the offensive and harmful content are not
propagated. In this paper, we have explored the
transformer-based model along with LIME inter-
pretations to identify the span of harmful content in

comments. Google’s MuRIL achieved the best re-
sult from different models, which came first in the
leaderboard for the shared task. In the future, we
would like to explore more on the Code-mixed data
and develop improved solutions to this problem.
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Abstract

The spread of fake news, propaganda, misin-
formation, disinformation, and harmful con-
tent online raised concerns among social media
platforms, government agencies, policymak-
ers, and society as a whole. This is because
such harmful or abusive content leads to sev-
eral consequences to people such as physical,
emotional, relational, and financial. Among
different harmful content trolling-based online
content is one of them, where the idea is to
post a message that is provocative, offensive,
or menacing with an intent to mislead the audi-
ence. The content can be textual, visual, a com-
bination of both, or a meme. In this study, we
provide a comparative analysis of troll-based
memes classification using the textual, visual,
and multimodal content. We report several in-
teresting findings in terms of code-mixed text,
multimodal setting, and combining an addi-
tional dataset, which shows improvements over
the majority baseline.

1 Introduction

Social media have become one of the main commu-
nication channels for the propagation of informa-
tion through textual, visual, or audio-visual content.
While the content shared on social media creates a
positive impact, however, there are also content that
spread harm and hostility (Brooke, 2019), includ-
ing abusive language (Mubarak et al., 2017), pro-
paganda (Da San Martino et al., 2020, 2019) cyber-
bullying (Van Hee et al., 2015), cyber-aggression
(Kumar et al., 2018), and other kinds of harmful
content (Pramanick et al., 2021). The propagation
of such content most often is done by an automated
tool, troll, or coordinated groups, which target spe-
cific users, communities (e.g., minority groups),
individuals, and companies. To detect such content
there has been effort to develop automatic tools
(see most recent surveys on disinformation (Alam
et al., 2021c), rumours (Bondielli and Marcelloni,
2019), propaganda (Da San Martino et al., 2020),

and multimodal memes (Afridi et al., 2021), hate
speech (Fortuna and Nunes, 2018), cyberbullying
(Haidar et al., 2016), and offensive content (Husain
and Uzuner, 2021). In addition, shared tasks has
also been organized in the past years addressing
factuality, fake news and harmful content (Nakov
et al., 2021; Kiela et al., 2020).

Among other social media content, recently, the
uses of internet memes became popular and they
are often shared for the purpose of humor or fun
with no bad intentions. However, memes are also
created and shared with harmful intentions. This
include attack on people based on the character-
istics such as ethnicity, race, sex, gender identity,
disability, disease, nationality, and immigration sta-
tus (Kiela et al., 2020). There has been research
effort to develop computational method to detect
such memes, such as detecting hateful memes
(Kiela et al., 2020), propaganda (Dimitrov et al.,
2021a,b), offensive (Suryawanshi et al., 2020a),
sexist meme (Fersini et al., 2019) and troll based
meme (Suryawanshi and Chakravarthi, 2021).

In this study, we focus on troll-based meme clas-
sification based on the dataset released in the shared
task discussed in (Suryawanshi et al., 2022). While
meme contains both textual and visual elements,
hence, we investigate textual, visual content and
their combination using different pretraind trans-
former models. In addition, we explored combin-
ing an external dataset, and use of code-mixed text
(i.e., Tamil and English) extracted using OCR. Note
that the text provided with the dataset is transcribed
in Latin. While prior work focuses on the text pro-
vided with the dataset, here, we also follow a differ-
ent strategy, directly using the text from the OCR
without any cleaning.

Our contributions include:

• we investigate classical algorithm (e.g., SVM),
pretraind transformer and deep CNN models
for both text and images, respectively;
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• we combine an additional dataset and use
code-mixed text, extracted using OCR and
compare the performance;

• we also experiment with different pretrained
multimodal models.

2 Related Work

Prior work on detecting harmful aspects of memes
include categorizing hateful memes (Kiela et al.,
2020), antisemitism (Chandra et al., 2021) and pro-
paganda detection techniques in memes (Dimitrov
et al., 2021a), harmful memes and their target (Pra-
manick et al., 2021), identifying protected cate-
gory such as race, sex that has been attacked (Zia
et al., 2021), and identifying offensive content
(Suryawanshi et al., 2020a). Among the stud-
ies most notable effort that streamlined the re-
search work include shared tasks such as “Hateful
Memes Challenge” (Kiela et al., 2020), detection
of persuasion techniques (Dimitrov et al., 2021b)
and troll meme classification (Suryawanshi and
Chakravarthi, 2021).

The work by Chandra et al. (2021) investigates
antisemitism along with its types by addressing the
tasks as binary and multi-class classification us-
ing pretrained transformers and CNN as modality-
specific encoders along with various multimodal
fusion strategies. Dimitrov et al. (2021a) devel-
oped a dataset with 22 propaganda techniques and
investigates the different state-of-the-art pretrained
models and demonstrate that joint vision-language
models perform best. Pramanick et al. (2021) ad-
dress two tasks such as detecting harmful memes
and identifying the social entities they target and
propose a multimodal model, which utilizes local
and global information. Zia et al. (2021) goes one
step further than a binary classification of hateful
memes – more fine-grained categorization based
on protected category (i.e., race, disability, reli-
gion, nationality, sex) and their attack types (i.e.,
contempt, mocking, inferiority, slurs, exclusion,
dehumanizing, inciting violence) using the dataset
released in the WOAH 2020 Shared Task.1 Fersini
et al. (2019) studied sexist meme detection and in-
vestigate textual cues with a late-fusion strategy,
which suggest that fusion approach performs better.
The same authors also developed a dataset of 800
misogynistic memes covering different manifesta-
tions of hatred against women (e.g., body shaming,

1github.com/facebookresearch/fine_
grained_hateful_memes

stereotyping, objectification and violence), which
are collected from different social media (Gasparini
et al., 2021).

In the “Hateful Memes Challenge”, the partic-
ipants addressed the hateful meme classification
task by fine-tuning the state-of-art multi-modal
transformer models (Kiela et al., 2021) and best
system in the competition used different unimodal
and multimodal pre-training models such as Vi-
sualBERT (Li et al., 2019) VL-BERT (Su et al.,
2019), UNITER (Chen et al., 2019), VILLA (Gan
et al., 2020) and ensembles (Kiela et al., 2021).
The SemEval-2021 propaganda detection shared
task (Dimitrov et al., 2021b) was organized with
a focus on fine-grained propaganda techniques in
text and the entire meme, and from the participants’
systems, they conclude that multimodal cues are
important for automated propaganda detection. In
the troll meme classification shared task (Suryawan-
shi and Chakravarthi, 2021), the best system used
ResNet152, BERT with multimodal attention, and
the majority of the system used pretrained trans-
former models for text, CNN models for images,
and early fusion approaches.

3 Experiments

3.1 Data

We use the dataset provided in the troll-based
Tamil meme classification shared task discussed
in (Suryawanshi et al., 2020b, 2022). The dataset
is comprised of meme and transcribed text in Latin,
which are annotated and transcribed by native
Tamil speakers. There is a total of 2,300, 667
memes for training and testing, respectively. For
our experiments, we split the training set into train-
ing and development set with 80 and 20%, respec-
tively. The development set is used for fine-tuning
the models.

In Table 1, we report the distribution of the
dataset that we used for the experiments.

Class Train Dev Test

Troll 1013 269 395
Non-Troll 827 191 272

Table 1: Distribution of the Troll-based Tamil Meme
dataset. We split original training set into training and
development set.
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3.2 Settings
For the classification, we run different unimodal
experiments: (i) only text, (ii) only meme, and (iii)
text and meme together. For each setting, we also
run several baseline experiments. One such base-
line is the majority class baseline, which predicts
the label based on the most frequent label in the
training set. This has been most commonly used
in shared tasks (Nakov et al., 2021). Furthermore,
we run a few advanced experiments using an addi-
tional dataset and code-mixed text from OCR. To
measure the performance of each model we used
a weighted F1 score to maintain shared task guide-
line.

3.2.1 Text Modality
For the baseline using text modality, we used bag-
of-n-gram vectors weighted with logarithmic term
frequencies (tf) multiplied with inverse document
frequencies (idf) and train the model using Support
Vector Machines (SVM) (Platt, 1998). Note that we
extracted unigram, bigram, and tri-gram features.
We used grid search to optimize the SVM hyper-
parameters.

We then experiment using multilingual BERT
(mBERT) model (Devlin et al., 2019). We per-
formed ten reruns for each experiment using differ-
ent random seeds, then we picked the model that
performed best on the development set. We used a
batch size of 8, a learning rate of 2e-5, maximum
sequence length 128, three epochs, and used the
‘categorical cross-entropy’ as the loss function.

3.2.2 Image Modality
Similar to the text modality, for the baseline ex-
periment with image modality, we extract features
from a pre-trained model, then train the model us-
ing SVM. We extracted features from the penulti-
mate layer of the EfficientNet (b1) model (Tan and
Le, 2019), which was trained using ImageNet. For
training the model using SVM we used the default
parameters setting.

For the later experiments we used the transfer
learning approach, fine-tuning the pre-trained deep
CNN models (e.g., VGG16), which has been shown
success for visual recognition tasks. We used the
weights of the model pre-trained on ImageNet to
initialize our model. We adapt the last layer (i.e.,
softmax layer) of the network for the binary classifi-
cation task. We trained models using three popular
neural network architectures such as VGG16 (Si-
monyan and Zisserman, 2015), ResNet101 (He

et al., 2016) and EfficientNet (Tan and Le, 2019),
which showed state-of-art performance in similar
tasks (Ofli et al., 2020; Alam et al., 2021a,b). For
training, we used the Adam optimizer (Kingma
and Ba, 2015) with an initial learning rate of 10−5,
which is decreased by a factor of 10 when accu-
racy on the dev set stops improving for 10 epochs.
From our experiment, we observe that the model
converse within 50-60 epochs. As the dataset size
is small, fine-tuning the entire network did not yield
better results, therefore, we freeze the network and
fine-tune the penultimate layer.

3.2.3 Multimodal: Text and Image
For the multimodel experiments, we used Vision
Transformer (ViT) (Kolesnikov et al., 2021) for
image feature encoding and multilingual BERT
(mBERT) for the textual representation. We used
BLOCK fusion (Ben-younes et al., 2019) to merge
the features from two different modalities. BLOCK
fusion is a multimodal fusion based on block-
superdiagonal tensor decomposition. Previously,
Kolesnikov et al. (2021) showed a better perfor-
mance using BLOCK fusion over several bilinear
fusion techniques for Visual Question Answering
(VQA) and Visual Relationship Detection (VRD)
tasks. We conduct two major experiments by vary-
ing the textual data, (i) using the provided text, and
(ii) using the code-mixed text.

3.2.4 Additional Experiments

Code-mixed Tamil and English text: The dataset
comes with extracted text in a transcribed form in
Latin. Given that current multilingual transformer
models have not trained using such a latin form of
text, therefore, to further understand the problem
we extract text from memes using tesseract (Smith,
2007).2 We then train the same mBERT model
using the extracted code-mixed Tamil and English
text. Note that the extracted text contains noise that
comes from the output of the OCR.

Additional data: While we visually inspected
the dataset we realized that textual and visual ele-
ments of memes have similarities with memes in
hateful meme dataset (Kiela et al., 2020). We then
mapped the labels from hateful memes dataset to
troll labels, (i) hateful to troll, and (ii) not-hateful
to non-troll. We combined all training and test set
memes from the hateful memes dataset with the
training set of the troll meme dataset. The dev set

2https://pypi.org/project/pytesseract/
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Exp Acc P R F1

Maj. 59.2 35.1 59.2 44.1

Text modality

Tf-Idf + SVM 46.2 47.9 46.2 46.6
mBERT 52.6 51.0 52.6 51.4
Add. data + mBERT 56.5 52.8 56.5 51.8
Code-mixed text + mBERT 57.3 55.2 57.3 55.2

Image modality

EffNet feat +SVM 59.1 55.6 59.1 50.1
VGG16 55.8 50.2 55.8 49.2
ResNet101 60.4 58.6 60.4 53.8
EffNet (b1) 61.5 61.5 61.5 53.6

Multimodality

ViT + mBERT 57.9 55.1 57.9 54.2
ViT + mBERT (code-mixed text) 55.3 57.0 55.3 55.7

Image modality + Additional data

VGG16 54.4 52.0 54.4 52.3
ResNet101 60.7 58.9 60.7 56.2
EffNet (b1) 60.7 58.9 60.7 56.6

Table 2: Evaluation results on the test set. The results
that improve over the majority class baseline are in bold,
and the best one is underlined. Maj.: Majority baseline,
Add. data: Additional data.

of the hateful meme dataset is combined with the
dev set of the troll dataset. After combining the
datasets we experiment with both text and image
modalities using the same models.

4 Results and Discussion

In Table 2, we present the results for different
modalities and settings. Overall, all results are
better than majority baseline. In the unimodal ex-
periments, the image-only models perform better
than the text-only models. Our experiments on text-
only models suggest that code-mixed data help in
improving the performance using the same multi-
ligual mBERT model compared to the transcribed
latin text, which suggest that multilingual model is
not able to capture the information in latin Tamil
text. The additional data, which is in English only,
slightly improved the performance for text-only
experiment.

For the image-only experiments, we obtain a
comparative performance with ResNet101 and Ef-
ficientNet (EffNet (b1)).

Our experiments on multimodel experiments pro-
vide better results compared to text and image
modalities as shown in the Table 2. For the two

multimodel experiments, we obtained weighted-F1
scores of 54.2 and 55.7 for text and for code-mixed
text, respectively, which are better than the best
weighted-F1 score from text modality (51.4) and
from image modality (53.8). Note that, the perfor-
mance of our multimodel experiments is better than
Hegde et al. (2021), where a weighted F1 score of
0.47 has been reported for a similar task. That
implies BLOCK fusion has advantages over late
fusion for troll meme classification tasks.

With additional data, results improved signifi-
cantly for all image-only models. It confirms our
observation that visual elements in memes share
information across different datasets, and possibly
different cultures too.

Our future plan is to apply the data augmenta-
tion technique for multimodality experiments and
also we have a plan to explore the performance of
popular multimodel algorithms.

During the shared task participation, we submit-
ted one run, using only image modality, where our
system was not showing promising performance.
However, our subsequent experiments and analysis
show several promising directions in terms of orig-
inal code-mixed data and additional data from the
other task.

5 Conclusion and Future Work

We present a comparative analysis of different
modalities for the troll-based meme classification
task. We show that the multilingual model cap-
ture more information for code-mixed text than its
Latin counterpart. We present higher performance
with multimodality compared to unimodal models.
Our experiments also suggest that additional data
from the other task helps in capturing visual infor-
mation. In the future, we plan to further develop
multimodal models that can capture information in
code-mixed noisy conditions.
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Abstract

This paper describes the systems built by our
team for the “Emotion Analysis in Tamil”
shared task at the Second Workshop on Speech
and Language Technologies for Dravidian
Languages at ACL 2022. There were two
multi-class classification sub-tasks as a part of
this shared task. The dataset for sub-task A
contained 11 types of emotions while sub-task
B was more fine-grained with 31 emotions. We
fine-tuned an XLM-RoBERTa and DeBERTA
base model for each sub-task. For sub-task
A, the XLM-RoBERTa model achieved an
accuracy of 0.46 and the DeBERTa model
achieved an accuracy of 0.45. We had the
best classification performance out of 11 teams
for sub-task A. For sub-task B, the XLM-
RoBERTa model’s accuracy was 0.33 and the
DeBERTa model had an accuracy of 0.26. We
ranked 2nd out of 7 teams for sub-task B.

1 Introduction

Emotions are a fundamental component of
any language that are used to express how
people feel about different things. Emotion
detection and classification has becomes
an important task in the field of Natural
Language Processing (NLP) (Chakravarthi
et al., 2021). Emotion analysis enables the
improved understanding of user-generated text
and has applications in understanding public
opinions, healthcare, development of voice and
language-based assistants, recommendation
engines, etc (Chakravarthi, 2020; Chakravarthi and
Muralidaran, 2021a).

Over the past two decades, the internet has
become the central avenue for communication.
With the advent of web-based services and digital
publication platforms, the volume of text-based

*These authors contributed equally to this work

content across all languages have sky rocketed (B
and A, 2021b,a). This not only includes articles,
blog posts, and scientific publications, but also
user-generated opinions and comments in social
networks (Priyadharshini et al., 2021; Kumaresan
et al., 2021). People who feel apprehensive about
in-person conversations and physical interactions
also rely on social media to express their thoughts
(Sampath et al., 2022; Ravikiran et al., 2022;
Chakravarthi et al., 2022; Bharathi et al., 2022;
Priyadharshini et al., 2022). Due to this, social
media has become a modern channel of public
expression for the people irrespective of the socio-
economic boundaries (Priyadharshini et al., 2020).
These mediums are not only used to express
constructive and positive emotions but also a lot of
negativity and hatred (Ghanghor et al., 2021a,b;
Yasaswini et al., 2021). A lot of communities
express these emotions in their native language.
Identifying all these different kinds of emotions
is extremely important for the development and
improvement of software systems, NLP models,
and Human-Computer Interaction.

India is a vast, multi-cultural, and multi-
lingual country. A substantial amount of research
work has been done for text classification tasks
in global languages like English, Spanish, and
Mandarin. There has also been NLP-research for
Indian languages like Hindi and Urdu (Anita and
Subalalitha, 2019b,a; Subalalitha and Poovammal,
2018). However, very little work has been done
for Dravidian languages. Dravidian languages are
a big part of the Indian culture. Even outside
India, they are used in multiple regions for digital
and in-person communication and publication
(Sakuntharaj and Mahesan, 2021, 2017, 2016;
Thavareesan and Mahesan, 2019, 2020a,b, 2021).

The lack of research in Dravidian Language
NLP tasks is largely due to the lack of annotated
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datasets. This task provides two datasets for
researchers to work with - one coarse-grained and
one fine-grained. The availability and publication
of such datasets and shared tasks invites multiple
approaches to solve downsteam NLP tasks for a
Dravidian language like Tamil (Subalalitha, 2019;
Srinivasan and Subalalitha, 2019; Narasimhan
et al., 2018). In this shared task, we participated in
both the sub-tasks: the coarse-grained classification
sub-task A with 11 classes, and the fine-grained
sub-task B with 31 output classes. The goal of our
work is to demonstrate the performance of fine-
tuning large pre-trained transformer-based models
for a text-classification task in Tamil. We train
an XLM-RoBERTa and DeBERTa model, both of
which are pre-trained models, for each sub-task
on the given train splits, optimize parameters, and
evaluate their performance on the respective test
splits (Conneau et al., 2019; He et al., 2021).

The rest of our paper is organized as follows: we
discuss related work in Tamil emotion recognition,
describe the datasets, our methodology, and
conclude with the results and performance metrics.

We provide a link to our models and evaluations
to provide reproducability, and empower future
research in this space1. We hope to build on the
learnings from this shared task to architect and
build models specifically for downstream Tamil
NLP tasks.

2 Related Work

There has been a lot of work in emotion analysis
and classification for high-resource languages.
Even for a low-resource language like Tamil, there
have been multiple published works. Renjith
and Manju (2017) used Cepstral Coefficients
(LPCC) along with Neural Networks to detect
emotions. They demonstrated higher accuracy with
Hurst parameters as compared to LPCC, when
considering individual features for a language like
Tamil. Ram and Ponnusamy (2014) used Support
Vector Machine (SVM) for emotion recognition
in Tamil. They used Cepstral Coefficients for
training their model. Sowmya and Rajeswari
(2019) extracted features from Tamil audio signals
and trained an SVM classifier. They demonstrated
a classification accuracy of 85.4%. Saste and
Jagdale (2017) also trained an SVM classifier
using a feature vector formed by fusion of MFCCs
and DWT. Poorna et al. (2018) demonstrated a

1https://tinyurl.com/GJGEmotionAnalysis

weight-based emotion recognition system using
audio signals for three South Indian languages.
They used K-Nearest Neighbor, SVM, and a
Neural Network as their classification models.
Srikanth et al. (2017) proposed a Deep Belief
Network (DBN) over Gaussian Mixture model
(GMM) for Tamil emotion recognition. Fernandes
and Mannepalli (2021) trained four LSTM-based
models for emotion recognition in Tamil speech.
They found that Deep Hierarchical LSTM and
BiLSTM (DHLB) achieves the highest precision of
about 84%. All of the aforementioned research has
been focused on emotion detection and recognition
using speech signals or features extracted from
Tamil speech signals.

There has also been some work in emotion
and sentiment analysis based on Tamil text.
Raveendirarasa and Amalraj (2020) used sub-word
level LSTM to build a behavioural profile for
Facebook users, to be able to detect sentiment
from Facebook comments. Priyadharshini et al.
(2021) presented the findings of the shared task
on sentiment analysis in Tamil, Malayalam, and
Kannada. Chakravarthi and Muralidaran (2021b)
presented the findings of a shared task on hope
speech detection. These also focus on text
classification tasks in Tamil, but emphasize other
emotional and sentimental classes.

There have also been multiple published
work that fine-tunes XLM-RoBERTa for text
classification tasks. Zhao and Tao (2021) proposed
a system using XLM-RoBERTa and DPCNN for
detecting offensive text in Dravidian languages. Qu
et al. (2021) used TextCNN and XLM-RoBERTa
from emotion classification in Spanish. Ou and Li
(2020) also demonstrated using XLM-RoBERTa
for a hate speech identification classification task.

The number of published works using DeBERTa
is fewer than that of XLM-RoBERTa. There have
been some studies that use DeBERTa for entity
extraction and text-classification tasks. (Martin
and Pedersen, 2021; Khan et al., 2022)

3 Data

The annotated training and development datasets,
for both the sub-tasks, were provided by the
workshop organizers. The testing dataset, without
labels, was released a few days prior to the run
submission deadline for the teams to run their
models on. Once the results were announced,
the organizers released the labeled test dataset for
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Label Count
Neutral 4841
Joy 2134
Ambiguous 1689
Trust 1254
Disgust 910
Anger 834

Label Count
Anticipation 828
Sadness 695
Love 675
Surprise 248
Fear 100

Table 1: Classification labels for sub-task A and the
number of rows under each label in the training set.

validation and verification purposes.
The datasets for both the sub-tasks consisted

of Tamil sentences obtained from social media
comments. A post/ row within the corpus may
contain one or more sentences. However, the
organizers ensured that the average sentence length
of the corpora was 1. The annotations in the corpus
were made at a comment / post level (Sampath
et al., 2022). The posts could also contain extended
words, emojis, and other special characters. The
grammatical and lexical accuracy of the sentences
were unchanged, in order to be representative of
user-generated social media comments.

3.1 Sub-Task A

Sub-task A, the coarse-grained classification task,
had a total of 11 output classes/ labels. The
training dataset had a total of 14,208 rows while
the development dataset had 3,552 rows. The
test dataset had 4,440 rows. The classification
labels along with the total count in the train set
are represented in Table 1. The entire dataset was
annotated with English labels, as compared to the
sentences - which were in Tamil.

3.2 Sub-Task B

Sub-task B was significantly more fine-grained as
compared to the sub-task A and contained a total
of 31 output classes/ labels. Unlike sub-task A,
the class labels for this sub-task were in Tamil
and not English. The training dataset had a total
of 30,179 rows, making it much larger than the
training split for the coarse-grained classification
task. The development dataset had 4,269 rows and
the test dataset had 4,269 rows. Table 2 represents
all the class labels in the train split (translated to
English) along with the total number of rows in
each label.

Label Count
Admiration 4760
Realization 3499
Anticipation 2191
Teasing 2128
Approval 1853
Anger 1738
Annoyance 1277
Joy 1276
Neutral 1232
Pride 963
Gratitude 880
Curiosity 782
Trust 713
Confusion 709
Amusement 625
Excitement 548

Label Count
Caring 497
Embarrass 484
Sadness 470
Love 453
Disappoint 422
Disapproval 421
Disgust 343
Optimism 292
Fear 288
Grief 259
Nervous 255
Relief 238
Remorse 235
Surprise 201
Desire 147

Table 2: Translated classification labels for sub-task B
and the number of rows under each in the training set.

4 Methodology

For each classification sub-task, we fine-tune an
XLM-RoBERTa and DeBERTa base model on
sentences from the training splits to create a
classification model. We do not remove any stop
words, special characters, or emojis from the test
splits, in order to preserve the context of the
comment. Extended train of special characters
(examples: !!!, ..., etc.) and emojis provide useful
context, especially for an emotion analysis task.

XLM-RoBERTa is a multilingual version of
RoBERTa, which in itself was an improvement
over BERT to achieve state-of-the-art results in
multiple NLP tasks. XLM-RoBERTa is pre-trained
on 2.5TB of filtered CommonCrawl data containing
100 languages (Conneau et al., 2019). DeBERTa
uses disentangled attention and enhanced mask
decoder to enhance RoBERTa and outperform it in
a majority of NLP tasks (He et al., 2021).

Table 3 represents the parameters used to fine-
tune the XLM-RoBERTa and DeBERTa base
models for both the sub-tasks.

5 Results

We use accuracy and the weighted averages of
precision, recall, and F1-score as performance
metrics to evaluate our classification models. While
the shared task results were based on the macro
average F1-score, we calculate all four evaluation
metrics to get a better sense of the performance.
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Parameter Value
Sub-Task A Sub-Task B
XLM-RoBERTa DeBERTa XLM-RoBERTa DeBERTa

Batch Size 20 8 32 8
Max. Sequence Length 256 256 256 256
Number of Epochs 6 10 6 6
Learning Rate 1e-5 1e-5 1e-5 1e-5
Weight Decay 0 0 0 0
Use Class Weights False False False False

Table 3: Fine-tuning parameters of XLM-RoBERTa and DeBERTA models for both sub-tasks

Task Model Accuracy F1-score Precision Recall
Sub-Task A XLM-RoBERTa 0.46 0.44 0.44 0.46

DeBERTa 0.45 0.38 0.38 0.45
Sub-Task B XLM-RoBERTa 0.33 0.26 0.25 0.33

DeBERTa 0.26 0.2 0.18 0.26

Table 4: Performance metrics for both sub-tasks.

For sub-task A, we find that the XLM-RoBERTa
outperforms the DeBERTa in all evaluation metrics.
There is a difference of 0.06 in the weighted
F1-score and Precision between the two models.
Despite the DeBERTa model using a smaller
batch size and being trained for a higher number
of epochs, the better performance of the XLM-
RoBERTa is evident from the metrics.

The overall classification performance for sub-
task 2 was lower than that for sub-task A. The fine-
grained nature of the task made it a significantly
more complex challenge. However, we still find
that XLM-RoBERTa model easily outperforms the
DeBERTa model (Table 4).

6 Conclusion

This paper presents the fine-tuning of a pre-trained
XLM-RoBERTa and DeBERTa models for two
multi-class text classification tasks in Tamil. The
objective of the shared task was to classify a
Tamil text into an emotion class. There were two
sub-tasks: the coarse-grained sub-task A with 11
output classes and the fine-grained sub-task B with
31 classes. The dataset, including the training
and validation splits, for both the sub-tasks were
released by the organizers. The dataset consisted of
Tamil text extracted from social media comments.
The training split for sub-task A had a total of
14,208 rows and used English classification labels.
The training split for sub-task B had 30,179 rows
with Tamil classification labels.

We propose the fine-tuning of pre-trained
transformer-based models for classifying Tamil
text into emotion classes. We trained an XLM-
RoBERTa and DeBERTa model for each sub-task
while using the training split as-is. For sub-task
A, the XLM-RoBERTa achieved a classification
accuracy of 46% with a weighted F-1 of 0.44,
precision of 0.44, and a recall value of 0.46. The
DeBERTa model achieved an accuracy of 45%
with weighted F-1 of 0.38, precision of 0.38, and
0.45 recall. For sub-task B, the XLM-RoBERTa
achieved a classification accuracy of 33% with
a weighted F-1 of 0.26, precision of 0.25, and a
recall value of 0.33. The DeBERTa model achieved
an accuracy of 26% with weighted F-1 of 0.2,
precision of 0.18, and 0.26 recall.

We show that the XLM-RoBERTa model
outperforms DeBERTa for both the sub-tasks.
By using the training split as-is, we retain
the information provided by special characters
like emojis and extended punctuations. The
XLM-RoBERTa model had the best classification
performance out of 11 teams for the first sub-task
and was the second-best in sub-task B out of 7
teams. We have open-sourced the code used in this
study in a public GitHub repository.
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Abstract

This paper presents transformer-based models
for the "Abusive Comment Detection" shared
task at the Second Workshop on Speech
and Language Technologies for Dravidian
Languages at ACL 2022. Our team participated
in both the multi-class classification sub-tasks
as a part of this shared task. The dataset for
sub-task A was in Tamil text; while B was code-
mixed Tamil-English text. Both the datasets
contained 8 classes of abusive comments. We
trained an XLM-RoBERTa and DeBERTA base
model on the training splits for each sub-
task. For sub-task A, the XLM-RoBERTa
model achieved an accuracy of 0.66 and the
DeBERTa model achieved an accuracy of 0.62.
For sub-task B, both the models achieved a
classification accuracy of 0.72; however, the
DeBERTa model performed better in other
classification metrics. Our team ranked 2nd

in the code-mixed classification sub-task and
8th in Tamil-text sub-task.

1 Introduction

The advent of social media and social networks
have completely revolutionized the way people
communicate with one another (Priyadharshini
et al., 2021; Kumaresan et al., 2021). There
are many positive aspects of social media -
improved connectivity, real-time conversation
across multiple locations, a new type of social
construct, etc. However, this surge of internet-
based communication has also brought about an
increase in the volume of negative comments
(Sampath et al., 2022; Ravikiran et al., 2022;
Chakravarthi et al., 2022; Bharathi et al., 2022;
Priyadharshini et al., 2022). Being able to detect
and classify such negative and abusive comments
is a fundamental and challenging problem to solve.

*These authors contributed equally to this work

It is fundamental because better hate & abusive
comment detection leads to the improvement of
spam detection systems, improves web-inclusivity,
and ultimately makes the internet a better place for
everybody (Ghanghor et al., 2021a,b; Yasaswini
et al., 2021).

Abusive Comment detection and classification
falls under the broader spectrum of text
classification tasks in Natural Language Processing
(NLP). Improvements in abusive comment
classifiers can directly enhance content filtering
systems, digital well-being software, spam
detection, etc (Chakravarthi et al., 2021b, 2020).
It also leads to a better physical and mental
experience for the end-user, as these classifiers
can be used to reduce the various types of abusive
comments in the digital world.

Just as with any other NLP task, building good
abusive comment classifiers requires annotated
datasets. There are plenty of such datasets available
for high-resource languages like English, which
has lead to a lot of published research in this space.
However, for low-resource languages like Tamil,
there are very few publicly available datasets for
downstream NLP tasks (Anita and Subalalitha,
2019b,a; Subalalitha and Poovammal, 2018). Tamil
is a Dravidian classical language used by the
Tamil people of South Asia. Tamil is an official
language of Tamil Nadu, Sri Lanka, Singapore,
and the Union Territory of Puducherry in India
(Subalalitha, 2019; Srinivasan and Subalalitha,
2019; Narasimhan et al., 2018). Significant
minority speak Tamil in the four other South Indian
states of Kerala, Karnataka, Andhra Pradesh, and
Telangana, as well as the Union Territory of the
Andaman and Nicobar Islands. It is also spoken
by the Tamil diaspora, which may be found in
Malaysia, Myanmar, South Africa, the United
Kingdom, the United States, Canada, Australia,
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and Mauritius (Sakuntharaj and Mahesan, 2021,
2017, 2016; Thavareesan and Mahesan, 2019,
2020a,b, 2021). Tamil is also the native language of
Sri Lankan Moors. Tamil, one of the 22 scheduled
languages in the Indian Constitution, was the first
to be designated as a classical language of India (B
and A, 2021b,a).

This shared task is an attempt to promote
research in abusive comment detection and
classification in Tamil. This novel dataset,
generated from YouTube comments, consists of 8
types of abusive comments. The publication of the
Tamil-text as well as the code-mixed Tamil-English
datasets also provides an opportunity to learn about
the performance of models on different character
sets. In this shared task, we participated in both the
sub-tasks: the Tamil-text classification sub-task A,
and the code-mixed sub-task B. The goal of this
paper is to demonstrate the performance of fine-
tuning pre-trained transformer-based models for
such a text-classification task in Tamil. We train an
XLM-RoBERTa and DeBERTa model for each sub-
task on the given train splits, optimize parameters,
and evaluate the performance on the test split.

The rest of our paper is organized as follows: we
discuss related work in Tamil emotion recognition,
describe the datasets, our methodology, and
conclude with the results and performance metrics.

We provide a link to our models and evaluations
to provide reproducability, and empower future
research in this domain1.

2 Related Work

As mentioned above, a lot of published work exists
in the domain of offensive language detection for
high-resource languages. Kwok and Wang (2013)
trained a binary classifer to detect racist tweets
in English. Xu et al. (2012) presented off-the-
shelf NLP approaches to identify bullying in social
media, in English. Kumar et al. (2018) present
their findings from a shared task for aggression
identification in social media. Nobata et al. (2016)
demonstrated a Machine Learning approach to
detect abusive language in English online content.

The volume of published research in abusive
comment detection for low-resource languages
is much lower than that of English and other
high-resource languages. Wiegand et al. (2018)
provided an overview of a shared abusive comment
detection task in German. Kannan and Mitrović

1https://tinyurl.com/GJGAbusiveComments

(2021), Kamal et al. (2021), and Jha et al. (2020)
have presented their work in detecting abusive
comments in Hindi. Eshan and Hasan (2017),
Emon et al. (2019), and Romim et al. (2021) have
demonstrated popular approaches for Bengali.

Chakravarthi (2020), Chakravarthi and
Muralidaran (2021), and Hande et al. (2021)
have published their findings from other text
classification-related shared tasks in Dravidian
Languages (hope speech detection).

Mandl et al. (2020) organized a workshop track
for hate speech detection in Tamil, Malayalam,
Hindi, English and German. We believe this
was the first big focus on developing abusive
content identification and classification techniques
for Dravidian languages. This was followed up by
Chakravarthi et al. (2021a), who organized a shared
task for offensive language identification in Tamil,
Malayalam, and Kannada.

There have also been multiple previous works
that use XLM-RoBERTa for text classification
tasks. Zhao and Tao (2021) proposed a system
using XLM-RoBERTa and DPCNN for detecting
offensive text in Dravidian languages. Qu et al.
(2021) used TextCNN and XLM-RoBERTa from
emotion classification in Spanish. Ou and Li (2020)
also demonstrated using XLM-RoBERTa for a hate
speech identification classification task.

The number of published works using DeBERTa
is fewer than that of XLM-RoBERTa. There have
been some studies that use DeBERTa for entity
extraction and text-classification tasks. (Martin
and Pedersen, 2021; Khan et al., 2022)

3 Data

The organizers of the shared task released the
annotated training and development splits for both
the sub-tasks. The testing dataset, without labels,
was released a few days prior to the run submission
deadline. Once the results were announced, the
organizers released the labeled test dataset for
verification purposes.

For sub-task A, the dataset consisted of Tamil
sentences annotated to one of eight English abusive
categories: Misandry, Counter Speech (Sp.),
Misogyny, Xenophobia, Hope Sp., Homophobia,
Transphobia, or None of the Above (N.O.T.A).
The dataset for sub-task B was code-mixed Tamil-
English with the same eight English abusive
comment classes as sub-task A. The average length
of a sentence in the corpora was 1 (Priyadharshini
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Label Count
N.O.T.A 1296
Misandry 446
Counter Sp. 149
Misogyny 125
Xenophobia 95

Label Count
Hope Sp. 86
Homophob. 35
Transphob. 6
Not Tamil 2

Table 1: Classification labels for sub-task A and the
number of rows under each label in the train split.

Label Count
N.O.T.A 3720
Misandry 830
Counter Sp. 348
Xenophobia 297

Label Count
Hope Sp. 213
Misogyny 211
Homophob. 172
Transphob. 157

Table 2: Classification labels for sub-task B and the
number of rows under each label in the training split.

et al., 2022). The sentences in both the datasets
contained extended words, special characters,
emojis, grammatical, and lexical inconsistencies.

3.1 Sub-Task A
The training split for classification sub-task A had
a total of 2,240 rows. 2,238 of these rows were
classified under one of the eight categories of
abusive comments. 2 rows were not in Tamil.
Including the "Not Tamil" category, there were
a total of 9 category labels in the test split. The
development dataset contained 560 rows. The test
split had 698 rows. The classification labels along
with the total count for each label in the train split
are represented in Table 1.

3.2 Sub-Task B
Sub-task B used the code-mixed Tamil-English
dataset with the same 8 abusive category labels.
The training split did not include any rows of the
"Not Tamil" category, which was seen in sub-task
A. The dataset splits were larger than that of sub-
task A: the training split had a total of 5,948 rows.
The development dataset had 1,488 rows and the
test split had 1,856 rows. Table 2 represents all the
class labels in the train split along with the total
number of rows under each label.

4 Methodology

For each classification sub-task, we fine-tune an
XLM-RoBERTa and DeBERTa base model on
sentences from the training splits to create a
classification model. We do not remove any stop

words, special characters, or emojis from the test
splits, in order to preserve the context of the
comment. Special characters and emojis provide
useful context, especially for a text classification
task. For sub-task A, we also did not remove the 2
instances of "Not Tamil" from the training set.

XLM-RoBERTa is a multilingual version of
RoBERTa, which in itself was an improvement
over BERT to achieve state-of-the-art results in
multiple NLP tasks. XLM-RoBERTa is pre-trained
on 2.5TB of filtered CommonCrawl data containing
100 languages (Conneau et al., 2019). DeBERTa
uses disentangled attention and enhanced mask
decoder to enhance RoBERTa and outperform it in
a majority of NLP tasks (He et al., 2021).

Table 3 represents the parameters used to fine-
tune the XLM-RoBERTa and DeBERTa base
models for both the sub-tasks.

5 Results

We use accuracy and the weighted averages of
precision, recall, and F1-score as performance
metrics to evaluate our classification models. We
calculate all four evaluation metrics to get a better
sense of the classification performance.

For sub-task A, we find that the XLM-RoBERTa
outperforms the DeBERTa in all evaluation metrics.
Both models used the same training splits and
parameters. The multi-lingual nature of XLM-
RoBERTa is evident from its better performance.

The overall classification performance for
sub-task 2 was higher than that for sub-task
A. We believe this is because of the English
charater set used by the code-mixed dataset.
Both the transformer-models are pre-trained on
large English datasets. DeBERTa outperforms
XLM-RoBERTa in all metrics, which justifies
DeBERTa’s improvement over XLM-RoBERTa for
English-character-NLP tasks (Table 4).

6 Conclusion and Future Work

We present XLM-RoBERTa and DeBERTa models
for two multi-class text classification tasks in Tamil.
The objective of the shared task was to identify
abusive content in Tamil text. There were two sub-
tasks: sub-task A in Tamil text, and sub-task B
which used Tamil-English code-mixed text. The
classes of abusive comments were the same for
both the sub-tasks. The Tamil dataset, for sub-task
A, consisted of 2,240 rows in the training split. The
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Parameter Value
Sub-Task A Sub-Task B
XLM-RoBERTa DeBERTa XLM-RoBERTa DeBERTa

Batch Size 9 9 10 10
Max. Sequence Length 256 256 256 256
Number of Epochs 10 10 10 10
Learning Rate 1e-5 1e-5 1e-5 1e-5
Weight Decay 0 0 0 0
Use Class Weights False False False False

Table 3: Fine-tuning parameters of XLM-RoBERTa and DeBERTA models for both sub-tasks

Task Model Accuracy F1-score Precision Recall
Sub-Task A XLM-RoBERTa 0.66 0.65 0.65 0.66

DeBERTa 0.62 0.57 0.62 0.56
Sub-Task B XLM-RoBERTa 0.72 0.70 0.70 0.72

DeBERTa 0.72 0.72 0.72 0.72

Table 4: Classification metrics for both sub-tasks.

code-mixed training split, for sub-task B, was much
bigger with 5,948 rows.

We propose the fine-tuning of pre-trained XLM-
RoBERTa and DeBERTa, which are transformer-
based models, for classifying Tamil text into
abusive comment classes. We trained all the
models using the respective training splits as-is.
For sub-task A, the XLM-RoBERTa achieved a
classification accuracy of 66% with a weighted F-1
of 0.65, precision of 0.65, and a recall value of
0.66. The DeBERTa model achieved an accuracy
of 62% with weighted F-1 of 0.57, precision of
0.62, and 0.56 recall. For sub-task B, the XLM-
RoBERTa achieved a classification accuracy of
72% with a weighted F-1 of 0.70, precision of 0.70,
and a recall value of 0.72. The DeBERTa model
achieved an accuracy of 72% with weighted F-1 of
0.72, precision of 0.72, and 0.72 recall.

We show that the XLM-RoBERTa model
outperforms DeBERTa for sub-task A, which used
Tamil text. For the code-mixed Tamil-English text
(sub-task B), the DeBERTa model outperforms the
XLM-RoBERTa. This validates the strength of
the DeBERTa model on English character tasks,
and the superiority of the XLM-RoBERTa for non-
English languages. By using the training split as-
is, we retain the information provided by special
characters like emojis and extended punctuation
symbols. The XLM-RoBERTa model had the eight
best classification performance in the shared task
for sub-task A, and the DeBERTa model ranked

second best. We have open-sourced the code used
in this study in a public GitHub repository.

For future-work, removing the "Not Tamil"
rows from the training split for sub-task A would
eliminate an extremely under-sampled class, which
may lead to performance improvements. Extracting
emojis separately from the text and incorporating
emoji-information in identifying abusive comments
is also an area for potential study. Using pre-
trained models is a good starting point in this
domain, however, we feel that custom model
architectures and systems have to be studied for
such classification tasks in Tamil.
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Abstract

Identifying abusive content or hate speech in
social media text has raised the research com-
munity’s interest in recent times. The major
driving force behind this is the widespread
use of social media websites. Further, it also
leads to identifying abusive content in low-
resource regional languages, which is an im-
portant research problem in computational lin-
guistics. As part of ACL-2022, organizers of
DravidianLangTech@ACL 2022 have released
a shared task on abusive category identifica-
tion in Tamil and Tamil-English code-mixed
text to encourage further research on offensive
content identification in low-resource Indic lan-
guages. This paper presents the working notes
for the model submitted by IIITDWD at Dra-
vidianLangTech@ACL 2022. Our team com-
peted in Sub-Task B and finished in 9th place
among the participating teams. In our proposed
approach, we used a pre-trained transformer
model such as Indic-bert for feature extraction,
and on top of that, SVM classifier is used for
stance detection. Further, our model achieved
62 % accuracy on code-mixed Tamil-English
text.

1 Introduction

Many people from various demographics and lin-
guistic backgrounds have been using social media
sites to exchange information and interact with oth-
ers. Further, these speakers tend to combine their
mother tongue with a second language during the
conversation. This leads to code-mixed text; code-
mixing refers to two or more languages appearing
one after another during a conversation (Poplack
and Walker, 2003). Monitoring code-mixed con-
tent from social media sites has caught the research
community’s interest in natural language process-
ing. Currently, many social media networks use
a manual content screening method to deal with
abusive content posted by the users. Here a hu-
man reviewer will go through the user posts and

determine whether they violate the norms or not
(Mandl et al., 2020; Biradar et al., 2022). However,
as the number of social media users grows, massive
amounts of data are generated, making it virtually
difficult to monitor every data point personally. As
a result, the manual technique of dealing with abu-
sive content has become unsuccessful. Further, it
increased the demand for automated abusive lan-
guage identification models in a social media text,
which is largely code-mixed.

The existing models have been trained on high-
resource monolingual languages such as English
and Hindi. Further, due to the complexity induced
by code-mixing at different language levels, mod-
els trained with monolingual text failed to identify
objectionable features in the code-mixed text. As
a result, identifying abusive content in Indic lan-
guages poses a significantly greater problem for
the NLP community. Hence identifying abusive
content in low-resource Dravidian languages such
as Tamil, Kannada, and Malayalam is made more
difficult due to a lack of pre-trained models and a
scarcity of training data to further train models.

To bridge this gap, DravidianLangTech@ACL
2022(Priyadharshini et al., 2022) organizers have
provided a gold standard data set for abusive con-
tent identification in Dravidian languages such as
Tamil and Tanglish Code-mixed text. The task’s
objective is to identify abusive categories from
YouTube comments at the sentence/comment level.
The original task is divided into two sub-Tasks:
Sub-Task A involves sentence level abusive cate-
gory detection from monolingual Tamil script, and
Sub-Task B involves comment level abusive cate-
gory identification from code-mixed Tamil-English
text. Our team has participated in Sub-Task B and
secured 9th rank among the participating teams,
and this paper presents working notes of our pre-
sented model.

The remainder of the paper is organized as fol-
lows: Section 2 provides a review of existing work,
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Section 3 provides insight into the suggested model,
and Section 4 concludes by offering information
about outcomes.

2 Litrature review

The subject of automatic detection of hostile and
harmful information from social media has at-
tracted the interest of many researchers and prac-
titioners from industry and academia. However,
most of the past research has focused on high-
resource languages. Previous attempts have been
made to develop hate speech detection models in
English, German (Mandl et al., 2019), and Ital-
ian (Corazza et al., 2020). But on the other hand,
low-resource Indic languages are rarely explored.
The first such attempt was made by (Bohra et al.,
2018), they have created annotated corpus in Hindi-
English code mixed text. They used traditional ma-
chine learning models to classify features extracted
from the data set, such as character n-grams, word
n-grams, punctuation, negation words, and hate
lexicons. (Mathur et al., 2018) used a CNN-based
transfer learning approach to detect abusive tweets
in Hindi-English code-mixed text. They also intro-
duced the HEOT data set and the Profanity Lexicon
Set.

Abusive content identification in Indic lan-
guages is also the topic of a few shared tasks.
Chakravarthi et al. created a shared task in low
resource code-mixed Dravidian languages like
Tamil-English, Malayalam-English, and Kannada-
English (Chakravarthi et al., 2021). The objective
of the task is to identify abusive content in a so-
cial media text. The shared task presents a new
gold standard corpus for abusive language identi-
fication of code-mixed text in three Dravidian lan-
guages: Tamil-English (Chakravarthi et al., 2020b),
Malayalam-English (Chakravarthi et al., 2020a),
and Kannada-English (Hande et al., 2020). (Dowla-
gar and Mamidi, 2021) built a transformer-based
transliteration and class balancing loss model to
identify abusive content from code-mixed Dravid-
ian languages. TIF-DNN, a transformer-based in-
terpretation and feature extraction model to identify
abusive content in Hindi-English code-mixed text,
is built by (Biradar et al., 2021)

3 Data and methods

3.1 Task and data set information
We have taken the data set from Dravidian-
LangTech@ACL 2022. As part of the competi-

tion, organizers have provided two sub-Tasks. Sub-
Task A: comment/post-level abusive categories
identification in monolingual Tamil text. Sub-
Task B: Given a code-mixed text in Tamil-English,
the user must identify abusive categories at the
post/comment level. Our team took part in Sub-
Task B, which involves the identification of abu-
sive categories in Tamil-English code-mixed text.
According to the task coordinators, Tamil-English
data is gathered from YouTube comments (Priyad-
harshini et al., 2022). The organizers have provided
train, validation, and test data sets. The train data
set contained 5948 comments and labels, the vali-
dation data set contained 1488 comments, and the
test data set contained 1857 comments. Details of
the data set are provided in table 1.

3.2 Model description

The model architecture is divided into three steps in
our proposed approach, as indicated in Fig 1. The
model is comprised of an initial data pre-treatment
stage, a transformer-based feature extraction layer,
and an outer classification layer. The succeeding
subsections will provide a complete details of each
these stages.

3.3 Data pre-processing

The data collected from the organizers contains a
lot of extraneous information. A few data prepa-
ration processes were performed on the text and
label fields to make the data appropriate for model
building. We removed digits, special characters,
hyperlinks, and Twitter user handles from the data
set because they are not useful for abusive con-
tent detection. Furthermore, the data provided by
the user is taken from social media sites, and so-
cial media data does not follow grammatical rules.
Lemmatization is carried out to convert the data to
its usable basic form. Converting upper case text to
lower case is also done to avoid redundant words.
We used the NLTK toolbox from the python library
(Bird et al., 2009) to perform these pre-processing
steps.

Next, tokens are created by passing pre-
processed text through a tokenizer. For this pur-
pose, we employed the IndicBERT tokenizer1 in
our proposed approach. Additional padding and
masking are applied on tokenized data to manage
varying length sentences. At the end of the pre-
treatment stage, we generate tokenized padded data,

1https://indicnlp.ai4bharat.org/indic-bert/
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None Misandry Xenop
-hobia

Counter-
speech

Hope-
speech

Trans
phobic

misog
-yny

homop
-hobia Total

Train 3720 830 297 348 213 157 211 172 5948
Validation 919 218 70 95 53 40 50 43 1488
Test 1142 292 95 88 70 58 57 56 1857
Total 5781 1340 462 531 336 255 318 271 9293

Table 1: Data set distribution

Figure 1: Overall Architecture of proposed system

which will be used as input for the feature extrac-
tion stage.

3.4 Feature extraction

Our proposed approach used the transformer-based
IndicBERT (Kakwani et al., 2020) model for fea-
ture extraction. IndicBERT is a multilingual AL-
BERT model covering 12 main Indian languages:
Assamese, Bengali, English, Gujarati, Hindi, Kan-
nada, Malayalam, Marathi, Oriya, Punjabi, Tamil,
and Telugu. It was trained on large-scale corpora.
IndicBERT has fewer parameters than other public
models like mBERT and XLM-R, yet it performs
very well on various tasks. The architecture of In-
dicBERT is similar to that of the original BERT
(Devlin et al., 2018). BERT is a non-regression
model consisting of a transformer layer. Here trans-
former part of the model acts as an attention mecha-
nism through which the model can learn contextual
information from the data. We have used embed-
ding from the CLS token in our proposed model,
which gives full-sentence embedding. Embeddings
are then passed through the outer classification
layer for Stance detection.

3.5 Classification Layer

A conventional support vector machine (SVM) clas-
sifier is used for stance detection in the classifica-
tion layer. SVM is built for binary classification
problems and does not natively support multi-class
classification problems. However, data provided
by the organizers consist of linearly separable data
with eight different classes. As a result, we uti-
lized the One-vs-rest method from the Scikit-learn
Python package2 to transform a multi-class prob-
lem into a binary classification problem. Our ex-
periment built a linear SVM classifier with ten-fold
cross-validation using the sklearn SVM.LinearSVC
model type and the OnevsRestClassifer wrapper.
Experiment findings show that the penalty parame-
ter value "1" and kernel type "linear" generate the
best outcomes for the proposed model. Experimen-
tal trials determine these hyper-parameter values.
The model uses embedding from IndicBERT as in-
put and outputs one of the eight abusive categories.
Implementation details of the proposed model are
provided in GitHub repository3.

2https://scikit-learn.org/stable/
3https://github.com/shankarb14/dravidian-

codemix/blob/main/IndicBERT
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Precision Recall F1-score
Counter
speech 0.55 0.32 0.40

Homo
phobia 0.34 0.51 0.41

Hope
speech 0.19 0.36 0.25

Misandry 0.63 0.69 0.66
Misogyny 0.05 0.27 0.09

None 0.89 0.81 0.85
Transphobic 0.21 0.40 0.27
Xenophobic 0.59 0.73 0.63

Accuracy - - 0.73

Table 2: Classification report for proposed model

4 Results

In the competition, teams were ranked based upon
macro averaged Precision, macro averaged Recall
and macro averaged F1-Score across all the classes.
Our suggested model came in 9th place for abu-
sive category recognition on a code-mixed Tamil-
English data set among the participating teams.
Table 3 shows the top-five rated teams and the
performance of our proposed model. From the
table, the performance of our model is indicated
in bold letters. According to the table, our model
ranks second among the top-performing models
with an accuracy of 62%. However, our model
underperformed in identifying some of the abu-
sive categories, and as a result of this unevenness,
the overall model macro F1 score has decreased
to 18.7. In addition, our model scored lower in
the macro F1 score since it did not capture some
abusive traits such as Trans-phobic, Hope-speech,
and misogyny, as illustrated in table 2. The ab-
sence of sufficient training data in the categories
mentioned contributed to our model’s poor perfor-
mance; nevertheless, our model’s performance can
be improved further by balancing the overall data
set across all categories.

5 Conclusion and future enhancement

Our work presented a model proposed by team II-
ITDWD for detecting abusive categories in Tamil-
English code mixed text as part of the shared task
DravidianLangTech@ACL 2022. Our proposed
model came in 9th place among the participating
teams, with a significant accuracy value of 62%. In
the proposed model, we employed the transformer-
based IndicBERT, trained on Indic languages, to

Team name Acc m_F1
abusive-checker 0.65 0.41
GJG_TamilEnglish _deBERTa 0.60 0.35
umuteam 0.59 0.35
pandas 0.52 0.34
Optimize_Prime_Tamil
_English_Run2 0.45 0.29
IITDWD 0.626 0.187

Table 3: Top performing models

extract features for classification with improved
results. We can further improve the model per-
formance by fine-tuning the model on Dravidian
languages and including domain-specific embed-
dings.
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Abstract
As the world around us continues to become
increasingly digital, it has been acknowledged
that there is a growing need for emotion analy-
sis of social media content. The task of identify-
ing the emotion in a given text has many practi-
cal applications ranging from screening public
health to business and management. In this pa-
per, we propose a language agnostic model that
focuses on emotion analysis in Tamil text. Our
experiments yielded an F1-score of 0.010.

1 Introduction

Over the past decade, advances in technology have
progressed at an extraordinary rate, which in turn
has rapidly transformed our methods of commu-
nication, expedited by the need for all institutions
and establishments to ‘go digital’. People have
adapted to online modes of communication such
as social networking sites and online discussion fo-
rums. These platforms have many advantages such
as the ability to bring people with similar passions
together and enable them to exchange their views,
or the capacity to allow people to rally together
for a common cause. It would be useful for these
platforms to identify people with common interests
by filtering through their comments. On the other
hand, there are also some disadvantages that arise
from the abuse of these tools, which are not limited
to, but include, the posting of inappropriate or hurt-
ful comments (O’Keeffe et al., 2011), (Gao et al.,
2020). To ensure moderation in content, it is neces-
sary to monitor posts and comments published on
various social media (Naslund JA, 2020). Research
suggests that monitoring social media can be useful
in surveying, understanding and predicting public
health (Chancellor and Choudhury, 2020), (Aiello
et al., 2020), (Brenda K. Wiederhold, 2020). Social
media analytics can also aid in enterprise manage-
ment (Lee, 2018) and national security (Sykora
et al., 2013). A commonly used method to monitor
social media is emotion analysis.

Emotions are subjective mental states that are
brought about as reactions to our thoughts or mem-
ories, or as reactions to external events in our sur-
roundings. Speech and text are both generally asso-
ciated with an emotion of some kind - joy, sorrow,
fear, anger, etc. Classifying a given text into one of
the many categories of emotions is a constructive
way to analyze and obtain some understanding of
the text (Kim and Klinger, 2018). Such textual emo-
tion analysis has many practical applications. For
example, Unilever analyzes the emotional expres-
sions of prospective candidates for its entry-level
jobs, which helps in saving a significant amount of
time during the candidate screening process.

The task of Emotion Analysis in Tamil - Dravid-
ianLangTech@ACL 20221 (Sampath et al., 2022)
aims to classify a set of given comments by predict-
ing the probable emotions associated with each one.
A particular trial faced here is that of the dataset
being in the Tamil language, for which compara-
tively less resources are available. In this paper, we
have used a Language-Agnostic Sentence Embed-
der called LaBSE, a popular multilingual BERT
embedding model to identify the emotions in Tamil
text.

The rest of the paper is organized as follows:
section 2 outlines any related works ascertained by
a literature survey; section 3 provides a description
of the dataset; section 4 details the methodology
used for this task; section 5 discusses the results
and in section 6, a conclusion is put forward.

2 Related Work

The field of Emotion Analysis allows for a multi-
tude of approaches to be used, some of which have
been documented in prominent literature. With
the recent research and development in speech to
text concepts, various researchers have gone about
building and testing fast and accurate models for

1https://competitions.codalab.org/competitions/36396
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Table 1: Data distribution

sentiment analysis, especially using inputs from In-
dian languages. One such work was done by (Uma
and Kausika) (V.Uma et al., 2016) by applying the
SVM model on an independent corpus of Tamil
and English tweets, which were segregated into
positive, neutral and negative labels.

Anand Kumar Madasamy, Soman Kotti Padan-
nayil (Seshadri et al., 2016) formulated a tri-layer
RNN for the SAIL task of classifying tweets in In-
dian languages with 1500 lines of Tamil, Hindi and
Bengali, which was applied on the Indian textual
tweets. This was compared with a Naive Bayes
model given by the SAIL task, which gave a signif-
icantly lesser accuracy.

Sajeetha Thavareesan and Sinnathamby Ma-
hesan (Thavareesan and Mahesan, 2021) mod-
eled 5 different approaches for sentiment anal-
ysis of Tamil texts. They experimented on the
UJ_Corpus_Opinions and SAIL-2015 corpus .They
extracted the features using TF, BoW , TF-IDF ,
Word2vec and fastText. They subsequently used
Lexicon based and ML based approaches (using
SVM , Extreme Gradient Boost EGB, Random
Forest RF, Neural Network NN, Linear Regres-
sion LR, k nearest Neighbours kNN). They ob-
served that feature extraction using fastText and
EGB outperformed the rest. Xiaotian Lin et al
(Lin et al., 2021), performed a multilingual text
classification - classification into positive, negative
,neutral and mixed emotions using a plain laBSE
model, which was comparatively better than the
models XLM, XLM RoBERTa and Multilingual

BERT. They used the MLM strategy to achieve the
desired result. A research work done by Niveditha
et al (Nivedhitha et al., 2016) modeled an unsuper-
vised approach on the 2015 SAIL dataset to feature
extraction using SentiWordNet and Word2vec em-
beddings. Kamal et al. (Sarkar, 2015) participated
in the SAIL shared task, which included classifying
tweets given in the Hindi and Bengali languages.
They processed the tweets with the emoticons and
used Multinomial Naive Bayes model. For opinion
mining in Hindi (into positive, negative, neutral),
they used POS tagging in which adjectives were
analyzed to perform the task of mining.

Other state of the art models include CNN, RNN,
BiLSTM models and ML techniques implemented
on these embeddings.

The conclusion from the aforementioned liter-
ature is that LaBSE shows encouraging results in
feature extraction, and such datasets comprising
Tamil and other subcontinental languages are best
served by this transformer. Emotional Analysis
and classification of emotion is found to be done
most effectively by SVM classifier. In summation,
a model which incorporates elements of SVM and
LaBSE can be expected to be a good approach for
this ACL task, and it is also a novel outlook, which
has not been examined by the authors listed above.

3 Dataset

The dataset under consideration for the task con-
sists of comments made by YouTube users in the
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Figure 1: Data distribution of the Training dataset

Figure 2: Data distribution of the Development dataset

Tamil language. One of the Dravidian languages
and predominantly spoken in Tamil Nadu (India),
Tamil has a unique script and an alphabet that is
made up of 12 vowels and 18 consonants that when
combined in various ways, can give rise to about
216 compound characters.

The comments in this dataset are grouped under
11 different categories based on the emotion that
each conveys, as is shown in Table 1. Figure 1 and
Figure 2 depict the variance in the training and de-
velopment datasets. The comments in the training
dataset have an average length of 1.18 sentences,
with the longest comment having 13 sentences. The
average word count per comment is 9.7.

4 Methodology

The proposed methodology for this task includes
extracting structural features from the processed
data and applying classifier models to them. A
schematic diagram illustrating the procedure is
given in Figure 3.

4.1 Preprocessing

Any given raw dataset may contain inconsisten-
cies in its data or may contain some unnecessary
data known as noise. Before feeding the data to
the required algorithm, it is therefore important to
clean the dataset. This process of cleaning the data

is known as preprocessing and involves a series
of steps. The procedure adopted in this task is as
follows:

1. Checking for inconsistencies in the dataset:
Many models cannot be trained if any in-
consistencies, such as empty rows or mis-
matched values, are present in the dataset.
These anomalies were first removed from the
dataset.

2. Removal of punctuation and special charac-
ters: The model used focuses on identifying
words in the text and creating a corpus of the
most frequent words in every category of text
in the dataset. Punctuation and special char-
acters interfere with this process and hence,
they were removed from the text using a list of
punctuation marks from the string library and
a custom-made list of special characters. In
this case, emoticons were also considered to
be special characters and have been removed
from the text.

3. Transformation of the data: In this step, the
text is converted into a form suitable for the
mining process. To establish uniformity in the
data and thereby reduce misinterpretation, the
text was normalized by the conversion of all
text to lowercase.

4. Reduction of the data: In any text, there is a
considerable amount of fillers or stop words,
i.e., words that do not convey any informa-
tion necessary for the task of analyzing the
text. These words may be important for the
grammar of the language, but are redundant
in the mining process. Such words have been
removed from the text using a custom-made
list of stop words in Tamil.

5. Balancing of the dataset: As is observed from
the dataset, there is an imbalance in the dis-
tribution of data in the training dataset. This
can lead to huge inaccuracies in the predicted
results. To balance out the data, Synthetic Mi-
nority Oversampling Technique (or SMOTE)2

was used. It is a statistical oversampling tech-
nique that helps to overcome an imbalance
in data by generating synthetic data for the

2https://towardsdatascience.com/machine-learning-
multiclass-classification-with-imbalanced-data-set-
29f6a177c1a
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Figure 3: Schematic diagram of the methodology

minority categories in the dataset. It utilizes a
k-nearest neighbors algorithm by choosing a
minority input vector and adding a new data-
point anywhere between it and one of its near-
est neighbors. The process is repeated until
the dataset is balanced.

4.2 Embeddings and Feature Extraction
For analyzing text, embedding is used to represent
words in the form of real-valued vectors that encode
the meaning of the words with the intention that
words which are expected to have similar meanings
are grouped together.

A feature is a characteristic or property by which
a given text can be measured or quantified. Raw
data is complex and contains a vast number of fea-
tures, which makes the process of training a model
on the dataset cumbersome. Feature extraction re-
duces the number of dimensions required to define
a large dataset by creating a smaller set of new fea-
tures and rejecting the larger number of existing
ones. In this stage, raw data is transformed into
numerical features that can be further processed.

4.2.1 LaBSE feature extraction
Language-Agnostic BERT Sentence Embedding,
or LaBSE, is a multilingual language model devel-
oped by Google, based on the BERT model. It per-
forms tokenization using Wordpiece, the subword-
based tokenization algorithm.

LaBSE is a dual encoder model, with each of its
two encoders encoding source and target sentences
independently, which are then fed to a scoring func-
tion to rank them based on their similarity. This
latest technique for sentence embedding encodes
sentences into a shared embedding space wherein
similar sentences are stored next to each other.

LaBSE is currently a popular model for feature
extraction. (Rodríguez et al., 2021) used LaBSE
both for feature extraction and as an end to end
model for classification and reported that its usage
improves the performance for both mono-lingual
and cross-lingual sets of data.

For this task, we used LaBSE for embedding
the preprocessed data, which was then passed to a
Classifier model for classification of the given text
based on the emotions associated with them. We
used the default parameters for the laBSE model
with the learning rate set to 0.001. The model
includes 630 dense layers and 1 sigmoid layer.

4.3 Models applied

The models we experimented on for this task in-
clude the SVM Classifer and some simple trans-
formers like LaBSE and IndicBERT3. After some
consideration, we decided on implementing a
model that combines LaBSE feature extraction
with the SVM Classifier.

3https://github.com/AI4Bharat/indic-bert/blob/master
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4.3.1 SVM Classifier
Support Vector Machine, or SVM, is a supervised
machine learning algorithm that is widely used for
classification-based problems (Yang et al., 2015).
It works by mapping data to a high-dimensional
feature space in which the data points can be easily
categorized. Scaling up the dimensionality greatly
contributes to the probability of the data being clas-
sified accurately, even when linear separation of
the data is not possible.

4.4 Experimentation with SMOTE
Since the dataset is highly biased towards ’Neutral’
text, we considered the effects of balancing out
the data before training the model. The SMOTE
technique is used for making a dataset balanced,
as discussed above in subsection 4.1. We have
tabulated our results for the classification model in
Table 2 to compare the case in which SMOTE was
used with the case in which it is not used.

Model Precision Recall F1 Accuracy
LaBSE for
feature extraction
with SVM
Classifier
without SMOTE
preprocessing

0.40 0.23 0.25 0.43

LaBSE for
feature extraction
with SVM
Classifier
after SMOTE
preprocessing

0.40 0.25 0.27 0.44

Table 2: Training results for the models under consider-
ation

4.4.1 LaBSE embedding with SVM Classifier
The data, stripped of special characters, stop words
and inconsistencies, was passed through a LaBSE
embedding model for feature extraction. The out-
put was then given to an SVM Classifier and the
results were recorded.

4.4.2 LaBSE embedding with SVM Classifier
and SMOTE preprocessing

The data, preprocessed with an additional step of
balancing out the dataset using an oversampling
technique (SMOTE), was allowed to undergo fea-
ture extraction using LaBSE, followed by classifi-
cation of the text using an SVM Classifier.

5 Results and Analysis

It is apparent that the results are slightly better
when SMOTE is used along with the classification

model, although the dataset seems to be so highly
unbalanced that there is very little difference be-
tween the two results.

5.1 Performance metrics

This task is evaluated on the macro averages of
three performance metrics - Precision, Recall and
F1-score4. The metrics are computed separately
for each class and then the scores are averaged to
ensure equal priority for each performance class.

In classification, precision refers to the proba-
bility that a classification has been performed ac-
curately. It is the ratio of correctly classified data
points to the total number of data points that have
been predicted to be of that class.

Precision =
TP

TP + FP

Recall gives some measure of the number of
classifications belonging to a particular category
that are performed without error. It is the ratio of
the correctly classified points of a particular class
to the sum of the correctly and incorrectly classified
points of the same class.

Recall =
TP

TP + FN

F1-score is the weighted average of precision
and recall, and is often used when a balance of
both these metrics is needed or when a large class
imbalance is encountered.

F1− score = 2 ∗ Precision ∗Recall

Precision+Recall

Team Precision Recall F1 Rank
CUET16 0.220 0.250 0.210 1
GJG_Emotion
Analysis_taskA

0.110 0.160 0.050 2

MSDBLSTM
_TamilData

0.090 0.080 0.050 2

MSD 0.090 0.100 0.040 2
pandas_tamil 0.080 0.070 0.010 8

Table 3: Performance results for the Emotion Analysis
task

4https://towardsdatascience.com/accuracy-precision-
recall-or-f1-331fb37c5cb9
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5.2 Results

The development dataset was used for the evalu-
ating the performance of the models after training
them. The final performance results on the test
dataset for the task are recorded in Table 3.

For the given dataset, LaBSE feature extraction
along with the SVM Classifier yielded better re-
sults than other models that were experimented
with. The accuracy was slightly increased when the
data was further preprocessed using the SMOTE
technique.

Our submission secured the 8th rank in Task B,
i.e., Emotion Analysis on a Tamil dataset. Our
model procured an F1-Score of 0.010, a Precision
score of 0.080 and a Recall score of 0.070.

6 Conclusion

In this research paper, we have presented a multi-
lingual transformer model for the emotion analysis
of Tamil text as required by the DravidianTech-
Lang ACL 2022 shared task. LaBSE, a pre-trained
language agnostic BERT model, was found to per-
form comparatively well on the Tamil dataset. This
model yielded an F1-score of 0.010 on the given
dataset. We believe that these results can be im-
proved upon highly by using custom embeddings,
based on statistical analysis of the language, to
process the data before training the model.
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Abstract
Abusive language has lately been prevalent in
comments on various social media platforms.
The increasing hostility observed on the inter-
net calls for the creation of a system that can
identify and flag such acerbic content, to pre-
vent conflict and mental distress. This task be-
comes more challenging when low-resource
languages like Tamil, as well as the often-
observed Tamil-English code-mixed text, are
involved. The approach used in this paper for
the classification model includes different meth-
ods of feature extraction and the use of tradi-
tional classifiers. We propose a novel method
of combining language-agnostic sentence em-
beddings with the TF-IDF vector representation
that uses a curated corpus of words as vocab-
ulary, to create a custom embedding, which is
then passed to an SVM classifier. Our exper-
imentation yielded an accuracy of 52% and a
macro F1-score of 0.54.

1 Introduction

In recent times, with rapid digitisation, people are
increasingly using social media and various other
forums available online for interpersonal commu-
nication (Riehm et al., 2020). However, these plat-
forms also come with their own share of drawbacks,
such as the propagation of fake news (Waszak et al.,
2018) and cyberbullying (Whittaker and Kowalski,
2015), to list a few.

Comments that are found to be offensive and
often degrading, that may be targeted at an indi-
vidual or a community as a whole, are categorised
as abusive comments. These comments often have
negative effects on the mental well-being of people
(O’Reilly et al., 2018), with an apparent relation
between the time spent on social media and in-
creasing levels of depression (Karim et al., 2020).
There is a pressing need for moderation on these
websites, which motivates the creation of a system
that will be able to classify abusive comments into
one of many categories. It could also be useful in

identifying and filtering out vitriolic content.

A major challenge faced with this task is that
most of the data available contains a mixture of lan-
guages (Lin et al., 2021), with people often translit-
erating from their native language into English,
thus posing a hurdle, as most resources available
for the task of Abusive language detection are pre-
trained on English text.

Tamil is a Dravidian classical language used by
the Tamil people of South Asia. Tamil is an of-
ficial language of Tamil Nadu, Sri Lanka, Singa-
pore, and the Union Territory of Puducherry in
India. Tamil is one of the world’s longest-surviving
classical languages. Malayalam is Tamil’s clos-
est significant cousin; the two began splitting dur-
ing the 9th century AD (Anita and Subalalitha,
2019b,a; Subalalitha and Poovammal, 2018; Sub-
alalitha, 2019; Srinivasan and Subalalitha, 2019;
Narasimhan et al., 2018; Sakuntharaj and Mahe-
san, 2021, 2017, 2016; Thavareesan and Mahesan,
2019, 2020a,b, 2021).

The Task A of Abusive Comment Detection in
Tamil-ACL 2022 (Priyadharshini et al.) involves
classification of purely Tamil text, whereas task B
deals with the classification of code-mixed Tamil
English text into 8 categories as listed in Table 1.
Our approach for Task B was to create embeddings
for each data record and then pass them to the var-
ious classifiers. Three types of embeddings were
employed - a multilingual BERT that produces
language-agnostic embeddings, TF-IDF vectorizer
and a combination of both.

The remainder of this paper is organised as fol-
lows. Section 2 is dedicated to related works ob-
tained from the literature survey. Section 3 pro-
ceeds to describe the dataset used. Section 4 covers
the details of the preprocessing steps, outlines the
feature extraction process and describes the model
employed for this task. Section 5 summarises the
results and Section 6 concludes the paper.
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Category Definition Example Train Dev
None-of-
the-above

Does not belong in any of the other
categories

Bala kumar wat ur ask-
ing.? 1st olunga kealviya
kealunga.

3715 917

Misandry These are comments indicating con-
tempt against men.

Poda H cha naaye 830 218

Counter-
Speech

It is a way of undermining a harsh
remark by giving alternate narratives
of the story.

Manickam Anbu am-
maavai pathi pesurathu
sari kidaiyaathu.

348 95

Xenophobia These are comments that involve ha-
tred towards people of a different cul-
ture/ country.

kudisekiram tamilnadu
china controll poidum...

297 70

Hope-
Speech

These contain sentences that include
phrases indicative of hope and other
such positive emotions.

DMKJambu Lingaa OK
manaviyai mathippom.
Malai pola valgaiyil
uyarvom.

213 53

Misogyny These are hateful statements against
women.

Gh Wb u pondatti
pundaila en Pola Vi-
dava... ungomma punda
naaruthu

211 50

Homophobia Statements with a negative connota-
tion, targeted towards homosexuality.

Nee Naam gay sax pan-
nalam

172 43

Transphobia Referring to those hateful comments
having a prejudice against transgender
people.

Pitchakara Moothevinga
Train la Ukkara uda
maatithunga Parathesinga
thuu. Ithungaluku daily
azha vendiyatha iruku

157 40

Table 1: Description of the dataset
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Figure 1: Diagram of the model

2 Related Works

Identification and classification of offensive tasks
in a fast and effective manner is very important
in the moderation of online platforms (Priyad-
harshini et al., 2021; Kumaresan et al., 2021;
Chakravarthi, 2020; Chakravarthi and Muralidaran,
2021; Sampath et al., 2022; Ravikiran et al., 2022;
Chakravarthi et al., 2022; Bharathi et al., 2022).
We explored various models to achieve the same.

Ravishankar et al. (Ravishankar and Raghu-
nathan, 2017) proposed three different approaches
to classify tamil tweets based on syntactic pat-
terns. These include Tweet weight model, TF-
IDF and Domain-Specific Tags (DST), and used
Tamil Dictionary (Agarathi).The authors collected
tweets from 100 movies which amounted upto 7000
tweets. They proposed three other feature extrac-
tion models which include TF-IDF, adjective rules,
negation rules, and adjective rules which could be
passed into classifiers.

Alison P. Ribeiro et al.(Ribeiro and Silva, 2019)
presented their model to identify hate speech
against women and immigrants. It consisted of
pre-trained word embeddings using FastText and
GloVe which they passed through a CNN network.

Younes Samih et al. (Modha et al., 2021) mod-
elled an architecture with Support Vector Machine
(SVM) and Deep Neural Networks (DNNs) for
task to identify Hate Speech and offensive content.
They experimented four different approaches and
combined them into an ensemble. They used Fast-
Text for the first one, FFNN architecture with four
hidden layers for the second one and for the third
one they created pretrained word embeddings us-
ing Mazajak method which was then passed into
a CNN layer and a BiLSTM layer. Their next ap-
proach was using BERT. They combined these to

create an ensemble which performed well for the
given dataset.

Anna Glazkova et al.(Glazkova et al., 2021) for
the HASOC 2021 task which focused on detecting
offensive, profane and hate content in tweets in six
languages . They proposed various models which
include pretrained BERT, RoBERTa and LaBSE.
Though the performance of the models were similar
for the English datasets, LaBSE outperformed the
others for Hindi and Marathi datasets.

Shervin et al (Malmasi and Zampieri, 2017) used
a corpus of 14.5k English tweets and modelled an
approach to classify them as hate speech and non-
hate speech. Their model uses character n-grams,
word n-grams and word skip-grams for feature ex-
traction which was passed onto a linear SVM clas-
sifier.

Burnap et al. in their paper (Burnap and
Williams, 2014) wrote about their model - they
used unigram , bigram feature extraction tech-
niques and POS (Parts of Speech tagging), they
also used the Stanford Lexical Parser, along with a
context-free lexical parsing model, to extract typed
dependencies within the tweet text. This was fur-
ther passed to classifiers like Bayesian Logistic
Regression, Random Forest Decision Trees and
Support Vector Machines.

Aswathi Saravanaraj et al. proposed an approach
for the automatic identification of cyberbullying
words and rumours. They modelled a Naive Bayes
and a Random Forest approach which obtained a
greater accuracy then pre-existing models.

From the literature survey performed, it is in-
ferred that an approach involving feature extraction
using TF-IDF delivers good results and that trans-
former models like LaBSE work the best for Indian
language datasets, with a particularly high accuracy
for the Tamil language. The SVM classifier works
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well for Hate/Abusive language recognition.
Although various innovative models have been

experimented on in the studies discussed above, a
model involving TF-IDF feature extraction, LaBSE
and SVM, will be a novel approach to this task.

3 Dataset

The dataset used for the study is made up of com-
ments made by subscribers in Tamil language, in
relation to a video available on the streaming plat-
form YouTube. The text contents were retrieved
and stored following manual annotation. The text
statements were organized into 8 different classes:
transphobia, counter-speech, misandry, homopho-
bia, hope-speech, xenophobia, misogyny and none-
of-the-above, depending on the sentiment reflected
through them. The dataset has a highly dispropor-
tionate share of expressions being brought under
’none-of-the-above’ - 62% from the train dataset
and 61% from the development dataset. The data
distribution of the train and development datasets
is depicted in Table 1. The average number of sen-
tences in a comment is 1.42 with the maximum
number being 20 and the minimum number of sen-
tences per data point being 1. The average word
count for each row is 12.092.

4 Methodology

The proposed methodology for this task involves
extracting lexical and sentence features from the
data and applying classifier models, such as SVM,
MLP and K neighbours classifier, to them. This is
illustrated in Figure 1.

4.1 Preprocessing

Tamil, a Dravidian Language predominantly spo-
ken in the South Asian region, consists of an in-
tricate script consisting of 12 vowels and 18 con-
sonants that can be combined in various ways to
give 216 compound characters. The sentences are
arranged in the order of Subject Object Verb, and
use postpositions. The main difficulty during pre-
processing of the code mixed data is the use of
different spellings for the same word while typing
Tamil sentences in English.

Before mining the text for valuable information,
the raw unstructured textual data is stripped of the
noise it contains, in the form of punctuations and
stop words, to produce meaningful features that
might prove instrumental in classifying the samples
into the eleven classes available.

1. Text normalisation: Words with different cap-
italisation may be considered to be different
words and, to prevent that from happening, the
dataset was standardised by the conversion of
the text to lowercase.

2. Removal of punctuations: Since the model in-
volves creating a corpus of the most frequently
occurring words in every category, punctua-
tions are removed. The list of punctuations
from the string library was used in this pro-
cess.

3. Removal of extra unwanted characters: The
dataset contained a significant number of
lines containing noise including emojis and
iOS flags which have been filtered out, using
RegEx.

4. Removal of stop words: Stop words are words
in a language that are used in abundance as a
part of the grammatical structure but do not
necessarily add to the meaning of the sentence
as a whole. These involve propositions, pro-
nouns and articles among others. To achieve
this, a curated list of Tamil-English stop words
has been created and used. It includes words
such as “r” (are), “ur” (your), “nee” (translates
to you in Tamil) and “intha” (translates to this
in Tamil).

5. Encoding: In the dataset, the data is classified
into categories with textual labels. To ensure
that the machine learning model is able to
understand the data it is being fed, a label
encoder is used on the target variable.

4.2 Feature extraction
The training dataset was first preprocessed as de-
scribed in the above sub-section. Following this,
embeddings of the textual data were created as out-
lined below.

4.2.1 Statistical feature extraction utilising
TF-IDF

TF-IDF, standing for term frequency-inverse docu-
ment frequency, is a method of quantifying a sen-
tence, based on the words it contains. Each row is
vectorized using a technique in which every word
is essentially given a score that is indicative of its
importance in the overall document.

In our implementation, a vocabulary list was first
created by extracting the top 100 of the most fre-
quently used words of each category. To ensure
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Feature Classifier Accuracy Precision Recall F1-score

TF-IDF+LaBSE

SVM 0.74 0.44 0.49 0.70
MLP 0.67 0.44 0.45 0.49
Random Forest 0.68 0.34 0.39 0.5
Gradient Boosting Classifier 0.69 0.55 0.40 0.53

TF-IDF
SVM 0.71 0.28 0.31 0.75
MLP 0.70 0.41 0.45 0.52
K Neighbours Classifer 0.66 0.27 0.31 0.44

LaBSE
SVM 0.71 0.32 0.38 0.67
MLP 0.66 0.38 0.40 0.43

Table 2: Macro-averaged Performance scores of the models deployed

that stop words were not included in the list of
most frequent words, they were removed before
vectorisation. A TF-IDF vectoriser was then ini-
tialised using this custom vocabulary, so that the
resultant vector depends upon only the words that
are statistically more likely to be found in an abu-
sive comment.

4.2.2 LaBSE feature extraction
Language-Agnostic BERT Sentence Embedding,
also known as LaBSE, is the state-of-the-art model
in sentence embedding, and works by encoding
sentences into a shared embedding space, where
similar sentences lie closer to each other (Feng
et al., 2020).

LaBSE proves to be a good fit for this task since
it is language agnostic and is proven to work bet-
ter than other previously existing sentence embed-
ders like Doc2Vec and SentenceBERT with regard
to languages with low resources (Firmiano and
Da Silva, 2021) (Zhu et al., 2021). It is trained
on bilingual low-resource sentences as well and
works in a way so that it maximises the compatibil-
ity between the source sentence and its translation
and minimises it with the other samples.

The pre-processed training data is made ready to
be classified by encoding it using LaBSE, which
creates an embedding with a dimension of 700,
for each sentence. The model includes 630 dense
layers and 1 sigmoid layer. For this task, the laBSE
model was used with the default parameters. The
learning rate was set to 0.001.

4.2.3 Custom embeddings
The imbalance of data was first tackled by select-
ing a number of random data points such that the
real life variance is still retained, but the disparity
between the number of samples of each type was
reduced. In this run, both LaBSE and TF-IDF en-

codings were used so that the advantages of both
these embedding methods could be harnessed in
one model.

Individual embeddings of each type were ini-
tially created using the methods as described in the
above two runs. They were then appended to each
other to obtain a custom embedding.

4.3 Classifier Models
Following this, simple ML models such as SVM,
MLP, and K Neighbours Classifier were used to
classify the embeddings obtained. They are ex-
plained as follows;

SVM, also known as Support Vector Machine
works by choosing the best hyperplane such that
the data classes are segregated better (Mathur and
Foody, 2008). RBF kernel has been used in the
SVM classifier to optimise the results.

Multilayer Perceptron, abbreviated to MLP, is a
feedforward deep learning network consisting of
an input layer and output layer that are completely
connected to each other by paths. Hidden Layer
size of 200 has been used for the optimisation of
this particular model, along with rectified linear
unit as the activation function.

K neighbours classifier uses the closest K neigh-
bours and identifies the most common class found
among them. This label is then assigned to the data
point that is to be classified. Here, the classifier
uses a value of 3 for the number of neighbours.

Scikit-learn library (Pedregosa et al., 2011) in
Python was used to successfully deploy these mod-
els and the results are tabulated in Table 2.

5 Results and Analysis

5.1 Performance metrics
This task is evaluated on the Macro averages of
Precision, Recall and F1-score, which computes the
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Team Accuracy
abusive-checker 0.650

GJG_TamilEnglish_deBERTa 0.600
UMUteam 0.590

Pandas 0.520
Optimize_Prime_Tamil_English_Run2 0.450

Table 3: Results of the shared task

metric individually for each class and then averages
the values, so that each class gets equal priority.

In classification, precision refers to the probabil-
ity that a correct classification has been done. It is
the ratio of correctly classified points to the total
number of points that have been predicted to be of
that class.

Precision =
TP

TP + FP

Recall, on the other hand, gives an idea of the
number of classifications of a type that are rightly
performed. It is the ratio of the correctly classified
points of a particular class to the sum of the cor-
rectly and incorrectly classified point of the same
class.

Recall =
TP

TP + FN

F1-score is the weighted average of Precision
and recall, and is used mostly when a balance of
both these metrics is required or when a large class
imbalance is encountered.

F1− score = 2 ∗ Precision ∗Recall

Precision+Recall

5.2 Results

The development dataset was used for the unbiased
evaluation of the performance of the models that
were fit on the training dataset. For this task, the
performance metrics used for analysis were accu-
racy and macro averages, which include precision,
recall and F1-score.

For each type of embedding used, SVM was
found to be the best classifier and performs better
with Radial Basis Function kernel than with Linear
kernel, with accuracy scores of 0.70 and 0.71 re-
spectively. From the table, we can also come to the
conclusion that an SVM classifier with the custom
embedding gives the best performance, with an ac-
curacy of 0.74, outperforming the models employ-

ing either LaBSE or TF-IDF, each with an accuracy
of only 0.71.

This run secured the 4th rank in Task B which
used Tamil English data as is shown in Table 3.
The model performed on the test set with a macro
F1-Score of 0.34, a precision score of 0.33 and a
recall score of 0.37.

6 Conclusion

This paper discusses our approach for the Dra-
vidianTechLang ACL 2022 shared task, which
aims to identify and classify abusive content in
Tamil-English code-mixed text collected from so-
cial media. This research contributes to this task
by analysing a set of classification models for iden-
tifying various types of abusive comments. We
have used a combination of embeddings using TF-
IDF and LaBSE with the SVM classifier. Our re-
sults showed that using this pre-trained multilingual
model along with the SVM classifier yielded better
results for the code-mixed data.

This model gave us a macro F-1 score of 0.49
and an accuracy of 0.74 on the development dataset,
and an accuracy of 0.520 and a weighted F1-score
of 0.54 on the test dataset. In the future, we would
like to improve our results by using better prepro-
cessing techniques, which may be achieved by ac-
knowledging and utilising the significance of rele-
vant special characters and emoticons in the given
text, instead of removing them altogether.

References

R Anita and CN Subalalitha. 2019a. An approach to
cluster Tamil literatures using discourse connectives.
In 2019 IEEE 1st International Conference on En-
ergy, Systems and Information Processing (ICESIP),
pages 1–4. IEEE.

R Anita and CN Subalalitha. 2019b. Building discourse
parser for Thirukkural. In Proceedings of the 16th
International Conference on Natural Language Pro-
cessing, pages 18–25.

117



B Bharathi, Bharathi Raja Chakravarthi, Subalalitha
Chinnaudayar Navaneethakrishnan, N Sripriya,
Arunaggiri Pandian, and Swetha Valli. 2022. Find-
ings of the shared task on Speech Recognition for
Vulnerable Individuals in Tamil. In Proceedings of
the Second Workshop on Language Technology for
Equality, Diversity and Inclusion. Association for
Computational Linguistics.

Peter Burnap and Matthew Leighton Williams. 2014.
Hate speech, machine classification and statistical
modelling of information flows on twitter: Interpreta-
tion and communication for policy decision making.

Bharathi Raja Chakravarthi. 2020. HopeEDI: A mul-
tilingual hope speech detection dataset for equality,
diversity, and inclusion. In Proceedings of the Third
Workshop on Computational Modeling of People’s
Opinions, Personality, and Emotion’s in Social Me-
dia, pages 41–53, Barcelona, Spain (Online). Associ-
ation for Computational Linguistics.

Bharathi Raja Chakravarthi and Vigneshwaran Mural-
idaran. 2021. Findings of the shared task on hope
speech detection for equality, diversity, and inclu-
sion. In Proceedings of the First Workshop on Lan-
guage Technology for Equality, Diversity and Inclu-
sion, pages 61–72, Kyiv. Association for Computa-
tional Linguistics.

Bharathi Raja Chakravarthi, Ruba Priyadharshini, Then-
mozhi Durairaj, John Phillip McCrae, Paul Buitaleer,
Prasanna Kumar Kumaresan, and Rahul Ponnusamy.
2022. Findings of the shared task on Homophobia
Transphobia Detection in Social Media Comments.
In Proceedings of the Second Workshop on Language
Technology for Equality, Diversity and Inclusion. As-
sociation for Computational Linguistics.

Fangxiaoyu Feng, Yinfei Yang, Daniel Cer, Naveen Ari-
vazhagan, and Wei Wang. 2020. Language-agnostic
BERT sentence embedding. CoRR, abs/2007.01852.

Alan Firmiano and Ticiana L Coelho Da Silva. 2021.
Identifying duplicate police reports. In 2021 20th
IEEE International Conference on Machine Learning
and Applications (ICMLA), pages 244–247. IEEE.

Anna Glazkova, Michael Kadantsev, and Maksim
Glazkov. 2021. Fine-tuning of pre-trained trans-
formers for hate, offensive, and profane content
detection in english and marathi. arXiv preprint
arXiv:2110.12687.

Fazida Karim, Azeezat A Oyewande, Lamis F Abdalla,
Reem Chaudhry Ehsanullah, and Safeera Khan. 2020.
Social media use and its connection to mental health:
a systematic review. Cureus, 12(6).

Prasanna Kumar Kumaresan, Ratnasingam Sakuntharaj,
Sajeetha Thavareesan, Subalalitha Navaneethakr-
ishnan, Anand Kumar Madasamy, Bharathi Raja
Chakravarthi, and John P McCrae. 2021. Findings
of shared task on offensive language identification
in Tamil and Malayalam. In Forum for Information
Retrieval Evaluation, pages 16–18.

Xiaotian Lin, Nankai Lin, Kanoksak Wattanachote,
Shengyi Jiang, and Lianxi Wang. 2021. Multilin-
gual text classification for dravidian languages. arXiv
preprint arXiv:2112.01705.

Shervin Malmasi and Marcos Zampieri. 2017. De-
tecting hate speech in social media. arXiv preprint
arXiv:1712.06427.

Ajay Mathur and Giles M Foody. 2008. Multiclass and
binary svm classification: Implications for training
and classification users. IEEE Geoscience and re-
mote sensing letters, 5(2):241–245.

Sandip Modha, Thomas Mandl, Gautam Kishore Shahi,
Hiren Madhu, Shrey Satapara, Tharindu Ranasinghe,
and Marcos Zampieri. 2021. Overview of the hasoc
subtrack at fire 2021: Hate speech and offensive
content identification in english and indo-aryan lan-
guages and conversational hate speech. In Forum for
Information Retrieval Evaluation, pages 1–3.

Anitha Narasimhan, Aarthy Anandan, Madhan Karky,
and CN Subalalitha. 2018. Porul: Option generation
and selection and scoring algorithms for a tamil flash
card game. International Journal of Cognitive and
Language Sciences, 12(2):225–228.

Chikashi Nobata, Joel Tetreault, Achint Thomas, Yashar
Mehdad, and Yi Chang. 2016. Abusive language
detection in online user content. In Proceedings of
the 25th international conference on world wide web,
pages 145–153.

Michelle O’Reilly, Nisha Dogra, Natasha Whiteman,
Jason Hughes, Seyda Eruyar, and Paul Reilly. 2018.
Is social media bad for mental health and wellbeing?
exploring the perspectives of adolescents. Clinical
child psychology and psychiatry, 23(4):601–613.

F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel,
B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer,
R. Weiss, V. Dubourg, J. Vanderplas, A. Passos,
D. Cournapeau, M. Brucher, M. Perrot, and E. Duch-
esnay. 2011. Scikit-learn: Machine learning in
Python. Journal of Machine Learning Research,
12:2825–2830.

Ruba Priyadharshini, Bharathi Raja Chakravarthi, Sub-
alalitha Chinnaudayar Navaneethakrishnan, Then-
mozhi Durairaj, Malliga Subramanian, Kogilavani
Shanmugavadivel, Siddhanth U Hegde, and bookti-
tle = Kumaresan, Prasanna Kumar”. Findings of the
shared task on Abusive Comment Detection in Tamil.

Ruba Priyadharshini, Bharathi Raja Chakravarthi,
Sajeetha Thavareesan, Dhivya Chinnappa, Durairaj
Thenmozhi, and Rahul Ponnusamy. 2021. Overview
of the DravidianCodeMix 2021 shared task on senti-
ment detection in Tamil, Malayalam, and Kannada.
In Forum for Information Retrieval Evaluation, pages
4–6.

Manikandan Ravikiran, Bharathi Raja Chakravarthi,
Anand Kumar Madasamy, Sangeetha Sivanesan, Rat-
navel Rajalakshmi, Sajeetha Thavareesan, Rahul Pon-
nusamy, and Shankar Mahadevan. 2022. Findings

118



of the shared task on Offensive Span Identification
in code-mixed Tamil-English comments. In Pro-
ceedings of the Second Workshop on Speech and
Language Technologies for Dravidian Languages.
Association for Computational Linguistics.

Nadana Ravishankar and Shriram Raghunathan. 2017.
Corpus based sentiment classification of tamil movie
tweets using syntactic patterns.

Alison Ribeiro and Nádia Silva. 2019. Inf-hateval at
semeval-2019 task 5: Convolutional neural networks
for hate speech detection against women and immi-
grants on twitter. In Proceedings of the 13th Inter-
national Workshop on Semantic Evaluation, pages
420–425.

Kira E Riehm, Calliope Holingue, Luther G Kalb,
Daniel Bennett, Arie Kapteyn, Qin Jiang, Cindy B
Veldhuis, Renee M Johnson, M Daniele Fallin,
Frauke Kreuter, et al. 2020. Associations between
media exposure and mental distress among us adults
at the beginning of the covid-19 pandemic. American
Journal of Preventive Medicine, 59(5):630–638.

Ratnasingam Sakuntharaj and Sinnathamby Mahesan.
2016. A novel hybrid approach to detect and correct
spelling in Tamil text. In 2016 IEEE International
Conference on Information and Automation for Sus-
tainability (ICIAfS), pages 1–6.

Ratnasingam Sakuntharaj and Sinnathamby Mahesan.
2017. Use of a novel hash-table for speeding-up sug-
gestions for misspelt Tamil words. In 2017 IEEE
International Conference on Industrial and Informa-
tion Systems (ICIIS), pages 1–5.

Ratnasingam Sakuntharaj and Sinnathamby Mahesan.
2021. Missing word detection and correction based
on context of Tamil sentences using n-grams. In
2021 10th International Conference on Information
and Automation for Sustainability (ICIAfS), pages
42–47.

Anbukkarasi Sampath, Thenmozhi Durairaj,
Bharathi Raja Chakravarthi, Ruba Priyadharshini,
Subalalitha Chinnaudayar Navaneethakrishnan,
Kogilavani Shanmugavadivel, Sajeetha Thavareesan,
Sathiyaraj Thangasamy, Parameswari Krishna-
murthy, Adeep Hande, Sean Benhur, Kishor Kumar
Ponnusamy, and Santhiya Pandiyan. 2022. Findings
of the shared task on Emotion Analysis in Tamil. In
Proceedings of the Second Workshop on Speech and
Language Technologies for Dravidian Languages.
Association for Computational Linguistics.

R Srinivasan and CN Subalalitha. 2019. Automated
named entity recognition from tamil documents. In
2019 IEEE 1st International Conference on Energy,
Systems and Information Processing (ICESIP), pages
1–5. IEEE.

C. N. Subalalitha. 2019. Information extraction frame-
work for Kurunthogai. Sādhanā, 44(7):156.
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Abstract

This paper discusses the details of submis-
sion made by team Translation Techies to the
Shared Task on Machine Translation in Dravid-
ian languages- ACL 2022. In connection to the
task, five language pairs were provided to test
the accuracy of submitted model. A baseline
transformer model with Neural Machine Trans-
lation(NMT) technique is used which has been
taken directly from the OpenNMT framework.
On this baseline model, tokenization is applied
using the IndicNLP library. Finally, the eval-
uation is performed using the BLEU scoring
mechanism.

1 Introduction

A multilingual country such as India has a diversi-
fied population. Several languages are spoken at
various parts of the country (Chakravarthi et al.,
2019, 2018). Human spoken languages of India are
divided into various groups. Indo-Aryan and Dra-
vidian languages are the two primary families. For
almost 2600 years, there has been a recorded Tamil
literature (Sakuntharaj and Mahesan, 2021, 2017,
2016; Thavareesan and Mahesan, 2019, 2020a,b,
2021). The earliest period of Tamil literature,
known as Sangam literature, is said to have lasted
from from 600 BC to AD 300. Among Dravidian
languages, it possesses the oldest existing litera-
ture. The earliest epigraphic documents discov-
ered on rock edicts and ’hero stones’ date from
the sixth century BC. In Tamil Nadu, the Archae-
ological Survey of India discovered over 60,000
of the 100,000 odd inscriptions discovered in In-
dia (Subalalitha, 2019; Srinivasan and Subalalitha,
2019; Narasimhan et al., 2018). However, the En-
glish language dominates the content available on
the Internet (Chakravarthi, 2020; Chakravarthi and
Muralidaran, 2021). It is a difficult task to have a
human translator who can translate texts in across
all language pairs. This forms the basic purpose of
this shared task. We need constructive and precise

computer algorithms that need minimal human in-
tervention to bridge this massive language divide.
Machine translation can be used to complete this
task effectively.

With various conversational AIs and voice as-
sistants taking the world by storm, translation of
native and low-resource languages has become im-
perative. The Dravidian languages are morpho-
logically rich in nature and are hence, difficult to
deal with (Chakravarthi et al., 2020). The scripts
are different when compared to the Western scripts
and require more attention (Sampath et al., 2022;
Ravikiran et al., 2022; Bharathi et al., 2022; Priyad-
harshini et al., 2022). This task is an attempt to
utilise the existing tools for translation of low-
resource Dravidian languages. The goal here is
to develop a smooth algorithm which will help in
knowledge dissemination, and end-to-end speech
translation. We have used Neural Machine Trans-
lation in our approach towards this problem. The
rest of the paper is structured as follows: Section 2
Literature Survey, Section 3 Methodology, Section
4 Results obtained from the shared task and Section
5 Conclusion and Future Scope.

2 Literature Survey

As a result of improved processing capabilities and
training data, intensive research on MT began in the
early 1950s (Hutchins, 2004), and it has progressed
significantly since the 1990s. To accomplish more
and more accurate machine translation, a variety
of methodologies have been proposed (Hutchins,
2004). Statistical Machine Translation(SMT), a
subtype of Corpus-based translation, was the most
extensively applied of them because it produced
better results previous to the NMT systems.

The statistics-based method to machine transla-
tion does not employ traditional language data. It
functions on the basis of the probability principle.
In this situation, the word in the source language
corresponds to the comparable word in the target
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language. However, a large corpus of trustworthy
translations in both the source and target languages
is required. This strategy is comparable to that of
IBM’s research group in the early 1990s, which had
some success with speech recognition and machine
translation.

NMT approaches are data driven and demands
language resources such as a parallel corpora for
translation. When it comes to large-scale transla-
tion projects like English to German and English
to French, (Wu et al., 2016), it outperformed typ-
ical MT models. In recent years, several architec-
tures for neural network-based machine translation
have been proposed, including a simple encoder-
decoder based model, an RNN based model, and
an LSTM model that learns problems with long-
range temporal dependencies, as well as an Atten-
tion mechanism-based model, which is machine
translation’s most powerful neural model.

The evolution of Machine translation approaches
on Indian Languages was surveyed in detail giving
an overview from rule based methods used, Statis-
tical machine translation methods implemented on
the major Indian languages(J., 2013).

A sequence-to-sequence model based machine
translation system for the Hindi language was pro-
posed (Shah et al., 2018) which encouraged the use
of NMT architecture on Indian languages.

The neural based approaches in Machine Trans-
lation have gained more scope as the accuracy im-
proves based on the quality of the parallel corpora
and it may be beneficial to develop an extension of
the encoder–decoder paradigm that learns to align
and translate together (Bahdanau et al., 2016).

Transformer computes input and output rep-
resentations using self-attention rather than se-
quence aligned RNNs or convolution (Vaswani
et al., 2017).

This shared task addresses this issue and we have
implemented the Transformer model using Open-
NMT platform (Klein et al., 2017). The essential
principles of n-gram precision are used by BLEU
(Papineni et al., 2002) to calculate similarity be-
tween the reference and created phrases. Since it
employs the average score of all discoveries in the
test dataset rather than presenting results for each
sentence. Hence, we have used the BLEU metric
for the model in this paper.

The base model chosen is Transformer architec-
ture on OpenNMT framework and we have further
enhanced this model and applied to given five lan-

guage pairs. The results are tabulated based on
BLEU metric.

3 Methodology

This task explores the transformer approach in
OpenNMT framework. With less resources in
hand, the OpenNMT framework offers best mod-
els to experiment upon. The baseline model was
a Transformer architecture directly borrowed from
the OpenNMT framework and used on the Dravid-
ian Language pairs. [OpenNMT-py toolkit with
commands] The model was used for five language
pairs with different sizes of training, validation and
testing data as shown in Table 1.

Table 1: The five language pairs and the sizes of their
training, validation and testing files (Kumar M et al.,
2022).

Source Target Dataset size (in lines)
Train Valid Test

Kannada Malayalam 90974 2000 2000
Kannada Sanskrit 9470 1000 1000
Kannada Tamil 88813 2000 2000
Kannada Telugu 88503 2000 2000
Kannada Tulu 8300 1000 1000

The baseline model used the parallel corpora
without pre-processing and it was observed that
most of the words were tagged as unknown in the
output prediction file on the test set. So, the con-
figuration file was altered. In the configuration
file, the learning rate is set as 2, training steps as
10,000, valid steps as 500 and checkpoints to save
the model was created at every 500 steps. This file
was used without any further modification across
all given language pairs. It contains the paths to the
training source and target files, and the validation
files of the same.

On both the encoder and decoder, this config-
uration will run the default 2-layer LSTM model
containing 500 hidden units. The supplied parame-
ters worldsize = 1 and gpu ranks[0], which operates
on a single GPU.

The vocab is built using the ‘onmt_build_vocab’
command present in the OpenNMT-py package
installed in the first step. In this, ‘-n_sample’ rep-
resents the amount of lines extracted from each
corpus, used to create vocabulary.

Without any tokenization or transforms, this is
the simplest configuration conceivable. Using this,
many unknown tokens and less translated words
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were obtained. We used the same hyperparameters
for all the five language pairs.

In order to get better results, the input datasets
were tokenized before training, using the IndicNLP
library (Kunchukuttan, 2020). This helped to get
way better results for all the language pairs as more
translated words, and lesser unknown tokens were
produced.

4 Results

The sample text for five language pairs based on
training data is shown in Figure 1.

Figure 1: Sample data of all five language pairs from
the training set

After running the model on all the five language
pairs of Kannada-Malayalam, Kannada-Sanskrit,
Kannada-Tamil, Kannada-Telugu , and Kannada-
Tulu; the following BLEU scores in Table 2 were
obtained:

Table 2: The BLEU scores calculated for the prediction
files of the respective language pairs.

Source Target BLEU Score
Kannada Malayalam 0.0729
Kannada Sanskrit 0.7482
Kannada Tamil 0.0798
Kannada Telugu 0.1242
Kannada Tulu 0.6149

Despite using the same model and parameters
for all the pairs, different BLEU scores were ob-
tained. It can be observed that the model gave
best results for Sanskrit and Tulu despite the fact
that the dataset was smaller for these two. This is
because the test set has similar kind of sentences
when compared to train set. There is an overlap of
sentences and words used in the source and target
sets. As for Telugu, it performed fairly well. The
datasets used were small and limited. Hence, our
results do not give much insights into the perfor-
mance of the model. However, the scores can be
further improved by enhancing the quality of the

dataset and enhancing the model. Better transforms
and pre-processing techniques need to be applied
on the datasets before training to achieve the same.
Some techniques can be byte-pair encoding (Sen-
nrich et al., 2015) and data augmentation (Wei and
Zou, 2019) to get more translated words.

5 Conclusion and Future Scope

This paper describes the details of submission made
by team Translation Techies to the Shared Task
on Machine Translation in Dravidian languages-
ACL 2022. The Transformer architecture present
in OpenNMT framework along with modifications
is implemented in this shared task. The current
model can be further improved by providing larger
datasets and pre-processing them in detail. We
can use data augmentation and byte-pair encoding
techniques as well. Subword tokenization is also a
good technique to alleviate the problem with such
low-resource language pairs (Dhar et al., 2021).
The efficient translation of the Dravidian languages
is necessary as the need for smart systems are rising
rapidly.
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Abstract

Emotion analysis is the process of identify-
ing and analyzing the underlying emotions ex-
pressed in textual data. Identifying emotions
from a textual conversation is a challenging task
due to the absence of gestures, vocal intonation,
and facial expressions. Once the chatbots and
messengers detect and report the emotions of
the user, a comfortable conversation can be
carried out with no misunderstandings. Our
task is to categorize text into a predefined no-
tion of emotion. In this thesis, it is required to
classify text into several emotional labels de-
pending on the task. We have adopted the trans-
former model approach to identify the emotions
present in the text sequence. Our task is to iden-
tify whether a given comment contains emotion,
and the emotion it stands for. The datasets were
provided to us by the LT-EDI organizers Sam-
path et al. (2022) for two tasks, in the Tamil
language. We have evaluated the datasets using
the pretrained transformer models and we have
obtained the micro-averaged F1 scores as 0.19
and 0.12 for Task1 and Task 2 respectively.

1 Introduction

In today’s world, the user has complete liberty to
express their opinion on any topic in the form of
comments, videos, reels, and reviews. Identify-
ing emotions from a video or a graphic image is
simple. By analyzing the body language, facial
expressions, and speech modulation we can deter-
mine the emotion. However, the identification of
emotion from a text is quite challenging due to the
absence of discrete evidence. Emotions in the text
are not only identified by their cue words such as
happy, good, bore, hurt, hate, and fun, but also by
the presence of interjections (e.g., “oopsie”), emoti-
cons (e.g., “:)”), idiomatic expressions (e.g., “am
on cloud nine”), metaphors (e.g., “sending clouds”)
and other descriptors mark the existence of emo-
tions in the conversational text (Thenmozhi et al.,
2019; Chakravarthi, 2020). With the growth and

advancement of text messaging applications, it is
possible to detect the emotion during conversation
and proceed with the conversation with no miscom-
munications. In the last years, the recognition of
emotions has become a multi-disciplinary research
area (Ghanghor et al., 2021a,b; Yasaswini et al.,
2021). This plays an important role in HumanMa-
chine interaction (Ram and Ponnusamy, 2014).

There are three main classification levels in Emo-
tion Analysis: document-level, sentence-level, and
aspect-level Emotion Analysis. Document-level
Emotion analysis aims at classifying an opinion
as a positive or a negative opinion or sentiment.
Sentence-level emotion analysis strives to classify
the emotion expressed in each sentence. The first
step is to identify whether the sentence is subjective
or objective. If the sentence is subjective, Sentence-
level EA will determine whether the sentence ex-
presses positive or negative opinions. The authors
Wilson et al. (2005) points out that emotional ex-
pressions are not necessarily subjective in nature.
The authors Liu (2012) states that there is no funda-
mental difference between document and sentence
level classifications because sentences are just short
documents.

Tamil is one of the world’s longest-surviving
classical languages (Anita and Subalalitha,
2019b,a; Subalalitha and Poovammal, 2018;
Subalalitha, 2019). According to A. K. Ramanujan,
it is "the only language of modern India that is
recognizably continuous with a classical history."
Because of the range and quality of ancient Tamil
literature, it has been referred to as "one of the
world’s major classical traditions and literatures."
For about 2600 years, there has been a recorded
Tamil literature. The earliest period of Tamil
literature, known as Sangam literature, is said
to have lasted from from 600 BC to AD 300.
Among Dravidian languages, it possesses the
oldest existing literature. The earliest epigraphic
documents discovered on rock edicts and "hero
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stones" date from the 6th century BC (Sakuntharaj
and Mahesan, 2021, 2017,?, 2016; Thavareesan
and Mahesan, 2019, 2020a,b, 2021a).

Recently there are many research shared tasks on
Tamil and other Dravidian languages conducted by
researchers (Priyadharshini et al., 2021; Kumaresan
et al., 2021; Chakravarthi and Muralidaran, 2021;
Chakravarthi et al., 2020b; Sampath et al., 2022;
Ravikiran et al., 2022; Chakravarthi et al., 2022;
Bharathi et al., 2022; Priyadharshini et al., 2022).
The goal of this task is to determine the emotional
state of the user who writes comments. In this pa-
per, we will look into the classification, and analyze
the different emotions of the YouTube comments.
Our focus lies in the study of emotion analysis
in Tamil. The datasets were provided by the LT-
EDI organizers in the Tamil language in two forms,
namely, Task A and Task B, each consisting of a
different number of comments or posts. The lan-
guage constriction poses several challenges due to
the limited resources available for the Tamil lan-
guage. We have used multilingual models such as
BERT, XLNet, and m-BERT transformer models
to tackle this issue. In this paper, we investigate the
efficacy of different learning models in identifying
emotions. We then compare the F1-Score of the
different transformer models for both datasets and
conclude which is the better model.

The remainder of the paper is organized into 5
sections. Section 2 discusses the related works in
the field of Artificial Intelligence, on emotion or
sentiment analysis for both Tamil, and other lan-
guages. The methodology proposed for the model
along with the models implemented are elaborately
explained in the 3rd section of this paper. In sec-
tion 4 the results and the observations are discussed.
Section 5 concludes the paper.

2 Related Works

In this section, we will be reviewing the research
work reported for emotion analysis from the text.
The authors Abdelrahman et al. (2016) had pro-
posed an architectural framework to identify the
sentiments of both English and Tamil tweets.
Tweets were gathered with the help of Twitter API.
They had used the word sense disambiguation tech-
nique to determine the correct usage of the word
sense and went about classifying the sentiments
of tweets using a linear classifier like the Support
Vector Machine.

K-means clustering and k-nearest neighbor clas-

sifier to predict the sentiments expressed in Tamil
texts is used in Thavareesan and Mahesan (2021b).
The data points are considered in two different
ways for the clustering of the corpus; clustering
by considering class-wise information and clus-
tering without considering class-wise information.
They extracted features using Tf, BoW, fastText,
and word embeddings. The fastText and class-wise
clustering method has yielded the best results of
accuracy of 89.87

The authors of Jenarthanan et al. (2019) this
paper had worked on ACTSEA: Annotated Corpus
for Tamil & Sinhala Emotion Analysis, to develop
emotion annotated twitter corpus in Sinhala and
Tamil Languages. They had adopted the scalable
semi-automatic approach and found it an effective
process for creating a large-scale emotion corpus
with acceptable quality. They’ve also concluded
that it is useful for under-resourced languages.

A research work done by Vas aimed at creat-
ing a monolingual corpus for the Tamil language.
They advanced the corpus solution and created the
TamilEmo, a large dataset for fine-grained emo-
tion detection that has been extensively annotated
manually. They’ve further presented a detailed
data analysis that illustrates that the accuracy of
the annotations over the whole taxonomy with a
high inter-annotator agreement in terms of Krip-
pendorff’s alpha

There are many research works on classifying
the emotion of document sources into a single type
of emotion. In Sharma et al. (2017), provides an
insight on how to characterize a person’s multiple
emotions. The LEXicon Based Emotion AnalyzeR
abbreviated as LEXER is employed to analyze the
emotion underlying the text. The proposed method
contains a dictionary that has different emotional
values for words. Emotion values from the vocab-
ulary are allotted to every expression that’s being
used in the text. A fuzzy set function is used to
complement the emotional value of a negated word.
This in comparison to polarity reversal is more real-
istic and reliable. The lexicon assigns an emotional
value that is derived from a fuzzy set function. This
is an efficient multi-emotion analyzer model which
has still not been applied to the best of our under-
standing.

The authors Chakravarthi et al. (2020a) put forth
a model that aimed at creating a gold standard code-
mixed dataset for Malayalam-English that ensured
providing enough data for research purposes. They
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Language Training Development Test
Task A 14208 3552 4440
Task B 30179 4269 4269

Table 1: Dataset description

used Krippendorff’s α method among the numer-
ous approaches developed, to measure the degree
of agreement between annotators. They used tradi-
tional machine learning algorithms such as Logistic
regression (LR), Support vector machine (SVM),
Decision tree (DT), Random Forest (RF), Multi-
nomial Naive Bayes (MNB), K-nearest neighbors
(KNN) on the newly annotated English-Malayalam
dataset to show the insights about the dataset.

Seq2Seq deep neural network for detecting the
emotions from textual conversations which include
a sequence of phrases are adopted in Thenmozhi
et al. (2019). The Seq2Seq model is adopted and
the sequence of n words is mapped with a target
label(n:1 mapping). The sequence was vectorized
and sent to the bidirectional LSTM for encoding
and decoding.

A study on how sentiment communicates in Dra-
vidian social media language in a code-mixed set-
ting was taken up as a shared task by Chakravarthi
et al. (2021). The results of the sentiment analysis
shared task on Tamil, Malayalam, and Kannada are
presented. The top-performing systems involved
the application of attention layers on the contextu-
alized word embeddings.

3 Methodology and Data Pre-processing

In this section, we have illustrated our implemen-
tation of the pre-trained machine learning trans-
former models in detail. Further, we investigate
the performance of the various transformer mod-
els in the coming sections. The architecture of the
proposed model and the steps are given in the Fig.1.

The dataset provided by the LT-EDI organizers
Sampath et al. (2022) for the Tamil Tasks A and
B, consisted of 22,200 and 38,717 posts/comments
respectively. The details are given in Table 1.

In task A we were provided with data annotated
for 8-10 emotions for social media comments in
Tamil. In task B we were provided with data anno-
tated for fine-grained 30 emotions for social media
comments in Tamil Sampath et al. (2022).

Figure 1: The architecture of the proposed system

3.1 Data-set Analysis
The goal of this task is to identify whether a given
comment contains emotions, and which emotion
it represents. A comment or post within the cor-
pus may contain more than one sentence but the
average sentence length of the corpora is 1. The
annotations in the corpus are made at a comment
or post level Sampath et al. (2022).

The dataset provided by LT-EDI 2021 organizers,
consisted of the training set, development set, and
test set of 14208, 3552, and 4440 instances respec-
tively for Task A text, and 30179, 4269, and 4269
instances for the Task B text. The dataset contained
text sequences that include user utterances along
with the context, followed by the offensive class la-
bel. The task is to identify the emotion underlying
the text and label them accordingly.

3.2 Data Pre-processing
Data pre-processing is essential for any machine
learning problem. The given dataset of YouTube
comments shows signs of irregularities in spelling
and words. Firstly, the dataset is cleaned and pro-
cessed before classifying.

• Hashtags, HTML tags, mentions, and URLs
are removed

• Annotate emojis, emoticons, and replace them
with the text they represent

• Convert uppercase characters to lowercase

• To expand abbreviations
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• Remove special characters

• Remove accented characters

• Reduce lengthened words

• Remove extra white spaces

We’ve implemented data processing with the
use of the nltk package, abbreviated as the Natural
Language Toolkit, built to work with the NLP (Nat-
ural Language Processing). It provides various text
processing libraries for classification, tokenization,
parsing, semantic reasoning, etc. For our model,
we’ve only used the regular expression (re) mod-
ule. The re. sub() function was used to clean and
scrape the text, remove URLs, remove numbers,
and remove tags.

Regexp() module we were able to extract the to-
kens from the string by using the regular expression
with the RegexpTokenizer() method. Tokenizing
is a crucial step when it comes to cleaning the text.
It is used to split the text into words or sentences,
splitting it into smaller pieces that still hold its
meaning outside the context of the rest of the text.
When it comes to analyzing the text, we need to
tokenize by word and tokenize by sentence. This
is how unstructured data is turned into structured
data, which is easier to analyze.

3.3 Model Description

The dataset text was classified using 3 transformer
models, namely BERT, XLNet, and m-BERT

• BERT:
BERT stands for Bidirectional Encoder Rep-
resentations from Transformers. BERT is a
pre-trained model for the top 104 languages
of the world on Wikipedia (2.5B words) with
110 thousand shared word piece vocabulary,
using masked language modeling (MLM) ob-
jective, which was first introduced in Devlin
et al. (2018). BERT uses bi-directional learn-
ing to gain context of words from left to right
context simultaneously. This is optimized by
the Masked Language Modelling. The MLM
is different from the traditional recurrent neu-
ral networks (RNNs), which generally see the
word one after the other. This model randomly
masks 15% of the words in the input and
predicts the masked words when the entire
masked sentence is run through the model.

• XLNet:
The XLNet transformer model was proposed
in ’XLNet: Generalized Autoregressive Pre-
training for Language Understanding’ Yang
et al. (2019). It is pre-trained using an autore-
gressive model (a model that predicts future
behavior based on past behavior) which en-
ables learning bidirectional contexts by max-
imizing the expected likelihood over all per-
mutations of the factorization order and over-
comes the limitations of BERT thanks to its
autoregressive formulation Yang et al. (2019).
It integrates the Transformer-XL mechanism
with a slight improvement in the language
modeling approach.

• m-BERT:
m-BERT is a pre-trained model on a large
corpus of multilingual data It is trained on the
top 104 languages with the largest Wikipedia
using a masked language modeling (MLM)
objective. It was first introduced in Devlin
et al. (2018)

4 Results and Analysis

The BERT (Bidirectional Encoder Representations
from Transformers) models and XLNET were used
for the Task A dataset. The BERT model oper-
ates on the principle of an attention mechanism
to learn contextual relations between words. The
transformer encoder used is bidirectional, unlike
the other directional methods which read input se-
quentially. BERT reads the entire sequence of text
at once. This bidirectional property of the encoder
has made it very useful for classification tasks. The
BERT models BERT and m-BERT were trained
for 5 epochs. XLNet does not suffer from pre-train
fine-tune discrepancy since it does not depend on
data corruption. We have trained the XLNet model
for 5 epochs. The bert-base-uncased model showed
the best F1-Score of 0.19, 0.08 for Task A and Task
B respectively.

4.1 Task A

The accuracy obtained by the BERT model was
found to be 0.35, XLNet, and m-BERT showed
an accuracy of 0.34, and 0.34 respectively. The
bert-base-uncased model (BERT) showed the best
performance with a weighted F1 score of 0.19. The
weighted precision, weighted recall, weighted F1
score, and accuracy are given in the Table 2.
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Pre-trained model Precision Recall F1-score Accuracy
bert-base-uncased 0.18 0.35 0.19 0.35
xlnet-base-cased 0.12 0.34 0.18 0.34

hline bert-base-mulitingual-uncased 0.12 0.34 0.18 0.34
hline

Table 2: Performance analysis of the proposed system using development data for Task A

Pre-trained model Precision Recall F1-score Accuracy
bert-base-uncased 0.05 0.19 0.08 0.19
xlnet-base-cased 0.02 0.16 0.04 0.16

hline bert-base-mulitingual-uncased 0.13 0.20 0.12 0.20
hline

Table 3: Performance analysis of the proposed system using development data for Task B

4.2 Task B

For Task B, the training data was run for the 3
transformer models. The training data with the
best F1 score is run with the test data. The bert-
base-multilingual-uncased model yielded the best
results, with an F1 score of 0.12. The weighted
precision, weighted recall, weighted F1 score, and
accuracy is given in the Table 3.

4.3 Performance Metrics

In this task we have evaluated the models based
on the macro average of Precision, Recall, and F1
Score. They provide us with an evaluation of the
performance of the ML algorithm. We’ve used
classification metrics for our research. Classifica-
tion Metrics evaluate a model’s performance and
tell you how good or bad the classification is, but
each of them evaluates it in a different way.

Precision: Precision is the ratio of true positives
and total positives predicted. As the name goes,
Precision refers to the accuracy of the classification
algorithm.

Recall: Recall may be defined as the number
of positives returned by our ML model. Recall is
the measure of the model correctly identifying the
True Positives (TP).

F1 Score: The F1-score metric uses a combina-
tion of precision and recall. The F1 score is the

harmonic mean of the two. Since it takes both, Pre-
cision, and Recall into account, it is more useful
than accuracy.

5 Conclusions

In this paper, we have investigated the baseline
accuracy of different models as well as their vari-
ants on the datasets, and also proposed an approach
for identifying emotions from the text. We have
achieved F1 scores of 0.19 and 0.12 for Task A and
Task B respectively. Due to the time constraint and
not promising results, we had not submitted our re-
sults to the organizers. Identifying emotions based
on text is quite a challenge and the performance
of this model can further be enhanced by adopting
favorable features.
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Abstract

The ACL shared task of DravidianLangTech-
2022 for Troll Meme classification is a bi-
nary classification task that involves identify-
ing Tamil memes as troll or not-troll. Classi-
fication of memes is a challenging task since
memes express humour and sarcasm in an im-
plicit way. Team SSN_MLRG1 tested and com-
pared results obtained by using three models
namely BERT, ALBERT and XLNet. The XL-
Net model outperformed the other two models
in terms of various performance metrics. The
proposed XLNet model obtained the 3rd rank
in the shared task with a weighted F1-score of
0.558.

1 Introduction

Memes are interesting ideas that spread the emo-
tions of the people or culture across the internet.
Social media plays a pivotal role in facilitating the
spread of memes. Memes have become a powerful
tool of everyday communication that uses humour
to catch the attention of the people and also help
in sharing the views (Ghanghor et al., 2021a,b;
Yasaswini et al., 2021). And though a good num-
ber of them are harmless, there are many memes
that are not. Troll memes are such memes whose
main goal is to provoke the audience with intent to
offend or demean them (Priyadharshini et al., 2021;
Kumaresan et al., 2021). Since the internet aids
in the widespread propagation of memes it can be
utilised in trolling (Sampath et al., 2022; Raviki-
ran et al., 2022; Chakravarthi et al., 2022; Bharathi
et al., 2022; Priyadharshini et al., 2022). Consid-
ering the adverse mental effects of troll memes on
individuals, the task is to identify and label memes
as troll or not in an effort to monitor what is being
posted on the internet.

Tamil is one of the world’s longest-surviving
classical languages. According to A. K. Ramanu-
jan, it is "the only language of modern India that
is recognizably continuous with a classical his-

tory." Because of the range and quality of ancient
Tamil literature, it has been referred to as "one
of the world’s major classical traditions and liter-
atures." For almost 2000 years, there has been a
recorded Tamil literature. The earliest period of
Tamil literature, known as Sangam literature, is
said to have lasted from from 600 BC to AD 300
(Anita and Subalalitha, 2019b,a; Subalalitha and
Poovammal, 2018). Among Dravidian languages,
it possesses the oldest existing literature. The
earliest epigraphic documents discovered on rock
edicts and ’hero stones’ date from the third century
BC (Subalalitha, 2019; Srinivasan and Subalalitha,
2019; Narasimhan et al., 2018). In Tamil Nadu,
the Archaeological Survey of India discovered over
60,000 of the 100,000 odd inscriptions discovered
in India. The majority of them are in Tamil, with
just around 5% in languages other than Tamil. In-
scriptions in Tamil inscribed in Brahmi script have
been unearthed in Sri Lanka, as well as on trade
products in Thailand and Egypt (Sakuntharaj and
Mahesan, 2021, 2017, 2016; Thavareesan and Ma-
hesan, 2019, 2020a,b, 2021).

The task of classifying troll memes is challeng-
ing as it needs to discover the intention of the meme.
Moreover, memes often use offensive words to ex-
press feelings. We used XLNet (Yang et al., 2019),
ALBERT (Lan et al., 2019) and BERT (Devlin
et al., 2018) models that classify memes as troll
and not a troll. The training data set provided con-
tains 2300 memes that have been annotated, out of
which 1610 memes were used for training and the
rest were used for development of the model. The
troll memes are very subjective and the usage of
colloquial language, emojis, references, symbols
and images without text add more challenges in
predicting the trolls.

2 Related Work

Many researchers in the field of Artificial Intel-
ligence and Natural Language Processing have
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been working to detect hateful memes (B and A,
2021b,a). In the past couple of years, social me-
dia usage has increased drastically and so the data
available has also increased (Chakravarthi, 2020;
Chakravarthi and Muralidaran, 2021; Chakravarthi
et al., 2021).

Shaheen et al. (2020) studied the performance
of NLP transformer models BERT, RoBERTa ,
DistilBERT, XLNet and M-BERT in Large Multi-
Label Text Classification (LMTC) and found that
RoBERTa and BERT yield best results.

Afridi et al. (2020) presented an inclusive study
on meme classification and proposed a gener-
alised framework for visual-linguistic problems.
Suryawanshi et al. (2020) created a dataset that has
been used for classifying the memes. They have
used image classification to address the difficulties
in the state-of-the-art methods and concluded that
such an image classifier is not feasible for classify-
ing memes.

The findings of previous shared tasks (Suryawan-
shi and Chakravarthi, 2021), (Suryawanshi et al.,
2022) have been shared where submissions show
multiple ways to approach the problem. Smitha
et al. (2018) stress the importance of visual memes
and recommend a framework that could be utilized
to categorize the internet memes by certain visual
and textual features.

Hegde et al. (2021b) illustrates different tex-
tual analysis methods and contrasting multi-modal
methods from simple merging to cross attention
to using both visual and textual features. Cross-
lingual language model XLM was found to perform
the best in textual analysis, and the multi-modal
transformer performed the best in multi-modal anal-
ysis. It was noted that the distribution of the test set
does matter and the type of images was different
in the test set which could mainly affect the perfor-
mance of the ImageNet models while fine-tuning.

Du et al. (2020) provided the first large-scale
analysis of who shares the image with text (IWT)
memes, relative to other forms of expression and
provided an analysis of the relationship between
the demographics of users and their meme sharing
patterns. They also developed an accurate, publicly
available classifier to identify IWT memes in other
data sets.

Hegde et al. (2021a) have put forth a model using
vision transformer for images and Bidirectional En-
coder Representations from Transformers (BERT)
for captions of memes to achieve an overall F1-

score of 0.59 on the test set. They believed that the
preprocessing of the images was a huge factor for
achieving a great F1-score on the validation set.

In (Sivanaiah et al., 2020), we worked to identify
the presence of offensive language in social me-
dia posts using BERT. Deep network model with
BERT embeddings was found to achieve better F1
score when compared to 1D-CNN model trained
with GloVe pretrained embeddings, 2D-CNN and
BiLSTM models with Word2Vec embeddings.

ColBERT (Contextualized Late Interaction over
BERT), a modification of BERT was used to detect
offense and humor in text in (Sivanaiah et al., 2021)
which outperformed the machine learning models
tested by a large margin.

3 Methodology

The architecture diagram for the offensive text clas-
sification is shown in Figure 1.

Figure 1: Architecture of the Proposed System

3.1 Dataset
The dataset consists of troll and non-troll images
with their captions as text. The training data set
provided contained 1018 troll and 1282 not troll
memes. And for the test data, 395 of the total
memes were annotated with troll and the remaining
272 were not troll. The data distribution of the train
and test set is in Table 1.

The data set (Suryawanshi et al., 2020) provided
by the organisers was used for the task. It contains
image files of the memes as well as transcriptions
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Class Label Train Set Test Set
Troll 1018 395

Not Troll 1282 272

Table 1: Distribution of Data Set

of the text embedded in the images. Every single
one of these memes have been annotated as either
troll or not troll and this label is embedded in the
file name.

3.2 Data Preprocessing

Data preprocessing is an essential step where the
given data set has to be regulated as much as pos-
sible in order to have some consistency. The data
set was cleaned and processed using methods from
NLTK (Loper and Bird, 2002) and spacy (Honni-
bal and Johnson, 2015) toolkit. In pre-processing,
the following changes were made to the data: an-
notation of emojis and emoticons, conversion of
uppercase letters to lowercase, expanding contrac-
tions, removal of URLs, reduction of lengthened
words, removal of accented characters, removal
of stopwords, removal of extra whitespaces, and
lemmatization of text.

3.3 Model Description

We classified memes using three models namely
BERT (Devlin et al., 2018), ALBERT (Lan et al.,
2019) and XLNet (Yang et al., 2019). The first
model we used is BERT - Bidirectional Encoder
Representations from Transformers. It is a deep
learning model based on transformers. The direc-
tional models usually read the text input sequen-
tially, but BERT reads the entire sequence of words
at once. This characteristic allows the model to
learn the context of a word based on all of its sur-
roundings. The BERT model was trained for 4
epochs. The second model that we used is AL-
BERT, a Lite BERT, shrinks BERT in size while
maintaining the performance. This model was
trained for 5 epochs.

The next model that we used is XLNet, which
is a BERT like pretrained model that has outper-
formed BERT in some NLP tasks including text
classification. It captures bi-directional context
using a mechanism called “permutation language
modeling”. XLNet does not suffer from pre-train
fine-tune discrepancy since it does not depend on
data corruption. We trained the XLNet model for 4
epochs.

4 Results

The models were tested on the test data with labels
provided. The accuracy obtained by the proposed
XLNet model is 0.59. BERT and ALBERT showed
an accuracy of 0.58 and 0.57 respectively. XLNet
was found to have the best performance out of all
three models. Weighted F1-score, precision and
recall are other performance metrics that have been
used to measure the effectiveness of the model.
Table 2 shows the results obtained with all three
models.

Performance Metrics BERT ALBERT XLNET
Accuracy 0.58 0.57 0.59

Weighted Avg. F1-score 0.54 0.54 0.558
Weighted Avg. Recall 0.58 0.57 0.565

Weighted Avg. Precision 0.55 0.54 0.555

Table 2: Performance Metrics of Transformer models

We secured a rank of 3 with the XLNet model
in the shared task. The first rank had obtained a
weighted average F1 score 0.596 while we obtained
0.558.

4.1 Error Analysis
The confusion matrix for the results obtained with
the XLNet model is shown in figure 2. True posi-
tive was obtained for 311 memes and true negative
was obtained for 69 memes. False positive and
false negative was obtained for 203 memes and 84
memes respectively.

Figure 2: Confusion matrix for results with XLNet

5 Conclusion

We built an XLNet based model for the task Troll
Meme Classification in Tamil. The model uses
the preprocessed data done using NLTK, which
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we believe is a key factor for improved accuracy.
Classifying a meme based only on the text is a
reason for the reduced accuracy. How a meme is
perceived is based upon a multitude of factors and
cannot be judged using simple conventional models.
This is another reason for the reduced precision of
classification. The words present in a meme are too
intuitive for the models to detect accurately. We
intend to further proceed by adding multiple hidden
layers and building a complex network structure.
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Abstract

Social Media platforms have grown their reach
worldwide. As an effect of this growth, many
vernacular social media platforms have also
emerged, focusing more on the diverse lan-
guages in the specific regions. Tamil has also
emerged as a popular language for use on so-
cial media platforms due to the increasing pen-
etration of vernacular media like ShareChat
and Moj, which focus more on local Indian
languages than English and encourage their
users to converse in Indic languages. Abu-
sive language remains a significant challenge
in the social media framework and more
so when we consider languages like Tamil,
which are low-resource languages and have
poor performance on multilingual models and
lack language-specific models. Based on this
shared task, "Abusive Comment detection in
Tamil@DravidianLangTech-ACL 2022", we
present an exploration of different techniques
used to tackle and increase the accuracy of our
models using data augmentation in NLP. We
also show the results of these techniques.

1 Introduction

The growth of social media platforms has been a
significant factor in increasing awareness and con-
necting the world. Social media has changed the
conventional way of communication and has intro-
duced certain short forms and slang that are not
present in the traditional vocabulary of any lan-
guage.1 At the same time, social media platforms
have given rise to a new dynamic of cyber harass-
ment utilizing the veil of anonymity that most plat-
forms provide. Abusive language is a broad term
often used to describe the posts and comments
on social media platforms written to cyberbully,
spread toxicity, spread hate, hurt others based on
sex, caste, or creed(Pamungkas et al., 2021).

1https://www.languageservicesdirect.co.
uk/social-media-changing-english-language/

In the recent past, many social media platforms
have updated their guidelines and added moder-
ation policies to curb the spread of abusive lan-
guage on them. Platforms like Facebook, YouTube,
and Twitter have added features to report several
posts/videos and comments. Many social media
platforms also employ content moderators to clamp
down on abusive language on their platforms. Still,
this strategy is not sustainable for the long term
as social media users continue to grow, and this
approach cannot scale (Saha et al., 2021). Many
content moderators feel the mental and psycho-
logical effects of viewing and moderating several
extreme contents and are profoundly affected by
such content.2 Hence many platforms have started
building automated abusive language detection and
classification systems to improve their moderation
capabilities.

In India, vernacular media faces more challeng-
ing problems dealing with more diverse languages
and code-mixed data. For example, dealing with
a vernacular language like Tamil is challenging as
it is a low-resource language. Hence, it has in-
sufficient datasets and code-mixed data, and data
belonging to both Tamil script and transliterated
data. Sometimes these challenges can lead to diffi-
culty for the social media platforms to detect and
remove the abusive language, leading to skirmishes
with the government.3

Sharechat and Moj also organized a challenge
recently to improve the abusive language detec-
tion systems in Indic languages and released
their proprietary dataset for further research.4 A
shared task on "Offensive language detection in
Dravidian Languages" was also introduced in
the "First Workshop on Speech and Language
Technologies for Dravidian Languages at EACL
2021". This shared task consisted of a large cor-

2https://www.theverge.com/
3https://www.npr.org
4https://www.kaggle.com
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pus of comments/posts in code-mixed languages
Tamil-English, Kannada-English, and Malayalam-
English(Chakravarthi et al., 2020b,a, 2021; Hande
et al., 2020). Further extending this shared task, the
organizers of "The Second Workshop on Speech
and Language Technologies for Dravidian Lan-
guages at ACL 2022" have released a shared task
on "Abusive Comment Detection in Tamil" this task
focuses specifically on abusive language detection
in Tamil. It consists of datasets of both Tamil as
well as code-mixed Tamil-English(Priyadharshini
et al., 2022; Chakravarthi, 2020; Chakravarthi and
Muralidaran, 2021; Hande et al., 2021).

Our paper makes a two-fold contribution to the
shared task. First, we experiment with the state-
of-the-art transformer models pre-trained on In-
dian languages. Secondly, we show how data aug-
mentation techniques in NLP perform in this task
and how training with word-level augmented sen-
tences affect our model accuracy. We also provide
the trained model weights and the implementation
code.5

2 Related Work

Steimel et al. (2019) investigated multilingual abu-
sive comment detection focusing on English and
German languages. They used a publicly available
dataset of Twitter hate speech made by Waseem and
Hovy (2016) for English and for German they used
the 2018 GermEval shared task data set(Wiegand
et al., 2018). They experimented with different text
classification algorithms and found that there was
no single algorithm which gave the best results on
both the languages. They got best results on the
German dataset by using SVM , 72.01 F-score and
best results on English dataset were obtained using
XGBoost, 80.49 F-score.

Pamungkas et al. (2021) wrote a summary paper
on multilingual and multi domain abusive language
detection, in the paper the authors highlighted vari-
ous different techniques and datasets created and
used by different researchers to properly define and
solve the multilingual challenges related to abusive
language detection. In the papers the author men-
tions several Transformer architecture based mod-
els like Multilingual BERT and XLM RoBERTa
which are pre trained on corpus of several lan-
guages and can be finetuned for various tasks. They
also mention various datasets in Indic languages
like Hindi and code mixed hindi-english which

5https://github.com/bp-high

are created specifically for the purpose of Hate
speech/Abusive language detection, like HASOC,
2019.6

Khanuja et al. (2021) published a research pa-
per along with a new transformer language model
‘MURIL’ based on the BERT architecture which
is specifically designed for Indian languages. In
the paper the authors also compared performance
of both Multilingual BERT and MURIL on vari-
ous tasks in Indian languages.The model currently
has support for 17 Indian languages. In the papers
the author shows that MURIL beats Multilingual
BERT across all tasks and benchmarks in Indian
languages. On the famous XTREME benchmark,
Multilingual BERT gives an average performance
of 59.1 whereas MURIL gives a 68.6 average per-
formance.

Feng et al. (2021) published a survey paper on
data augmentation approaches utilized in NLP. The
paper’s authors discussed how data augmentation
techniques could help fix the class imbalance. They
also discussed various data augmentation methods
like BACKTRANSLATION (Sennrich et al., 2016)
and EASY DATA AUGMENTATION (EDA)(Wei
and Zou, 2019).

Kobayashi (2018) presented a novel data aug-
mentation technique called contextual augmen-
tation. In this technique the authors used a bi-
directional language model to replace words in the
given input with other words according to the con-
text. They further showed how this technique helps
improve the accuracy of classifiers based on Re-
current Neural Networks(RNN) and Convolutional
Neural Networks(CNN).

3 Dataset Description

The shared task on Abusive comment detection
in Tamil-ACL 2022(Priyadharshini et al., 2022)
is a comment classification problem that can be
further described as a multi-class text classification
problem in Tamil native script and Tamil-English
code-mixed. The main objective is to build two
separate systems that can classify comments, one
for Tamil native script and another for code-mixed
Tamil-English.

The purpose can also be redefined as develop-
ing a common system that can classify comments
of both Tamil and Tamil-English languages. This
paper treats the objective as building a common

6https://hasocfire.github.io
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system for both languages rather than separate, to
have a more standard approach.

The dataset was generated by scraping Youtube
comments belonging to Tamil and Tamil-English
code-mixed languages and annotated on comment
level by linguists/annotators based on the plat-
form’s set guidelines and code of conduct. The
dataset is split into two datasets based on the lan-
guage. The labels used for annotation of the dataset
are Misogyny, Misandry, Homophobia, Transpho-
bia, Xenophobia, Counter Speech, Hope Speech,
and None of the above. The dataset is further split
into the training and development sets. The dataset
consists of rows that contain the comment text and
the label assigned to that comment.

4 Methodology

This section discusses the experiments and ap-
proaches undertaken to build a system for abusive
comment detection. As explained earlier, we cre-
ate a common system for both Tamil and Tamil-
English languages, and hence for this purpose, we
combine the dataset of Tamil and Tamil-English
languages to make a combined dataset. Figure 1
shows a flowchart of the different approaches that
we explored.

4.1 Transformer Model

Recently Transformer models have become quite
widely used in NLP due to their property to cap-
ture context and the attention mechanism. In many
downstream tasks in NLP, Transformers based mod-
els are state of the art, and due to organizations
like Hugging Face, their implementation and Fine-
tuning have become quite accessible.

We build a classifier using the MURIL Trans-
former(Khanuja et al., 2021) as our embedding
layer(all layers frozen) and attach a classifier head
by adding subsequent convolution and dense layers.
The final output dense layer has softmax activation,
which gives us the final predictions. The details of
the model structure are present in Figure 2.

We used the MURIL Transformer as our em-
bedding layer as it supports both Tamil and Tamil-
English code-mixed as it was trained on both trans-
lated and transliterated document pairs.

Also, pre-processing of the comments is done
using the MURIL tokenizer, also from Khanuja
et al. (2021) we can see that MURIL produces
lesser sub-words per word when compared to other
multilingual models trained for Indian languages

Shared task 
Original 
Dataset

MURIL 
Tokenizer

Classifier 
Created 
Using 
MURIL 

Transformer

Word-level 
Augmentation 

using 
NlpAug

MURIL 
Tokenizer

Classifier 
Created 
Using 
MURIL 

Transformer

Contextual Word 
Embeddings 
Augmented 

Dataset(MURIL), 
balanced labels

Traditional Word 
Embeddings 
Augmented 

Dataset(fastText),  
balanced labels

MURIL 
Tokenizer

Classifier 
Created 
Using 
MURIL 

Transformer

Figure 1: Flowchart of the different approaches

and has higher preservation of semantic meaning
for Indian languages.

4.2 Data Augmentation in NLP

The labels in the initial dataset were unbalanced,
with an overwhelming number of labels belong-
ing to the "None of the above" class. We use data
augmentation techniques in NLP to balance the
dataset by performing word-level augmentation on
the sentences belonging to the classes with lower
representation in the dataset to reach a net balanced
representation of all classes. We take the help of
the NlpAug library7(Ma, 2019), which provides
the methods to perform word-level augmentation
using contextual models as well as non-contextual
word embeddings like Word2vec(Mikolov et al.,
2013), fastText(Bojanowski et al., 2017), and
Glove(Pennington et al., 2014).

The above equation shows us the multiplier value
M, used while generating the augmented sentences.
M refers to the value by which the number of oc-
currences of a label should change, and N is the
number of occurrences of a label, also called the
value count of a label. L refers to the set of class
labels. In terms of words, the above equation con-
veys that the multiplier value M(i) for label i is
equal to the floor division of the value count for the

7https://github.com/makcedward/nlpaug
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Figure 2: Structure of the classifier based on MURIL Transformer

Approach Language Accuracy Macro-avg F1-score Weighted-avg F1-score
No Augmentation Tamil 0.64 0.17 0.56
No Augmentation Tamil-English 0.67 0.19 0.59

Augmentation(MURIL) Tamil 0.55 0.16 0.48
Augmentation(MURIL) Tamil-English 0.59 0.13 0.50

Augmentation(Tamil fastText) Tamil 0.49 0.25 0.52
Augmentation(Tamil fastText) Tamil-English 0.52 0.27 0.56

Table 1: Results of all the approaches on test dataset

label having maximum count and the value count
for label i. Using the mentioned equation we apply
two word-level augmentation approaches on our
train dataset. One using the contextual model and
the other using the traditional non-contextual word
embedding. Do note that no changes are made to
the development/validation dataset.

4.2.1 Data Augmentation using Contextual
Model

We use the MURIL Transformer(Khanuja et al.,
2021) again as a "Contextual Word Embedding
Augmenter" to generate word-level augmented sen-
tences(Kumar et al., 2020). Then we train our clas-
sifier using this new balanced version of the train
dataset.

4.2.2 Data Augmentation using
Non-Contextual Word Embedding

We use the IndicNLP tokenizer for Indian lan-
guages8 for pre-processing the input sentences
and the Tamil fastText model from the IndicNLP
suite(Kakwani et al., 2020) as a ’Word Embeddings
Augmenter’ to generate word-level augmented sen-
tences. Then we train our classifier using this new
balanced version of the train dataset.

8Indic NLP library

MODEL PARAMETERS VALUE
Fixed Parameters

Batch Size 32
Optimizer Adam

Learning Rate Schedule Exponential Decay
Max Sequence Length 64

Tuned Parameters
No Augmentation

Num Epochs 50
Dropout 0.5

Learning Rate 0.01
Augmentation(MURIL)

Num Epochs 60
Dropout 0.5

Learning Rate 0.001

Augmentation(Tamil fastText)
Num Epochs 50

Dropout 0.3
Learning Rate 0.01

Table 2: Hyperparameters optimized for different ap-
proaches
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Figure 3: Bar graph of the number of occurrences of
each label in the original train dataset

Figure 4: Bar graph of the number of occurrences of
each label in the augmented train datasets generated

5 Results

We optimize the hyperparameters of the
transformer-based classifier in all of our ap-
proaches on the training and development set
and then get the predictions on the test set to
observe the results of our approaches. The test
dataset results on both languages are present in
Table-1. In this task the approaches are evaluated
with Macro-avg F1-score and the best performing
approach for each language has been highlighted.
For both the languages Tamil and Tamil-English,
we observe that using the original dataset and
training it with our transformer-based classifier
yields better results than the data augmentation
approach using MURIL and then training it with
the transformer-classifier. However we observe
that the results for the data augmentation approach
using Tamil fastText produced better results for
both the languages. See Table-2 for details in our
training setup for the transformer-based classifier
for all our approaches.

6 Conclusion

We explored the effects of data augmentation tech-
niques on the Indic-Transformer based classifier
created using MURIL Transformer on the task of

Abusive Comment Detection in Tamil. We ob-
serve a negative result in the case of word-level
augmentation using Contextual Models(MURIL)
and an improvement in performance in the case of
augmentation using Non-Contextual Word Embed-
dings(Tamil fastText).

As we further try to speculate why our augmenta-
tion technique based on Contextual Models failed
to yield a better result, we consider the reasons
stated in Longpre et al. (2020), which show that
data augmentation techniques help improve per-
formance on the task only when the approaches
provide a language pattern that is not seen before
during pretraining of the Transformer model. As
both the Contextual Model for augmentation and
the Indic-Transformer used to create the classifier
is MURIL transformer, we cannot observe new lin-
guistic patterns.

Also, in Kobayashi (2018), the authors observe
that augmentation based on Contextual Models
might not be able to remain compatible with the an-
notated labels of the original input and thus might
harm the training process. They suggest using in-
formation from both label and context to generate
word-level augmentations to control this incompat-
ibility.
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Abstract
Emotion Analysis (EA) is the process of au-
tomatically analyzing and categorizing the in-
put text into one of the predefined sets of emo-
tions. In recent years, people have turned to
social media to express their emotions, opin-
ions or feelings about news, movies, products,
services, and so on. These users’ emotions may
help the public, governments, business organi-
zations, film producers, and others in devising
strategies, making decisions, and so on. The
increasing number of social media users and
the increasing amount of user generated text
containing emotions on social media demands
automated tools for the analysis of such data as
handling this data manually is labor intensive
and error prone. Further, the characteristics of
social media data makes the EA challenging.
Most of the EA research works have focused
on English language leaving several Indian lan-
guages including Tamil unexplored for this task.
To address the challenges of EA in Tamil texts,
in this paper, we - team MUCS, describe the
model submitted to the shared task on Emotion
Analysis in Tamil at DravidianLangTech@ACL
2022. Out of the two subtasks in this shared
task, our team submitted the model only for
Task a. The proposed model comprises of an
Ensemble of Logistic Regression (LR) classi-
fiers with three penalties, namely: L1, L2, and
Elasticnet. This Ensemble model trained with
Term Frequency - Inverse Document Frequency
(TF-IDF) of character bigrams and trigrams se-
cured 4th rank in Task a with a macro averaged
F1-score of 0.04. The code to reproduce the
proposed models is available in github1.

1 Introduction

Emotions are a form of psychological state of hu-
man mind and in texts the emotions are commonly
represented through content bearing words such
as happiness, anger, joy, disgust, boredom, depres-
sion, etc. The process of automatically analyzing

1https://github.com/hegdekasha/
Emotion-analysis-in-Tamil

and categorizing the input text into one of the pre-
defined sets of emotions like happy, sad, angry and
so on is called Emotion Analysis (Priyadharshini
et al., 2021; Kumaresan et al., 2021). Analyzing
the text for emotions helps to improve an existing
process, grab new opportunities, capture the real
response of audiences for their movies and reality
shows, recognize and predict the market trends, and
so on (Sampath et al., 2022; Ravikiran et al., 2022;
Chakravarthi et al., 2022; Bharathi et al., 2022;
Priyadharshini et al., 2022). Today internet and
social media have become a popular platform for
users to express the emotions, views, sentiments
and opinions. The freedom to users to express their
emotions about anything and everything on social
media is increasing the social media text contain-
ing emotions (Chakravarthi, 2020; Chakravarthi
and Muralidaran, 2021). Further, the freedom of
the use of language on social media makes the anal-
ysis of social media text very challenging. The
large volume and complexity of social media data
makes the analysis of such data very challenging
and interesting.

Most the EA works focus on English language
leaving the task in several Indian languages includ-
ing Tamil unexplored for the task (Vasantharajan
et al., 2022). Due to the availability of a large vol-
ume of user-generated social media data in Tamil
containing different emotions, EA in Tamil is gain-
ing popularity (Jenarthanan et al., 2019). In recent
years, there has been an increase in the EA of text in
classical languages like Tamil The growing number
of Tamil users on social media platforms and the in-
creasing number of posts and comments shared by
these users are making it nearly impossible to track
and control the content manually (Sakuntharaj and
Mahesan, 2021, 2017, 2016; Thavareesan and Mah-
esan, 2019, 2020a,b, 2021). Hence, there is a need
for tools or models to analyse the emotions in the
social media comments automatically. EA is an
open-ended issue because of the creative users’ cre-
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ative posts on social media (B and A, 2021b,a). To
address the challenges of EA in Tamil, in this paper,
we - team MUCS, describe the model submitted
to "Emotion Analysis in Tamil"2 shared task orga-
nized by DravidianLangTech@ACL 2022. This
task aims to classify the input comment in Tamil
into one of eleven emotion categories. The pro-
posed methodology consists of an Ensemble of LR
classifiers with different regularizations or penal-
ties, namely: LASSO (L1) regularization, Ridge
(L2) regularization and Elasticnet regularization.
TF-IDF of character bigrams and trigrams is used
to train the LR classifiers and soft voting is used
to classify the input comment into one of eleven
categories.

The following is a breakdown of the paper’s
structure. Section 2 contains the literature review
and Section 3 explains the proposed methodology.
Section 4 describes the experiments conducted to
identify and determine type of emotions, as well as
the outcomes and the paper concludes in Section 5
with future work.

2 Literature Review

Researchers are trying to develop tools for pro-
cessing the Tamil language for various applications
such as EA, Text Summarization, Sentiment Anal-
ysis (SA) and so on (Nandwani and Verma, 2021).

Chiorrini et al. (2021) analyzed the performance
of SA and emotion recognition using Bidirec-
tional Encoder Representations from Transformers
(BERT) models on real-world Twitter dataset. The
experimental results showed that the models scored
0.92 and 0.90 accuracies for SA and emotion recog-
nition, respectively. Vasantharajan et al. (2022)
developed the largest manually annotated dataset
of over 42k Tamil YouTube comments and cate-
gorized them into 31 emotions in order to recog-
nize emotional statements. They established three
distinct groups of emotions that are of 3-class, 7-
class, and 31-classes. For the 3-class group dataset,
they used Multilingual Representations for Indian
Languages (MuRIL) pre-trained model trained on
English and 16 Indian languages and obtained a
macro average F1-score of 0.60. For 7-class and
31-class groups, the Random Forest (RF) model
performed well with macro average F1-scores of
0.42 and 0.29, respectively.

To determine the category of emotions, Alotaibi
(2019) trained Support Vector Machine (SVM), k-

2https://competitions.codalab.org/competitions/36396

Nearest Neighbors (kNN), and LR classifiers on the
International Survey on Emotion Antecedents and
Reactions (ISEAR) dataset using TF-IDF features.
LR classifier obtained 0.86 and 0.85 as precision
and F1-score respectively. Using the benefits of
Convolutional Neural Network (CNN) and Bidi-
rectional Long Short Term Memory (BiLSTM),
Ahmad et al. (2020) proposed an attention-based
C-BiLSTM model to classify emotional states of
poetry texts into different emotional states like love,
joy, hope, sadness, anger, etc. Experimental results
showed an accuracy of 88% for their model.

Even though several techniques have been de-
veloped to detect emotions in the text, very few
attempts have been made for the Tamil language.
This opens up lots of possibilities to conduct exper-
iments on EA of Tamil texts including social media
data.

3 Methodology

Inspired by Anusha and Shashirekha (2020) and
Balouchzahi and Shashirekha (2020) an Ensemble
of LR classifiers is proposed to identify the emo-
tions in Tamil text and classify them into one of
the given eleven categories and the framework of
the proposed model is shown in Figure 1. The pro-
posed model consists of three modules, namely:
Pre-processing, Feature Extraction and Classifier
Construction which are described briefly below:

Figure 1: Framework of the proposed model

3.1 Pre-processing

Pre-processing step is essential to clean the text
to improve the quality of data. The text is pre-
processed by removing punctuation marks, digits,
unrelated characters, and stopwords, as these fea-
tures do not contribute to the task of classification.
Tamil stopwords3 list available in github repository

3https://gist.github.com/arulrajnet/
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are used to remove Tamil stopwords from the given
corpus as stop words do not contribute to the clas-
sification. Further, emojis are also removed as the
dataset has enough textual content.

3.2 Feature Extraction

Feature extraction is one of the key steps in classi-
fication. TF-IDF expresses the relative importance
between a word in the document and the entire cor-
pus and TF-IDF of character n-grams has shown
good performance (Kanaris et al., 2007). Hence,
all the character bigrams and trigrams are extracted
from the dataset and are vectorized using TFid-
fVectorizer4. The number of character bigrams and
trigrams extracted from the datasets amounts to
13,808.

3.3 Classifier Construction

Model performance is heavily dependent on the fea-
tures of the dataset and the classifier employed. No
classifier produces good results for every dataset.
Due to this, in general, no classifier can be consid-
ered as the best. An ensemble of classifiers, where
the weakness of one classifier is compensated by
the strength of another, produces better results than
a single classifier. The proposed Ensemble of LR
models with L1, L2 and Elasticnet penalties are
trained on character bigrams and trigrams and soft
voting is used to classify the input text into one of
the emotion categories.

LR algorithm is a Machine Learning (ML) clas-
sifier used to predict categorical variables with the
use of dependent variables and regularization to re-
duce overfitting (Indra et al., 2016). The penalties
used in the LR models are described below:

• L1 regularization - The term LASSO stands
for Least Absolute Shrinkage and Selection
Operator and is also known as L1 regulariza-
tion. In L1 regularization, L1 penalty which
is equal to the absolute magnitude of coeffi-
cients is added to the loss function. L1 penalty
uses shrinkage to determine regression coeffi-
cients and shrinkage occurs when a data value
is shrunk towards zero.

• L2 regularization - The Ridge regulariza-
tion also known as L2 regularization adds a
squared magnitude of the coefficient to the
loss function as a penalty. If the loss is zero

4https://scikit-learn.org/stable/modules/generated
/sklearn.feature_extraction.text.TfidfVectorizer.html

Classes Training set Dev set
Neutral 4,841 1,222

Joy 2,134 558
Ambiguous 1,689 437

Trust 1,254 272
Disguist 910 210
Anger 834 184

Anticipation 828 213
Sadness 695 191

Love 675 189
Surprise 248 53

Fear 100 23

Table 1: Statistics of Tamil dataset used for Task a

then the regularization leads to an ordinary
least square.

• Elasticnet regularization - L1 regularization
eliminates many features, whereas L2 regu-
larization manifests the loss by adding large
weights. Elasticnet regularization is a popu-
lar type of regularized LR that combines L1
and L2 penalties. More precisely, elasticnet
combines feature elimination from L1 regular-
ization and feature coefficient reduction from
L2 regularization to improve the model’s pre-
dictions.

4 Experiments and Results

Statistics of the dataset for Task a in the EA shared
task is summarized in Table 1 and the sample
Tamil comments with their corresponding labels
are shown in Table 2. The observation of the
dataset shows the imbalance in the distribution of
samples.

Several experiments were conducted with dif-
ferent values of the hyperparameters for the clas-
sifiers. The values of the hyperparameters which
gave good results on the Development (Dev) set
were used to conduct experiments on the Test set
and such values of the hyperparameters are given
in Table 3. For final evaluation and ranking, the
predicted outputs on the Test set were submitted
to the organizers of the shared task. A macro-
averaged Precision, macro-averaged Recall, and
macro-averaged F1-score were used by the orga-
nizers to measure the performance of the classifier
for EA task and the results of the proposed model
are shown in Table 4. The comparison of the per-
formances of the best models of the shared task
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Table 2: Sample Tamil comments with their labels

Type of
regularizations

Hyperparameters

L1
C=1, penalty="l1",

tol=0.01, solver="saga"

L2
C=1, penalty="l2",

tol=0.01, solver="saga"

Elasticnet
penalty="elasticnet",

l1_ratio=0.5

Table 3: Details of hyperparameters used in the proposed
model

with that of the proposed model in terms of macro-
averaged F1-score is shown in Figure 2.

The proposed model obtained macro-averaged
F1-scores of 0.20 and 0.04 for Dev set and Test
set respectively. It is clear that the scores for Dev
set and Test set were low because of imbalanced
nature of the dataset. Class distribution has a sig-
nificant impact on the predictions and the same is
reflected in the results. ’Neutral’ class has the max-
imum distribution of 34.07% of the overall distri-
bution, whereas ’Fear’ class has a least distribution
of 0.70%. The proposed model exhibited a low
F1-score because of the large difference between
the number of samples in the classes.

Datasets Precision Recall Macro averaged
F1-score

Dev set 0.38 0.19 0.20
Test set 0.11 0.13 0.04

Table 4: Results of the proposed model

Figure 2: Comparison of the macro-averaged F1-scores of
the proposed model with that of the other best models in the
shared task

5 Conclusion and Future Work

In this paper, we, team MUCS, have presented
the description of the proposed model submitted
to a shared task on EA in Tamil at Dravidian-
LangTech@ACL 2022 to identify the different cat-
egories of emotions from social media comments
in Tamil. The proposed Ensemble of LR classi-
fiers with L1, L2 and Elasticnet penalties obtained
macro-averaged F1-score of 0.04 and secured 4th

place in the shared task. In future, we intend to in-
vestigate sets of features and different re-sampling
methods for identifying emotions in Tamil text.
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Abstract

Trolling refers to any user behavior on the
internet to intentionally provoke or instigate
conflict, predominantly on social media. This
paper aims to classify troll meme captions in
Tamil-English code-mixed form. Embeddings
are obtained for raw code-mixed text, and the
translated and transliterated version of the text
and their relative performances are compared.
Furthermore, this paper compares the perfor-
mances of 11 different classification algorithms
using Accuracy and F1- Score. We conclude
that we were able to achieve a weighted F1
score of 0.74 through MuRIL pretrained model.

1 Introduction

Technology is ingrained in every aspect of our lives.
We require it to communicate with others and thrive
in the modern world. We increasingly rely on text-
based mediums to interact with technology every
day. Hence there is a need for machines to un-
derstand natural human languages. However, it
is challenging for computers to understand natu-
ral languages because of the inherent ambiguity
in both the syntax and the semantics of natural
language (Priyadharshini et al., 2021; Kumaresan
et al., 2021).

With the ease of accessing the internet and the
surge in the number of social media platforms, so-
cial media has become an essential and influen-
tial aspect of everyone’s life (Chakravarthi, 2020;
Chakravarthi and Muralidaran, 2021). It has also
brought about a change in the way regional lan-
guages are expressed. Native script of the regional
language is not used for exchanges on social me-
dia platforms (Chakravarthi et al., 2021). Instead,
native speakers use Roman script combined with
English words or phrases through code-mixing to
express their ideas. The text generated by users in
social media contains a high amount of spelling
mistakes, phonetic typing, wordplay characters,
and modern internet slang (Sampath et al., 2022;

Ravikiran et al., 2022; Chakravarthi et al., 2022;
Bharathi et al., 2022; Priyadharshini et al., 2022).
This is mainly due to the limitation of the En-
glish keyboard and the speed at which the modern
world moves. Thus, the study of text expressed in
code-mixed form is essential (Priyadharshini et al.,
2020).

In this paper, we explain our submission to
DravidianLangTech-ACL2022 for the task of Troll-
meme classification in Tamil. Tamil is a member
of the southern branch of the Dravidian languages,
a group of about 26 languages indigenous to the
Indian subcontinent (Subalalitha, 2019; Srinivasan
and Subalalitha, 2019; Narasimhan et al., 2018).
The earliest Old Tamil documents are small inscrip-
tions in Adichanallur dating from 905 BC to 696
BC (Anita and Subalalitha, 2019b,a; Subalalitha
and Poovammal, 2018). Tamil, one of the 22 sched-
uled languages in the Indian Constitution, was the
first to be designated as a classical language of In-
dia (Sakuntharaj and Mahesan, 2021, 2017, 2016;
Thavareesan and Mahesan, 2019, 2020a,b, 2021).
We brief on all the embedding techniques like TF-
IDF, m-BERT, MuRIL, IndicFT, etc., and various
classification algorithms, including Logistic Re-
gression, Decision tree, SVM, etc., that were im-
plemented in the process. The rest of the paper is
organized as follows. Section 2 details the related
works done in the field, and Section 3 describes the
dataset used. Section 4 expands on the methodol-
ogy and experimental setup, Section 5 discusses
the results obtained, and Section 6 elucidates the
conclusions.

2 Related work

There has been a rapid rise in the number of inter-
esting studies performed in the domain of Dravid-
ian code-mixed text analysis in the last few years
(Chakravarthi et al., 2021, 2020; Ghanghor et al.,
2021a,b; Yasaswini et al., 2021).

Sub-word level or morpheme level embedding
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technique obtained using a 1D convolution layer
with ReLU activation was proposed by Joshi et al.
(2016). After getting a morpheme-level feature
map, a 1-D maximum pooling layer is used to ob-
tain its most prominent features. LSTMs are used
to obtain the connections between each of these
features due to their ability to process sequences
and retain information.

Bharathi et al. (2021) proposed using TF-IDF
and m-BERT embeddings coupled with classifica-
tion models like Random Forest, Naive Bayes, and
Multi-Layer Perceptron for the task of classifying
English text code-mixed with Dravidian languages
as offensive or not-offensive.

Selective translation and transliteration was per-
formed by Sai and Sharma (2021), to convert the
whole text to Tamil text in native script. XLM-
RoBERTa multilingual model was used to obtain
embeddings. Multiple classification algorithms
were used to classify code-mixed text as offen-
sive and not-offensive, and logistic regression was
found to perform the best.

An ensembling of multiple classification algo-
rithms applied on TF-IDF embedding was exper-
imented in Kumar et al. (2021). It was found to
perform well for shorter Dravidian code-mixed sen-
tences like YouTube comments, which can be con-
sidered to be similar to meme captions.

We hypothesized translation and transliteration
should improve the overall classification accuracy
of the text when the troll script is code mixed. In ad-
dition, using language-specific embeddings would
yield an improvement.

3 Data

3.1 Data description

The dataset used is the official dataset released in
DravidianLangTech-ACL2022, which comprises
captions from memes, and each caption is la-
belled as either troll or not troll. The data is rep-
resented in the Tamil-English code-mixed form,
with the sentences comprising Tamil and English
words but written in Roman script. (Suryawan-
shi et al., 2020)(Suryawanshi and Chakravarthi,
2021)(Suryawanshi et al., 2022)

Examples of the meme captions and its labels in
Figure 1

3.2 Data distribution

The training data contains 2300 captions, each la-
belled as either troll or not troll, with a distribution

of 1282 captions labelled as troll and 1018 captions
labelled as not troll. The test dataset contains 667
captions, with 395 labelled as troll and 272 labelled
as not troll.

Dataset Troll Not troll Total
Train 1282 1018 2300
Test 395 272 667

Table 1: Distribution of the dataset

4 Methodology

4.1 Data pre-processing

The raw dataset was initially pre-processed to con-
vert the text to lower case and remove URLs, spe-
cial characters, extra spaces, and emoticons. Apos-
trophe abbreviated words like “they’re”, “it’s”,
“I’m” etc., were converted to the long-form “they
are”, “it is”, and “I am”, respectively. The words
were lemmatized and stop words were removed
using NLTK1. Named entity recognition was per-
formed using the spaCy2 library.

4.2 Experimental setup

4.2.1 Raw Tamil-English code-mixed text
The first set of techniques obtains embeddings from
the dataset in the Tamil-English code-mixed form
itself. The techniques under this category include
TF-IDF, sub-word LSTM and m-BERT (Devlin
et al. (2018)). TF-IDF was implemented using
an n-gram range of (1,5), which was proven to
perform better for the required use case (Bharathi
et al., 2021). The hyperparameters for the sub-word
LSTM model were tuned in accordance with the
suggestions proposed by Joshi et al. (2016).

4.2.2 Translated and transliterated text
The second set of embedding techniques acts on the
translated and transliterated version of the prepro-
cessed dataset. The English words in the dataset
were translated to Tamil using the deep transla-
tor API3, and the Tamil words written in Roman
script were transliterated to Tamil script using Indic
transliteration API4. Embeddings for the resulting
dataset were obtained using TF-IDF, IndicFT (Kak-
wani et al. (2020)), MuRIL (Khanuja et al. (2021)),
and m-BERT.

1https://www.nltk.org/
2https://spacy.io/
3https://pypi.org/project/deep-translator/
4https://pypi.org/project/indic-transliteration/
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Figure 1: Troll meme data

4.3 Classifier models

Eleven different classification algorithms, Logistic
Regression (LR), MultinomialNaive Bayes (NB),
Support Vector Machine - Linear kernel (L-SVM),
Support Vector Machine - RBF kernel (R-SVM),
Support Vector Machine - Polynomial kernel (P-
SVM), Random Forest (RF), k-Nearnest Neigh-
bours classifier (k-NN), Extra-tree classifier (ExT),
AdaBoost classifier (AdB), XGBoost classifier
(XgB), Multilayer Perceptron (MLP) and a voting
ensemble of all the eleven classifiers were applied
on the embeddings obtained from each of the above
techniques.

Method A F1-m F1-w
LR 0.62 0.53 0.57
NB 0.62 0.53 0.57
L-SVM 0.61 0.55 0.58
R-SVM 0.60 0.52 0.56
P-SVM 0.61 0.55 0.58
RF 0.61 0.57 0.60
k-NN 0.45 0.41 0.38
ExT 0.60 0.55 0.57
AdB 0.60 0.47 0.52
XgB 0.62 0.52 0.56
MLP 0.60 0.53 0.57
Voting 0.61 0.54 0.58

Table 2: TF-IDF - raw text

5 Results and Discussions

Tables 2, 3 and 4 depict the results obtained by
performing experiments on raw code-mixed text.
Tables 5, 6, 7 and 8 depict the results obtained by
performing experiments on translated and translit-
erated text.

A weighted F1 score of 0.74 was achieved with
MuRIL, beating our own previously published com-
petition result of 0.60 obtained by random forest

Method A F1-m F1-w
LR 0.57 0.47 0.51
NB 0.57 0.49 0.53
L-SVM 0.57 0.47 0.51
R-SVM 0.56 0.46 0.50
P-SVM 0.56 0.46 0.51
RF 0.57 0.49 0.53
k-NN 0.57 0.49 0.52
ExT 0.58 0.49 0.53
AdB 0.56 0.47 0.51
XgB 0.57 0.47 0.52
MLP 0.56 0.48 0.52
Voting 0.57 0.48 0.52

Table 3: Sub-word LSTM - raw text

Method A F1-m F1-w
m-BERT 0.60 0.49 0.53

Table 4: m-BERT - raw text

Method A F1-m F1-w
LR 0.59 0.51 0.55
NB 0.61 0.52 0.56
L-SVM 0.57 0.51 0.54
R-SVM 0.58 0.51 0.55
P-SVM 0.57 0.51 0.54
RF 0.56 0.51 0.54
k-NN 0.43 0.38 0.35
ExT 0.56 0.51 0.54
AdB 0.54 0.53 0.54
XgB 0.55 0.50 0.53
MLP 0.57 0.52 0.55
Voting 0.58 0.52 0.55

Table 5: TF-IDF - Translated, transliterated text

classifier, which held the top position in the rank-
ings. This performs best due to the nature of input
text which is code mixed and predominantly in
Tamil and written either in Roman script or Tamil
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Figure 2: Experimental framework

Method A F1-m F1-w
LR 0.59 0.37 0.74
NB 0.54 0.52 0.54
L-SVM 0.59 0.37 0.74
R-SVM 0.59 0.37 0.74
P-SVM 0.59 0.37 0.74
RF 0.53 0.48 0.55
k-NN 0.52 0.51 0.52
ExT 0.58 0.48 0.52
AdB 0.57 0.49 0.53
XgB 0.56 0.48 0.60
MLP 0.56 0.46 0.61
Voting 0.58 0.46 0.50

Table 6: MuRIL - Translated, transliterated text

Method A F1-m F1-w
LR 0.60 0.49 0.66
NB 0.57 0.51 0.61
L-SVM 0.59 0.48 0.53
R-SVM 0.58 0.41 0.70
P-SVM 0.59 0.46 0.67
RF 0.55 0.50 0.56
k-NN 0.59 0.44 0.68
ExT 0.54 0.45 0.49
AdB 0.56 0.49 0.52
XgB 0.58 0.48 0.52
MLP 0.59 0.48 0.65
Voting 0.58 0.45 0.50

Table 7: IndicFT - Translated, transliterated text

Method A F1-m F1-w
m-BERT 0.58 0.50 0.55

Table 8: m-BERT - Translated, transliterated text

script. With a pre-trained model like MuRIL, which
is specifically trained on Tamil, we see a higher
accuracy. IndicFT, a fastText model that is also
trained on Indian languages, achieves a weighted
F1 of 0.70. Another word embedding technique,
m-BERT, performed slightly better with translated-
transliterated text with an F1 score of 0.55 com-
pared to 0.53 without. Translation and transliter-
ation on TF-IDF, contrary to our hypothesis, per-
formed poorly relative to direct usage of tokens
in their raw form on all three metrics; Accuracy,
macro F1 and weighted F1 scores. This could be
attributed to the lower level of confidence in the
translation and transliteration capabilities in code-
mixed text.

6 Conclusion and Future Work

We compared the weighted F1 score of the vari-
ous classifiers between the raw text and translated-
transliterated text in Tamil-English code mixed
troll memes. Language-specific word embedding
techniques significantly improve the classification
metrics like accuracy, macro F1 and weighted F1
scores. With a comparison between the various
pre-trained models, MuRIL performs best with an
F1 score of 0.74 relative to others. We have only
considered text captions and not the images. We
hypothesize that a unified framework to combine
image with text will yield even better results. In the
future, we would want to integrate a deep learning
model that could take both the caption text and the
images together.
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Abstract

Social media platforms along with many other
public forums on the Internet have shown a sig-
nificant rise in the cases of abusive behavior
such as Misogynism, Misandry, Homophobia,
and Cyberbullying. To tackle these concerns,
technologies are being developed and applied,
as it is a tedious and time-consuming task
to identify, report and block these offenders.
Our task was to automate the process of iden-
tifying abusive comments and classify them
into appropriate categories. The datasets pro-
vided by the DravidianLangTech@ACL2022
organizers were a code-mixed form of Tamil
text. We trained the datasets using pre-trained
transformer models such as BERT,m-BERT,
and XLNET and achieved a weighted average
of F1 scores of 0.96 for Tamil-English code
mixed text and 0.59 for Tamil text.

1 Introduction

Abusive comment detection is the method of cate-
gorizing and detecting the user-generated offensive
comments to any type of insult, vulgarity, or pro-
fanity that debases the target Schmidt and Wiegand
(2017). Over the last decade, there has been an
exponential growth of user-generated content on
social media. Given this increase in usage of online
platforms, technology must be leveraged in the de-
tection of abusive comments, cyber-bullying, hate
speech, and trolling. Social media companies have
utilized multiple resources to censor comments
demeaning others (Chakravarthi et al., 2021a,b,
2020a; Priyadharshini et al., 2020; Chakravarthi,
2020). It’s nearly impossible to succeed at per-
fecting the detector, as a comment’s tendency to
be abusive depends on the thread of the previous
comments (B and A, 2021a). Its subjectivity to the
individual and its context-dependent characteristics
has been one of the major reasons for its failure.
This task aims to train these models to identify abu-

sive language that directly targets an individual or
a group without bias.

Our team SSN CSE NLP has participated in the
shared task of Abusive comment detection. To
this effect, we were provided with datasets for
code mixed Tamil text comprising comments from
YouTube. This poses several challenges due to
the low availability of resources for the Tamil lan-
guage. The task focused on the multilingual of-
fensive language detection, categorization of offen-
sive language, and target identification Kumaresan
et al. (2021); Priyadharshini et al. (2022). We have
used pre-trained machine learning transformers like
BERT,m-BERT, and XLNET. In this paper, we in-
vestigate the efficacy of different learning models
in detecting abusive languages. We then compare
the F1-Score of the different transformer models
for both datasets.

Tamil is one of the world’s longest-surviving
classical languages (Anita and Subalalitha,
2019b,a; Subalalitha and Poovammal, 2018;
Subalalitha, 2019). According to A. K. Ramanujan,
it is ”the only language of modern India that is
recognizably continuous with a classical history.”
Because of the range and quality of ancient Tamil
literature, it has been referred to as ”one of the
world’s major classical traditions and literatures.”
For about 2600 years, there has been a recorded
Tamil literature. The earliest period of Tamil
literature, known as Sangam literature, is said
to have lasted from from 600 BC to AD 300
(Sakuntharaj and Mahesan, 2021, 2017,?, 2016).
Among Dravidian languages, it possesses the
oldest existing literature. The earliest epigraphic
documents discovered on rock edicts and ”hero
stones” date from the 6th century BC (Thavareesan
and Mahesan, 2019, 2020a,b, 2021).

The remainder of the paper is organized into 5
sections. Section 2 discusses the related works in
the field of Artificial Intelligence, on abusive com-
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ment detection, for both Tamil and other languages.
The methodology proposed for the model along
with the models implemented are elaborately ex-
plained in the 3rd section of this paper. In section
4 the results and the observations are discussed.
Section 5 concludes the paper.

2 Related works

A lot of research is being done on detecting of-
fensive language from social media platforms in
the field of Artificial Intelligence and Natural
Language Processing(Priyadharshini et al., 2021;
Chakravarthi and Muralidaran, 2021; Chakravarthi
et al., 2020b; Sampath et al., 2022; Ravikiran et al.,
2022; Chakravarthi et al., 2022; Bharathi et al.,
2022; Priyadharshini et al., 2022). In this section,
we will be reviewing the research work.

The authors of (Vasantharajan and Thayasivam,
2021) has analyzed various techniques and neural
network models to detect offensive language in
code-mixed romanized social media text in Tamil.
They have implemented selective translation and
transliteration for text conversion in romanized and
code-mixed settings, and are positive that this can
be extended to romanized and code-mixed contexts
of other languages.

The authors of B and A (2021b) identified
offensive language content of the code-mixed
dataset of comments/posts in Dravidian Languages
(Tamil-English, Malayalam-English, and Kannada-
English) collected from social media. The basic
TFIDF and count vectorizer features were found to
perform best when compared to sentence embed-
dings. They detected that machine learning models
are giving better performance than deep learning
models.

A large transliterated Bengali corpus Sazzed
(2021) introduced, consisting of 3000 comments
collected from YouTube, which are manually anno-
tated into abusive and non-abusive categories. The
comparative performances of various supervised
ML and deep learning-based classifiers are given,
and BiLSTM, the deep learning-based architecture,
obtains a relatively lower F1 score compared to LR
and SVM, which could be attributed to the small
size (i.e.,3000 comments) of the corpus.

The authors of Hande et al. (2021) emphasized
on improving offensive language identification by
prioritizing the construction of a bigger dataset
and generating pseudo-labels on the transliterated
dataset, combining the latter with the former to

Language Training Development Test
Tamil 2240 560 700

Tamil-English 5948 1488 1859

Table 1: Dataset description

have extensive amounts of data for training.
A three-level classification system with Naive

Bayes classifier in the first level, Multinomial Up-
datable Naive Bayes in the second level, and a rule-
based classifier named DTNB in the third level is
used in Pang et al. (2002).

The authors Zampieri et al. (2020) reported the
lexical features, static and deep contextualized em-
bedding for the Support Vector Machine classifiers
to detect Arabic offensive language and also deter-
mined the topics, dialects, and genders which are
associated with the offensive tweets.

The addition of the sentiment and contextual fea-
tures provide significantly improved performance
to a basic TFIDF model in Yin et al. (2009).

The authors of Mishra et al. (2019)proposed an
approach based on graph convolutional networks
to show that author profiles that directly capture
the linguistic behavior of authors along with the
structural traits of their community significantly
advance the current state of the art.

The authors of Pitsilis et al. (2018) shows an
approach that outperforms all other models and has
achieved better performance in classifying short
messages. The approach taken did not rely on pre-
trained vectors, which provides a serious advantage
when dealing with short messages.

3 Methodology and Data pre-processing

In this section, we have illustrated our implemen-
tation of the pre-trained machine learning trans-
former models in detail. Further, we will inves-
tigate the performance of the various transformer
models in the coming sections. The architecture of
the proposed model and the steps are given below
1.

The dataset provided by the LT-EDI 2021 Priyad-
harshini et al. (2022) for the Tamil, and code-mixed
Tamil text consisted of 3499, and 9293 Youtube
comments respectively. The details are given in
Table 1.

3.1 Data-set Analysis

The goal of this task is to identify whether a given
comment contains an abusive comment. A com-
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Figure 1: The architecture of the proposed system

ment or post within the corpus may contain more
than one sentence but the average sentence length
of the corpora is 1. The annotations in the corpus
are made at a comment/post level in Priyadharshini
et al. (2022)

The dataset provided by LT-EDI 2021 organiz-
ers, consisted of the training set, development set,
and test set of 2240, 560, and 699 instances respec-
tively for the Tamil text, and 5948, 1488, and 1857
instances for the code-mixed text. It contained text
sequences that include user utterances along with
the context, followed by the offensive class label.
The task was to classify and label them under any
of the following: Misogyny, Misandry, Homopho-
bia, Transphobia, Xenophobia, Counter Speech,
Hope Speech.

3.2 Data Pre-processing

Data pre-processing is essential for any machine
learning problem since the real-world data
generally contains noise, and missing values, and
may be in an unusable format that cannot be
directly used for machine learning models. Data
preprocessing is required for cleaning the data and
making it suitable for a machine learning model
which also increases the accuracy and efficiency
of a machine learning model. First, the dataset is
cleaned and processed before classifying. During
pre-processing :

• Hashtags, HTML tags, mentions and URLs
are removed

• Annotate emojis, emoticons, and replace them
with the text they represent

• Convert uppercase characters to lowercase

• To expand abbreviations

• Remove special characters

• Remove accented characters

• Reduce lengthened words

• Remove extra white spaces

We’ve implemented data processing with the
use of the nltk package, abbreviated as the Natural
Language Toolkit, built to work with the NLP (Nat-
ural Language Processing). It provides various text
processing libraries for classification, tokenization,
parsing, semantic reasoning, etc. For our model,
we’ve only used the regular expression (re) mod-
ule. The re. sub() function was used to clean and
scrape the text, remove URLs, remove numbers,
and remove tags.

Using tokenize. regexp() module we were able to
extract the tokens from the string by using the regu-
lar expression with the RegexpTokenizer() method.
Tokenizing is a crucial step when it comes to clean-
ing the text. It is used to split the text into words
or sentences, splitting it into smaller pieces that
still hold its meaning outside the context of the rest
of the text. When it comes to analyzing the text,
we need to tokenize by word and tokenize by sen-
tence. This is how unstructured data is turned into
structured data, which is easier to analyze.

3.3 Model Description

The abusive comment text was classified using 3
transformer models, namely BERT, XLNet, and
m-BERT

• BERT:
BERT stands for Bidirectional Encoder Rep-
resentations from Transformers. BERT is a
pre-trained model on the top 104 languages
of the world on Wikipedia (2.5B words) with
110 thousand shared word piece vocabulary,
using masked language modeling (MLM) ob-
jective, which was first introduced in Devlin
et al. (2018). BERT uses bi-directional learn-
ing to gain context of words from left to right
context simultaneously. This is optimized by
the Masked Language Modelling. The MLM
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is different from the traditional recurrent neu-
ral networks (RNNs), which generally see the
word one after the other. This model randomly
masks 15% of the words in the input and
predicts the masked words when the entire
masked sentence is run through the model.

• XLNet:
The XLNet transformer model was proposed
in ’XLNet: Generalized Autoregressive Pre-
training for Language Understanding’ Yang
et al. (2019). It is pre-trained using an autore-
gressive model (a model that predicts future
behavior based on past behavior) which en-
ables learning bidirectional contexts by max-
imizing the expected likelihood over all per-
mutations of the factorization order and over-
comes the limitations of BERT thanks to its
autoregressive formulation Yang et al. (2019).
It integrates the Transformer-XL mechanism
with a slight improvement in the language
modeling approach.

• m-BERT:
m-BERT is a pre-trained model on a large
corpus of multilingual data It is trained on the
top 104 languages with the largest Wikipedia
using a masked language modeling (MLM)
objective. It was first introduced in Devlin
et al. (2018)

4 Results and Analysis

The BERT (Bidirectional Encoder Representations
from Transformers) models and XLNET were used
for the Task A dataset. The BERT model oper-
ates on the principle of an attention mechanism
to learn contextual relations between words. The
transformer encoder used is bidirectional, unlike
the other directional methods which read input se-
quentially. BERT reads the entire sequence of text
at once. This bidirectional property of the encoder
has made it very useful for classification tasks. The
BERT models BERT and m-BERT were trained
for 5 epochs. XLNet does not suffer from pre-train
fine-tune discrepancy since it does not depend on
data corruption. We have trained the XLNet model
for 5 epochs. The bert-base-uncased model showed
the best F1-Score of 0.96 and 0.59 for code mixed
Tamil text and Tamil dataset respectively.

4.1 Tamil-English Dataset
The accuracy obtained by the BERT model was
found to be 0.96, XLNet and m-BERT showed

Pre-trained model Precision Recall F1-score Accuracy
bert-base-uncased 0.96 0.96 0.96 0.96
xlnet-base-cased 0.87 0.88 0.87 0.88

bert-base-mulitingual-uncased 0.96 0.95 0.95 0.96

Table 2: Performance analysis of the proposed system
using development data for Tamil-English Dataset

Pre-trained model Precision Recall F1-score Accuracy
bert-base-uncased 0.56 0.65 0.59 0.65
xlnet-base-cased 0.46 0.61 0.48 0.61

bert-base-mulitingual-uncased 0.56 0.64 0.59 0.64

Table 3: Performance analysis of the proposed system
using development data for Tamil Dataset

an accuracy of 0.88, and 0.95 respectively. The
bert-base-uncased model (BERT) showed the best
performance with a weighted F1 score of 0.96. The
weighted precision, weighted recall, weighted F1
score, and accuracy are given in the table below 2.

4.2 Tamil Dataset
The accuracy obtained by the BERT model was
found to be 0.65, XLNet and m-BERT showed
an accuracy of 0.61, and 0.64 respectively. The
bert-base-uncased model (BERT) showed the best
performance with a weighted F1 score of 0.59. The
weighted precision, weighted recall, weighted F1
score, and accuracy are given in the Table 3.

The development dataset was used for evaluat-
ing the performance of the models after training
them. The final performance results for the task are
recorded in Table 4.

4.3 Error analysis
The adopted model fails to attain a perfect F1 score
of 1. To investigate and analyze this, we have
plotted the confusion matrix for the code-mixed
Tamil dataset, and the Tamil dataset. The Fig.2
shows the confusion matrix of the code-mixed
dataset. This is an 8 X 8 matrix that evaluates the
performance of the BERT model, where 8 is the
number of target classes. The Fig.3 shows the

Results Tamil-English Tamil
Accuracy 0.530 0.060

macro average Precision 0.260 0.130
macro average Recall 0.240 0.140

macro average F1score 0.250 0.090
weighted average Precision 0.510 0.040

weighted average Recall 0.530 0.060
weighted average F1score 0.520 0.030

Table 4: Performance analysis of the proposed system
using test data for Tamil and Tamil-English Dataset
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confusion matrix of the Tamil dataset. This is a
9 X 9 matrix that evaluates the performance of
the BERT model, where 8 is the number of target
classes. With the confusion matrix, it is possible to
compute the performance metrics of the classifica-
tion model, namely, Precision, Recall, and F1-score

Precision refers to the number of True Positives
(TP) to the total number of predictions

Recall refers to the number of Positives returned
by the model.

Figure 2: Confusion matrix of tamil-english dataset

5 Conclusions

In this paper, we have investigated the baseline ac-
curacy of different models as well as their variants
on the test datasets. There is an increase in demand
for abusive language identification on social media,
and the goal of this task was to detect whether the
comment contains abusive language or not. Our
team had secured the 8th rank in the shared Task for
the code-mixed Tamil dataset, and the 12th rank for
the Tamil dataset. Our models performed the base-
line for both the tasks but performance can further
be improved by adopting favorable features.

Figure 3: Confusion matrix of tamil dataset
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Abstract

In this paper, we present our system for the
task of Emotion analysis in Tamil. Over 3.96
million (Gaubys) people use these platforms
to send messages formed using texts, images,
videos, audio or combinations of these to ex-
press their thoughts and feelings. Text com-
munication on social media platforms is quite
overwhelming due to its enormous quantity and
simplicity. The data must be processed to un-
derstand the general feeling felt by the author.
We present a lexicon-based approach for the
extraction emotion in Tamil texts. We use dic-
tionaries of words labelled with their respective
emotions. The process of assigning an emo-
tional label to each text, and then capture the
main emotion expressed in it. Finally, the F1-
score in the official test set is 0.0300 and our
method ranks 5th.

1 Introduction

Emotion Detection is the process of detecting the
different human emotions such as anger, disgust,
joy, sadness, surprise, love, anticipation, so on
and so forth (Cherry). “Emotion Identification”,
“Emotion Analysis” and “Emotion detection” all
mean the same and can be used interchangeably
(Munezero et al., 2014). People who are users of
social media use these platforms as a way to ex-
press their feelings, thoughts and opinions on a
wide range of topics. These feelings may be posi-
tive or neutral or negative. The book “Emotions In
Social Psychology”, written by W. Gerrod Parrot,
in 2001 (Parrott, 2001). In which he explained that
the human emotion system can be formally classi-
fied into an emotion hierarchy with six classes at
the primary level, namely Surprise, Love, Anger,
Fear, Sadness and Joy, while certain other words
fall in the secondary and tertiary levels.

Emotion detection is used in various fields
such as the business world to analyze how peo-
ple feel about their new product; in the medical

world by identifying the way people respond to
a pandemic (Ravikiran et al., 2022; Chakravarthi
et al., 2022; Bharathi et al., 2022; Priyadharshini
et al., 2022; Chakravarthi et al., 2021; Chakravarthi,
2020; Chakravarthi and Muralidaran, 2021).Emo-
tion identification is also used in monitoring the
feelings and emotions of the Users who use social
platforms such as Instagram, Facebook, YouTube,
Twitter and many more (Rajendram et al., 2017,
2022).

Analyzing the emotions felt by the author using
the text is quite challenging while also interest-
ing and essential, as most of the time these text
messages not only express the emotion directly
by using emotional words and emojis but also the
interpretation of the meaning of concepts. Further-
more, new slang or terminologies or short-forms
are being created as each day passes, which make
emotion detection from text a more interesting as
well as a challenging problem for us to tackle (An-
gel Deborah et al., 2021).

Tamil Language is a Dravidian Language that
is natively spoken by the people of Tamil Nadu
in South Asia. It is also the official Language of
two sovereign nation, Sri Lanka and Singapore
as well as the official language of the Union Ter-
rirtory of Puducherry (Sakuntharaj and Mahesan,
2021, 2017, 2016; Thavareesan and Mahesan, 2019,
2020a,b, 2021). Tamil was known as Tamilakam
in the time period of the 6th century to the 3rd cen-
tury CE. Tamil is the first Indian classical language
to listed as classical language, and is one of the
world’s oldest classical languages that is still spo-
ken. There are 12 vowels, 18 consonants, and one
special character, the aytam, in the present Tamil
script. The vowels and consonants merge to form
216 compound characters, for a total of 247 char-
acters (12 vowels + 18 consonants + 1 aytam +
(12 x 18) combinations) (Chakravarthi et al., 2020;
Anita and Subalalitha, 2019b,a; Subalalitha and
Poovammal, 2018; Subalalitha, 2019; Srinivasan
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and Subalalitha, 2019; Narasimhan et al., 2018).
The paper is organized as follows. Section 2

discusses the related work on emotion analysis.
The data set about the shared task is in Section
3.1. Section 4 outlines the features of the proposed
system. Section 5 concludes the paper.

2 Related Work

Emotional Analysis from text is considered as an
interesting as well as a challenging task in NLP.
However due to lack of data set in Tamil language
it is difficult to conduct high level research in this
area.
The TamilEmo (Vasantharajan et al., 2022)intro-
duced a labelled data set that is manually annotated
of more than 42,000 Tamil YouTube comments
and is labelled for 31 emotions including neutral.
The main aim of the data set is to improve the
detection of emotions from Tamil texts. They have
also created three different groupings of emotions
namely 3-class, 7-class and 31-class.
ACTSEA (Jenarthanan et al., 2019) presented
a corpus for emotion analysis that is a scalable
semi-automatic approach for creating annotated
corpus for Tamil and Sinhala. They gathered data
from an online social platform, Twitter, and then
manually annotated them after cleaning it. They
collected 6,00,280 Tamil Tweets and 3,18,308
Sinhala tweets which now make them have one of
the largest data sets for the languages Tamil and
Sinhala.
In the year 2007, two people - Strapparava and
Mihalcea presented three detailed systems that
took part in the SemEval 2007 Affective Text task.
The three systems were rule-based, unsupervised
and supervised systems. They noted that the rule
based system performed the best for 4 emotion
classes out of 6, while the supervised system did
the best in the remaining two emotion classes. This
was done for the language, English.
In the year 2007, Yang et al. proved that sequence
labellers can outperform traditional classifier
(Support Vector System) on a dataset of blogs,
increasing the accuracy to 43.35 from 32.88.

3 Document Body

3.1 Data Description
Competition organizers provided data with text as
features (Sampath et al., 2022). The text feature
contains the 14,208 total data with emotions being

classified as Ambiguous, Anger, Anticipation, Dis-
gust, Fear, Joy, Love, Neutral, Sadness, Surprise,
Trust. The detailed contents of the data set are
shown in the Table 1.

Table 1. Class Distribution for Emotion
Classification in Tamil
Label Training set

Ambiguous 1689
Anger 834

Anticipation 828
Disgust 910

Fear 100
Joy 2,134

Love 675
Neutral 4,841
Sadness 695
Surprise 248

Trust 1,254

3.2 Emotion Identification using Keyword
Spotting

The Emotion Identification is finding the frequency
of the emotion word by checking the Emotion
Word Knowledge Base (Jenarthanan14) and
finding the frequency of the emoji by checking
the Emotion Emoji Knowledge Base. This is done
by tokenizing the given string (text message) into
many substrings (words in the text message) and
matching each substring to find a match in the
Knowledge Bases. The Knowledge Base consists
of emotions namely – anger, sadness, disgust, joy,
surprise, fear, love, anticipation and so on and so
forth.
This process for identifying emotion contains eight
steps as given in Figure 1, here the text message
is given as input and the returned value is the
emotion felt in the text message. After getting
input, we perform tokenization using space “ “
as the separating delimiter and create a list of
substrings, that represent the words as well as the
emojis in the text. These substrings are used to
analyze the frequency of the emotion. Then the
emotion is the output.

3.3 Lexical Affinity Method
The Lexicon-based method is a keyword-based
search method that checks for emotion keywords
assigned to some Emotional Classes(Abdaoui et al.,
2017).
It is based on the idea of detecting emotions based
on related keywords such as emotional words and
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emojis. This is pretty easy to implement and a
straightforward approach. This is more of an ex-
tension to the above “Emotion Identification using
Keyword Spotting”, by assigning a number to the
respective emotion. It increments the respective
emotion variable’s value each time a word or emoji
of that emotion is found. For example, if a smiley
face is found 3 times in a text, the value of happi-
ness is incremented by 3.
The flowchart is given in Figure 1.

Figure 1: Lexical Affinity Approach Flowchart

4 Our System

Methods described in the previous section, i.e., Sec-
tion 3 are modified and integrated to extend their
capabilities and to improve the performance for
which a simple and easy to understand model is
designed shown in Figure 2.

Figure 2: Our system model

4.1 Emotion Word Ontology

The Emotion Word Ontology is a combination of
two Knowledge Bases of both words (in Tamil)
(Jenarthanan14) and emojis.
The Word Knowledge Base consists of a list of
emotional keywords that are matched to their re-
spective emotion class. For example, words that
express anger in Tamil are under the class "Anger"
and are in all forms (past/present/future as well as
singular/plural), while the words that express dis-
gust in Tamil are under the class "Disgust" and are
in all forms.
Similarly, there is an Emoji Knowledge Base that
consists of emotion icons that are matched to their
respective emotions. For example, icons that have
a heart are under the class "Love", while the icons
with tears are under the class "Sadness".

4.2 Emotion Detector

This is a function that helps in detecting the emo-
tion of the Tamil message that is given as the input.
The function assigns a value for each emotion, it
also increments the values of the respective emo-
tion variable when it encounters the same word or
emoji in the Emotion Word Ontology. The emotion
variable that has the greatest value is taken as the
detected emotion.

5 Conclusion

In conclusion, the proposed system analyses emo-
tions from text messages that are written in Tamil,
using a very simple and straightforward method.
Research in the domain of Emotion Analysis has
flourished significantly over the past few years,
making it a need to take a look back at the big pic-
ture that these individual works have led to. There
are many methods and models to analyse emotions
on text. (Tripathi et al., 2016) The dictionary-based
approach is quite straightforward and adaptable to
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apply to any language.
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Abstract

With the substantial rise of internet usage, so-
cial media has become a powerful communi-
cation medium to convey information, opin-
ions, and feelings on various issues. Recently,
memes have become a popular way of sharing
information on social media. Usually, memes
is visuals with text incorporated into them and
quickly disseminate hatred and offensive con-
tent. Detecting or classifying memes are chal-
lenging due to their region-specific interpreta-
tion and multimodal nature. This work presents
a meme classification technique in Tamil devel-
oped by the CUET NLP team under the shared
task (DravidianLangTech-ACL2022). Several
computational models have been investigated
to perform the classification task. This work
also explored visual and textual features us-
ing VGG16, ResNet50, VGG19, CNN and
CNN+LSTM models. Multimodal features are
extracted by combining image (VGG16) and
text (CNN, LSTM+CNN) characteristics. Re-
sults demonstrate that the textual strategy with
CNN+LSTM achieved the highest weighted
f1-score (0.52) and recall (0.57). Moreover,
the CNN-Text+VGG16 outperformed the other
models concerning the multimodal memes de-
tection by achieving the highest f1-score of
0.49, but the LSTM+CNN model allowed the
team to achieve 4th place in the shared task.

1 Introduction

The Meme refers to an element of a culture or sys-
tem of behaviour conveyed from one individual to
another by imitation or other non-genetic actions.
Memes appear in various formats, including but not
limited to photographs, videos, tweets, and have a
growing influence on social media communication
(French, 2017; Suryawanshi et al., 2020b). Images
with embedded text are the most widely used form
of memes. Memes facilitate transmitting ideas or
feelings spontaneously. Posting and sharing memes
have recently become a popular way of dissemi-
nating information on social media since memes

can propagate information humorously or sarcas-
tically (Ghanghor et al., 2021a,b; Yasaswini et al.,
2021). Propagation of malicious memes and other
related activities via memes such as trolling, cy-
berbullying is rapidly rising (Chakravarthi, 2020;
Chakravarthi and Muralidaran, 2021). The implicit
meaning of the memes, presence of ambiguous,
humorous, sarcastic terms, and usage of attractive,
comical, theatrical images have made meme clas-
sification even more complicated (Kumari et al.,
2021; Chakravarthi et al., 2021). For example, in
Figure 1, text and image individually exhibit no
means of attack. However, considering both modal-
ities, it insults the persons by directing the age
gap in their marriage. To facilitate research in this
arena, this work presents our system to classify
multimodal troll memes for the Tamil language.

Tamil is a member of the southern branch of
the Dravidian languages, a group of about 26 lan-
guages indigenous to the Indian subcontinent. It
is also classed as a member of the Tamil language
family, which contains the languages of around
35 ethno-linguistic groups, including the Irula and
Yerukula languages (Sakuntharaj and Mahesan,
2021, 2017, 2016; Thavareesan and Mahesan, 2019,
2020a,b, 2021). Tamil is an official language of
Tamil Nadu, Sri Lanka, Singapore, and the Union
Territory of Puducherry in India. Significant mi-
nority speak Tamil in the four other South Indian
states of Kerala, Karnataka, Andhra Pradesh, and
Telangana, as well as the Union Territory of the An-
daman and Nicobar Islands (Bharathi et al., 2022;
Priyadharshini et al., 2022). It is also spoken by the
Tamil diaspora, which may be found in Malaysia,
Myanmar, South Africa, the United Kingdom, the
United States, Canada, Australia, and Mauritius.
Tamil is also the native language of Sri Lankan
Moors. Tamil, one of the 22 scheduled languages
in the Indian Constitution, was the first to be des-
ignated as a classical language of India (Anita
and Subalalitha, 2019b,a; Subalalitha and Poovam-
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mal, 2018; Subalalitha, 2019; Srinivasan and Sub-
alalitha, 2019; Narasimhan et al., 2018).

We experimented with several deep learning
models to extract visual and textual features. Af-
ter investigating the outcomes, an early fusion ap-
proach is employed to combine the features from
both modalities. The results indicate that the tex-
tual models acquired higher f1-score compared to
the visual and multimodal counterparts.

Figure 1: A sample Troll meme

2 Related Work

Over the past few years, trolling, hostility, offen-
sive, and abusive language detection from social
media data have been extensively studied by NLP
professionals (Kumari et al., 2021; Hossain et al.,
2021; Mandl et al., 2020; Sharif et al., 2021a). The
majority of these researches were carried out con-
sidering only textual information (Li, 2021; Sharif
et al., 2021b). However, a meme’s existence can be
found in an image and text embedded in an image.
Few researchers have investigated both textual and
visual features of memes to classify trolls, offences
and aggression. Sadiq et al. Sadiq et al. (2021)
developed and compared several models to identify
cyber-trolling tweets. Models include the Multi-
Layer Perceptron (MLP) with TF–IDF features,
MLP with word embedding, and two deep neural
networks: CNN with LSTM and CNN with BiL-
STM. Results exhibited that MLP with the TF–IDF
features-based model outperformed other models
with an accuracy of 0.92. Kumari et al. (2021)
proposed a hybrid model in which the image fea-
tures are retrieved using pre-trained VGG-16, and
the textual features are extracted through a layered
CNN model. These features are optimized using
the binary particle swarm optimization technique
(BPSO), contributing to a weighted f1-score of

0.74. Suryawanshi et al. (2020a) created a multi-
modal dataset of 743 offensive and not-offensive
memes from the 2016 presidential election in the
United States. To merge the multimodal charac-
teristics, they used an early fusion method. The
combined model received a 0.50 f1-score, but the
text-based CNN model outperformed it with a 0.54
f1-score. Most previous studies focused on cate-
gorizing memes based on unimodal data: text or
image. However, this work considers detecting
memes from multimodal data: text and image in
Tamil. Pranesh and Shekhar (2020) proposed a
multimodal framework (MemSem) consisting of
VGG19 for image features and BERT for text fea-
tures. MemeSem achieved a better result than all
unimodal and multimodal baselines with 67.12%
accuracy. Gomez et al. (2020) developed a multi-
modal hate speech dataset containing images and
corresponding tweets. The results indicate that
the multimodal model (CNN+RNN) was not out-
performed the textual model. Bucur et al. (2022)
employed a 3-branch network for sentiment analy-
sis. They used EfficientNetV4 and CLIP to extract
image features, while a sentence transformer was
used to get the text features. The system achieved a
weighted f1-score of 0.5318 with the CORAL loss
function.

3 Task and Dataset Descriptions

A troll meme is an image with embedded offensive
or sarcastic text which degrade, provoke, or of-
fend a person or group (Suryawanshi et al., 2020b;
Gandhi et al., 2019). This work aims to classify
troll memes by exploiting the visual and textual in-
formation. The task organizers1 provided a dataset
having two types of memes (troll and not troll) in
Tamil (Suryawanshi and Chakravarthi, 2021).

Dataset Train Test
Troll 1282 395

Not-troll 1018 272
Total 2300 667

Table 1: Meme dataset distribution

Table 1 presents the distribution of the data sam-
ples in the train and test set. Dataset is provided
in the form of an image with an associated caption.
Participants can use the image, caption, or both to
perform the classification task. We utilized image,

1https://competitions.codalab.org/competitions/36397
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text, and multimodal (i.e., image + text) features to
address the assigned task.

4 Methodology

The objective of this work is to identify the troll
from multimodal memes. Initially, we exploit the
visual aspects of the memes and develop several
CNN architectures. Subsequently, the textual in-
formation is considered, and deep learning-based
methods (i.e., LSTM, CNN, LSTM+CNN) are ap-
plied for classification. Finally, the visual and tex-
tual features are synergistically combined to make
more robust meme classification inferences. Figure
2 depicts the abstract process of the troll meme
classification system.

4.1 Data preprocessing

In the preprocessing step, unwanted symbols and
punctuations are removed from the text automati-
cally using a Python script. The preprocessed text
is transformed into a vector of unique numbers.
The Keras tokenizer function is utilized to find the
mapping of this word to the index. The padding
technique is applied to get equal length vectors.
Similar to ImageNet’s preprocessing method (Deng
et al., 2009), all images are transformed into a size
of (224× 224× 3) during preprocessing.

4.2 Visual Approach

Several pre-trained CNN architectures including
VGG16 (Simonyan and Zisserman, 2014), VGG19,
and ResNet50 (He et al., 2016) are employed here.
To accomplish the task, this work utilized the trans-
fer learning approach (Tan et al., 2018). At first,
the top two layers of the models are frozen and then
added a global average pooling layer followed by a
sigmoid layer for the classification. The models are
trained using the ‘binary_crossentropy’ loss func-
tion and ‘adam’ optimizer with a learning rate of
1e−3. Training is performed by passing 32 samples
at each iteration. Besides, we use the Keras call-
back method to save the best intermediate model.

4.3 Textual Approach

In order to extract features from the text modal-
ity, various deep learning architectures are used.
The investigation employs CNN and RNN archi-
tectures, specifically CNN and LSTM with CNN
(LSTM+CNN). Firstly, the Keras embedding layer
generates the word embeddings for a maximum
caption length of 1000. Subsequently, these em-

beddings are propagated to the models. We con-
struct a CNN model consisting of one convolution
layer associated with a filter size of 32 and a ReLU
(Rectified Linear Unit) activation function in one ar-
chitecture. To further downsample the convoluted
features, we use a max-pooling layer followed by
a classification layer for the prediction. In another
architecture, we added a single LSTM layer of 100
neurons at the top of the CNN network and thus
created the LSTM + CNN model. Here, the LSTM
layer is introduced due to its effectiveness in cap-
turing the long-term dependencies from the long
text.

4.4 Multimodal Approach

Visual features are extracted using the pre-trained
VGG16 model. Following the VGG16 model, we
added a global average pooling layer with fully
connected and sigmoid layers. We employed CNN
and LSTM models to extract the textual features.
Finally, the output layers of the visual and textual
models are concatenated to form a single integrated
model. The output prediction is produced in all
combinations by a final sigmoid layer inserted after
the multimodal concatenation layer. All the models
are compiled with the ‘binary crossentropy’ loss
function. Aside from that, we utilize the ‘adam’
optimizer with a learning rate of 1e−3 and a batch
size of 32. Table 2 shows the list of tuned hyperpa-
rameters used in the experiment.

Hyperparameters Values
Dropout rate 0.2

Epoch 15
Optimizer ‘adam’

Learning rate 1e−3

Batch size 32

Table 2: List of hyperparameters values.

5 Result and Analysis

The task’s purpose is to categorize troll memes in
Tamil. We experimented with various visual and
textual models to deal with each modality. Fur-
thermore, the features from both modalities were
merged. The weighted f1-score determines the
models’ superiority. Other evaluation criteria, such
as precision and recall, are also considered to un-
derstand the model’s performance better. Table 3
exhibits the evaluation results of the models on the
test set. Concerning the multimodal approach, the
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Figure 2: Abstract process of troll meme classification

Approach Classifier Accuracy Precision Recall f1-score
VGG16 0.58 0.53 0.58 0.50

Visual ResNet50 0.58 0.50 0.58 0.45
VGG19 0.55 0.51 0.55 0.50

Textual CNN 0.55 0.52 0.55 0.52
LSTM+CNN 0.55 0.54 0.57 0.52

LSTM+VGG16 0.58 0.44 0.58 0.44
Multimodal CNN-Text+VGG16 0.59 0.55 0.59 0.49

CNN+LSTM+VGG16 0.59 0.49 0.58 0.46

Table 3: Evaluation results of visual, textual and multimodal models on the test set

CNN_Text+VGG16 model obtained a precision of
0.49 (not-troll class) and 0.60 (troll class) with a
weighted average precision of 0.55. The overall
performance of the models varies between 44%
and 56% weighted f1-score. The results indicate
that VGG16 and VGG19 have the same weighted
f1-score, but VGG16 has superior precision and
recall. Although ResNet50 has a lower f1-score,
its precision and recall are similar to VGG16. The
performance of the text-based models proved su-
perior to that of the image-based models. In the
textual approach, CNN and LSTM + CNN both
have the same f1-score of 0.52.

We also conducted experiments by combining
features from both modalities into a single model.
In the multimodal approach, the LSTM + VGG16
model had a f1-score of 0.44, whereas the CNN
Text + VGG16 model had a 3% higher f1-score
of 0.49. However, their combination with 0.46
f1-score could not outperform the textual-based

models. According to the results, the multimodal
model (CNN-Text +VGG16) outdoes others by ac-
quiring the highest recall of 0.59 but could not
perform well in terms of f1-score. The presence
of several images in all of the classes could cause
this. The dataset contains many memes with the
same visual content but distinct captions. Further-
more, many images do not convey any explicit
useful information that can be utilized to determine
whether a meme is a troll or not. Table 4 shows
the performance comparison between the proposed
(CUET89109115) and other models developed by
shared task participating teams. With 0.529 f1-
score our team (CUET89109115) placed fourth in
the competition. The implementation is available
on the Github2.

2https://github.com/Maruf089/DravidianLangTech-2022
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(a) Textual (b) Visual (c) Multimodal

Figure 3: Confusion Matrix of the best model in each approach (based on f1-score): (a) Textual (b) Visual (c)
Multimodal

Team Precision Recall f1-score
BPHC 0.6 0.613 0.596

hate-alert 0.558 0.567 0.561
SSN_MLRG1 0.555 0.565 0.558

CUET89109115 0.527 0.531 0.529
DLRG_RR 0.529 0.529 0.519

TeamX 0.466 0.544 0.466

Table 4: Summary of performance comparison for all
participating teams in the shared task

6 Error Analysis

A detailed error analysis is done on the best model
for each modality to gain more insights. Confu-
sion matrices are used to analyze the performance
(Figure 3). Figure 3c shows that, out of 395 troll
memes, the CNN Text + VGG16 model accurately
categorized 373 images while misclassifying 22
as not-troll. However, this model’s actual posi-
tive rate is lower than its true negative rate since
it correctly classified just 21 not-troll memes and
incorrectly classified 251 memes. The VGG16
model also performed well in the visual method,
successfully detecting 354 troll memes out of 395.
However, the model struggled to identify not-troll
memes, correctly classifying only 31 of a total of
272 not-troll memes and incorrectly classifying 241
of the exact total. Meanwhile, Figure 3a shows that
the CNN text model accurately categorized 294 of
395 troll memes, which is lower than the accuracy
of other models. In comparison, the model accu-
rately recognized only 72 non-troll memes out of
272. According to the results of the above investi-
gation, all models are biased toward troll memes
and incorrectly label more than 73% of memes
as trolls. This improper detection is most likely
due to the overlapping nature of memes across all
classes. Furthermore, 80 memes in the train set
and 34 memes in the test set were missed embed-
ded captions, making it challenging for textual and

multimodal models to predict the actual class.

7 Conclusion

This paper presented a deep learning model for de-
tecting troll memes in Tamil. We experimented
with visual, textual, and visual-textual fusion
techniques. Results revealed that the visual ap-
proach obtained the highest weighted f1-score of
0.50, whereas the textual approach (LSTM+CNN)
achieved 0.52 f1-score. However, after aggregat-
ing features from both modalities, we noticed a
slight drop in the model performance. The com-
bined CNN-Text+VGG16 model acquired the max-
imal weighted f1-score (0.49) with multimodal
approach outperformed other models. It will be
interesting to catch how the multimodal fusion per-
forms after extracting the visual and textual fea-
tures with state-of-the-art models. We aim to in-
vestigate transformer-based models (e.g., vision
transformer, IndicBERT, mBERT, XML-R, Electra,
MuRIL) with the extended dataset in the future.
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Abstract

This paper presents a summary of the findings
that we obtained based on the shared task on
machine translation of Dravidian languages.
We stood first in three of the five sub-tasks
which were assigned to us for the main shared
task. We carried out neural machine transla-
tion for the following five language pairs: Kan-
nada to Tamil, Kannada to Telugu, Kannada
to Malayalam, Kannada to Sanskrit, and Kan-
nada to Tulu. The datasets for each of the five
language pairs were used to train various trans-
lation models, including Seq2Seq models such
as LSTM, bidirectional LSTM, Conv2Seq, and
training state-of-the-art as transformers from
scratch, and fine-tuning already pre-trained
models. For some models involving mono-
lingual corpora, we implemented backtransla-
tion as well. These models’ accuracy was later
tested with a part of the same dataset using
BLEU score as an evaluation metric.

1 Introduction

Often, it becomes a challenge to develop a ro-
bust bilingual machine translation system, and that
too with limited resources at hand (Dong et al.,
2015). Moreover, for low-resource languages, such
as the Dravidian family of languages, achieving
high accuracy of translations remains a concern
(Chakravarthi et al., 2021). This paper presents
the development of machine translation systems
for Kannada to other Dravidian languages such as
Tamil, Telugu, Malayalam, Tulu, and Sanskrit.

Tamil is a Dravidian classical language used by
the Tamil people of South Asia. Tamil is an of-
ficial language of Tamil Nadu, Sri Lanka, Singa-
pore, and the Union Territory of Puducherry in
India (Subalalitha, 2019; Srinivasan and Subal-
alitha, 2019; Narasimhan et al., 2018). Significant

∗ equal contribution
† equal contribution
‡ equal contribution

minority speak Tamil in the four other South In-
dian states of Kerala, Karnataka, Andhra Pradesh,
and Telangana, as well as the Union Territory of
the Andaman and Nicobar Islands. It is also spo-
ken by the Tamil diaspora, which may be found
in Malaysia, Myanmar, South Africa, the United
Kingdom, the United States, Canada, Australia,
and Mauritius. Tamil is also the native language
of Sri Lankan Moors (Sakuntharaj and Mahesan,
2021, 2017, 2016; Thavareesan and Mahesan, 2019,
2020a,b, 2021). Tamil, one of the 22 scheduled lan-
guages in the Indian Constitution, was the first to be
designated as a classical language of India (Anita
and Subalalitha, 2019b,a; Subalalitha and Poovam-
mal, 2018). Malayalam is Tamil’s closest signifi-
cant cousin; the two began splitting during the 13th
century AD. Although several variations between
Tamil and Malayalam indicate a pre-historic break
of the western dialect, the process of separating
into a different language, Malayalam, did not occur
until the 15th or 17th century (Chakravarthi, 2020;
Chakravarthi and Muralidaran, 2021).

One of the approaches implemented consisted
of training conventional machine translation mod-
els which involved sequence to sequence learning
(Seq2Seq) (Sutskever et al., 2014). Seq2Seq is an
encoder-decoder approach, in which the encoder
reads the input sequence, one word at a time to pro-
duce a hidden vector. The decoder produces the out-
put sequence from the vector received from the en-
coder. We used LSTMs (Hochreiter and Schmidhu-
ber, 1997), Bidirectional LSTMs (BiLSTM) (Clark
et al., 2018) which learns bidirectional long-term
dependencies between time steps of time series or
sequence data, and convolutional Seq2Seq learn-
ing (Conv2Seq) (Gehring et al., 2017) which uses
multiple stacked layers of CNNs to learn long term
dependencies with lower time complexity. The
second approach involved training the transformer
model (Vaswani et al., 2017) from scratch using
the Fairseq library (Ott et al., 2019). We also imple-
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Parallel kn-ml kn-ta kn-te kn-tu kn-sn
Official 90,974 88,813 88,503 9,470 8,300
Monolingual ml ta te te te
IndicCorp 80,000 80,000 80,000 - -

Table 1: Statistics of the dataset used for training

mented the approach of fine-tuning the open-source
translation model provided by AI4Bharat on multi-
lingual data for Indic languages.

We also fine-tuned their translation models
for monolingual data, and then applied back-
translation (Edunov et al., 2018; Sennrich et al.,
2016a). Back-translation helps avoid the problems
caused by the shortage of data for low-resource
languages. It is a typical method of data augmenta-
tion that can enrich training data with monolingual
data. For the ACL 2022 shared task on machine
translation in Dravidian languages, we had to sub-
mit our results on the five Indic-Indic language
pairs: Kannada-Tamil, Kannada-Telugu, Kannada-
Malayalam, Kannada-Tulu, and Kannada-Sanskrit.
We have experimented and compared the results
of the aforementioned models. The datasets were
provided by DravidianLangTech. We have used the
BLEU (Papineni et al., 2002) evaluation metric for
computing accuracy.

2 Dataset Description

The bilingual dataset provided by the organizers
(Madasamy et al., 2022) was divided into three
sub-corporas of train, dev and test. The statis-
tics of the training data is given in Table 1. The
dev and test data provided also had the same
trend with 2,000 sentence pairs each for Kannada-
Malayalam, Kannada-Tamil and Kannada-Telugu
whereas Kannada-Sanskrit and Kannada-Tulu had
1,000 sentence pairs each test and dev.

To further improve the accuracy of the transla-
tions we used back-translation. The monolingual
data used for back-translation was taken from in-
dicCorp (Kakwani et al., 2020) (a large publicly-
available corpora for Indian languages created by
AI4Bharat from scraping through news, magazines,
and books over the web). Monolingual data used
was 80,000 each for Malayalam, Tamil and Tel-
ugu. We chose 80,000 sentences according to the
memory limitations of our GPU. We didn’t perform
backtranslation on Tulu and Sanskrit as we couldn’t
find good monolingual data for those languages.

From the monolingual data taken we generate

pseudo-parallel data. Using the official and the
pseudo-parallel data we train models to provide
translations from Kannada to the given Indic lan-
guages.

3 Data Preparation

In data preprocessing, the sentences present in the
given dataset contain punctuations, synonyms, mis-
spelled words, numbers, etc., and they have to be
cleaned before we pass it to the model.

For the sentences of Kannada, Malayalam, Tamil
and Telugu languages, we used the preprocessing
given by indicNLP library 1 , which contains pre-
processing for various Indian languages. We nor-
malize (helpful in reducing the number of unique
tokens present in the text) and then pre-tokenize
(for splitting the text object into smaller tokens for
better model training) (Harish and Rangan, 2020)
the input given followed by transliterating all the
indic data written in their own corresponding scrip-
ture to Devanagari scripture, along with applying
Byte-Pair Encoding (BPE) (Sennrich et al., 2016b).
Finally we pass the data to fairseq-preprocess to
binarize training data and build vocabularies from
the text of that particular language.

For Seq2Seq models such as LSTM and BiL-
STM, we took a smaller portion of the dataset, and
split it into training data of corpora size 4000, and
dev and test datasets of size 1000 for each language
pair. For training the Seq2Seq models as well as for
training simple transformers from scratch, we used
the Sacremoses tokenization 2, where Sacremoses
is a pre-installed dependency in the Fairseq toolkit.

4 System Description

4.1 For Kannada to Malayalam, Tamil,
Telugu

In the first system, we download the Indic-Indic
model for multilingual neural machine translation
given by indicTrans 3 which was trained on the

1https://github.com/anoopkunchukuttan/indic_nlp_library
2https://github.com/alvations/sacremoses
3https://indicnlp.ai4bharat.org/indic-trans/
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System kn-ml kn-ta kn-te kn-tu kn-sn
LSTM 0.3531 0.3537 0.4292 0.5535 0.8085
BiLSTM 0.3352 0.3636 0.4477 0.4200 0.8059
Conv2Seq 0.0233 0.0303 0.0701 0.3975 0.4400
Transformer From Scratch 0.3431 0.3496 0.4272 0.8123 0.5551
Pretrained Model 0.3241 0.3778 0.4068 NR NR
Finetuned+Backtranslation 0.2963 0.3536 0.3687 NR NR

Table 2: The scores mentioned are the BLEU scores on test data passed. NR represents ’Not Recorded’ as the
pretrained model did not support translations for those languages. Also, for the LSTM, BiLSTM, and transformer
models which were trained from scratch, we used a different test dataset, which was other than the one provided by
DravidianLangTech. Results in a similar range would be obtained for the test dataset provided by DravidianLangTech.
Highest score achieved for each language pair is marked in bold.

Samanantar dataset (Ramesh et al., 2022). We then
generate the pseudo-translations for monolingual
data using the same pre-trained transformer_4x
multilingual model. Finally, we train the official
data and the pseudo-parallel data generated using
back-translation to give the translation for the given
languages.

The second system which we used was a con-
volutional neural network (CNN) trained using us-
ing the ‘fconv’ architecture provided by the open-
source toolkit fairseq.py. Other Seq2Seq architec-
tures for machine translation included LSTM and
BiLSTM, wherein LSTM we construct a standard
encoder-decoder LSTM architecture, which is pro-
vided in the open-source toolkit fairseq.py

Whereas for BiLSTM we use the same ‘lstm’
architecture provided, with the only change of
making the original encoder parameter as bidirec-
tional. We also trained standard transformer mod-
els from scratch, again by using the Fairseq library
4. Fairseq provides a standard transformer architec-
ture which can be further used for training custom
transformer models for machine translation.

4.2 For Kannada to Tulu, Sanskrit

In the case of low-resource languages such as
Tulu and Sanskrit, there wasn’t any support avail-
able for multilingual models to be trained on such
languages, especially the transformer_4x model,
which is a multilingual NMT model by AI4Bharat,
trained on the Samanantar dataset (Ramesh et al.,
2022). Hence, we were unable to finetune the trans-
former_4x model and train the multilingual models
for these languages as shown in the Table 2 given as
Not Recorded (NR). Seq2Seq models (LSTM, BiL-
STM, CNN), and transformer models from scratch

4https://github.com/pytorch/fairseq

were trained. The aformentioned models were
trained using the Fairseq toolkit.

5 Experiments

5.1 Training Details

For training the models we used the fairseq, a se-
quence model toolkit written in Pytorch (Paszke
et al., 2019) developed by Facebook Artificial In-
telligence Research (FAIR) team.

We used the custom transformer transformer_4x
provided by AI4Bharat and finetuned it on the sum
of our official data and pseudo parallel corpora gen-
erated. This model was trained with a max-tokens
parameter of 1568 and a learning rate of 0.00003
with a label smoothing (Szegedy et al., 2016) of
0.1. For evaluation, we take the best checkpoint
from all the checkpoints saved. BLEU was used
as the best checkpoint metric and then translations
generated were recorded.

We also trained transformer models from scratch
which had the architecture consisted of 3 layers
each of the encoder and decoder, thus having six
stacked layers in the transformer model, The layer
size taken was 256 and 3 heads in each attention
layer, and the feed forward size for both encoder
and decoder was taken to be 512. Each of these
transformer models was trained for 10 epochs. The
batch size specified during training of these trans-
former models was 128. Dropout (Srivastava et al.,
2014) specified during training was 0.1 . Optimizer
used was the Adam optimizer (Kingma and Ba,
2014), and a learning rate of 0.0005. The models
were trained on 10 epochs each for every language
pair. Using fairseq-generate, we were able to get
the BLEU score, which was obtained by compari-
son between the translated sentences by the model
from the source language, with the corresponding
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target language translations.
For encoder-decoder models involving Seq2Seq

learning such as LSTM, BiLSTM and Conv2Seq
(using CNNs), we again used the Fairseq toolkit
for translation. (reference to the documentation 5).
The LSTM and BiLSTM architectures consisted of
a dropout (Srivastava et al., 2014) of 0.2, a learn-
ing rate of 0.005, and lr-shrink parameter set to
0.5. Maximum number of tokens in a batch were
set to 12000. In case of BiLSTM architectures,
the encoder-decoder architecture was made bidi-
rectional. The LSTM and BiLSTM were trained
for 25 epochs each. In the case of Conv2Seq, we
trained the models for 20 epochs each.

All the above mentioned hyperparameters were
giving the best possible results, and hence we pro-
ceeded with the use of the same. We finetuned
the basic configurations specified in the Fairseq
documentation. 6

5.2 Evaluation Metrics

Average sentence BLEU score was used as the
evaluation metric. To calculate the BLEU we cal-
culated the score for every sentence and then we
averaged the score for the whole corpora of sen-
tences. The BLEU scores were calculated using
the sentence_bleu function given by the translate
package 7 in NLTK library (Loper and Bird, 2002)
with equal weights set to 0.25 for all 4 grams with
equal contribution of all 4 grams in the final score.
The BLEU scores recorded in Table 2 and Table 4
is scored out of 1. where, closer to 1 means more
similarity.

6 Results

Language Translations

kn

ml

ta

te

tu

sn
en

Table 3: Sample translations taken from the test dataset

5https://fairseq.readthedocs.io/en/latest/
6https://fairseq.readthedocs.io/en/latest/index.html
7https://www.nltk.org/api/nltk.translate.html

For the results, please refer to Table 2. The ta-
ble contains the BLEU scores for the models on
which the test data of the language pairs are tested.
For the submission of the translations for the lan-
guage pairs, we used transformer_4x model from
AI4Bharat to obtain the translations from Kannada
to Tamil, Telugu, and Malayalam. Whereas for the
translations from Kannada to Tulu and Sanskrit,
transformer models were built from scratch. Re-
sults are according to the NLTK BLEU evaluation
metric. (After our submission for the workshop
task, we explored other models and were getting
much better results for the same. You could see
those results in the Table 2)

7 Competition Results

kn-ml kn-ta kn-te kn-tu kn-sn
0.2963 0.3536 0.3687 0.0054 0.035

Table 4: BLEU scores of the translations submitted
to the Machine Translation in Dravidian Languages-
ACL2022 shared task

We obtained rank 1 for translations from Kannada
to Malayalam, Kannada to Telugu and Kannada
to Tamil. For translations from Kannada to San-
skrit and for Kannada to Tulu translations we stood
3rd and 4th respectively (We had initially sent the
wrong results for kn-sn and kn-tu for the work-
shop task submission, hence the low scores were
obtained for the same). Results of test sets on the
shared task is given in Table 4.

8 Related Work

The domain of neural machine translation tasks
has been among the interest topics for many re-
searchers. The first machine translation model us-
ing deep neural networks was proposed by Kalch-
brenner and Blunsom (Kalchbrenner and Blunsom,
2013) . NMT has since been widely studied across
the scientific community.

In encoder-decoder mechanisms, the words are
converted into word embeddings in the encoder,
which are then passed to the decoder which uses an
attention mechanism, encoder representations, and
previous words to generate the next word in the
translation. The encoder and decoder can be deep
neural networks such as RNN (Bahdanau et al.,
2014), CNN (Gehring et al., 2017), or feed-forward
neural networks (Vaswani et al., 2017). Further,
there were self-attention models proposed such as
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transformers which aided to further research in
NMT. A notable research related to the efficiency
of the same was presented at the proceedings of the
7th Workshop on Asian Translation in 2020 (Dabre
and Chakrabarty, 2020). Other related works in-
clude those presented at previous ACL conferences
in 2019 (Sennrich and Zhang, 2019) and 2020
(Araabi and Monz, 2020).

Pertaining to research in machine translation in
Dravidian languages, Xie (Xie, 2021) was able to
achieve BLEU scores of 38.86, 36.66, and 19.84
for English-Telugu, English-Tamil, and English-
Malayalam using multilingual translation and back-
translation. (Koneru et al., 2021) worked on imple-
menting a translation system for English to Kan-
nada by limited use of supplementary data between
English and other Dravidian languages. Other
works include CVIT’s submissions to WAT-2019
(Philip et al., 2019), a transformer-based multilin-
gual Indic-English NMT system (Sen et al., 2018),
comparison of different orthographies for machine
translation of under-resourced Dravidian languages
(Chakravarthi et al., 2019), etc.

9 Conclusion

Thus, we implemented neural machine translation
systems for Dravidian languages. We utilized dif-
ferent architectures for the same, and analyzed their
performance. In future, we plan to train our mod-
els with large-scale GPUs. We plan to apply other
tokenization methods for the language corpora as
well for better training. Also, we plan to train our
models with expanded corpora for better results.
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Abstract

Code-switching refers to the textual or spo-
ken data containing multiple languages. Ap-
plication of natural language processing (NLP)
tasks like sentiment analysis is a harder prob-
lem on code-switched languages due to the
irregularities in the sentence structuring and
ordering. This paper shows the experiment
results of building a Kernel based Extreme
Learning Machines(ELM) for sentiment anal-
ysis for code-switched Dravidian languages
with English. Our results show that ELM per-
forms better than traditional machine learning
classifiers on various metrics as well as trains
faster than deep learning models. We also
show that Polynomial kernels perform better
than others in the ELM architecture. We were
able to achieve a median AUC of 0.79 with a
polynomial kernel.

1 Introduction

Because of the expansion of user-generated ma-
terial, it is now possible to automatically detect
linked attitudes. A ”sentiment” is a good or neg-
ative opinion, emotion, feeling, or thinking con-
veyed by a sentiment bearer (user). In general,
sentiment analysis attempts to extract certain sen-
timents from text automatically (Sakuntharaj and
Mahesan, 2021, 2017, 2016; Thavareesan and Ma-
hesan, 2019, 2020a,b, 2021). Sentiment analy-
sis seeks to analyse textual patterns in order to
find a sentiment at the word, phrase, or document
level. Sentiment analysis is widely used in a variety
of sectors today, including public-health monitor-
ing, electoral patterns, predicting terrorist actions,
and social network analysis (Sampath et al., 2022;
Ravikiran et al., 2022).

Dravidian languages, Tamil, Kannada and
Malayalam are widely spoken by over 250 mil-
lion people, but still is a a sparse language for NLP
tasks (Chakravarthi et al., 2021, 2022; Bharathi

et al., 2022; Priyadharshini et al., 2022). Dravid-
ian languages are a spoken mostly in southern In-
dia, north-east Sri Lanka, and south-west Pakistan
(Anita and Subalalitha, 2019b,a; Subalalitha and
Poovammal, 2018). There have been tiny but im-
portant immigrant groups in Mauritius, Myanmar,
Singapore, Malaysia, Indonesia, the Philippines,
the United Kingdom, Australia, France, Canada,
Germany, South Africa, and the United States since
the colonial era (Subalalitha, 2019; Srinivasan and
Subalalitha, 2019; Narasimhan et al., 2018). Tamil
is a member of the southern branch of the Dra-
vidian languages, a group of about 26 languages
indigenous to the Indian subcontinent. It is also
classed as a member of the Tamil language family,
which contains the languages of around 35 ethno-
linguistic groups, including the Irula and Yerukula
languages.

The influence of English in the regions where
these languages are spoken is higher due to the colo-
nial history and the medium of schooling (Priyad-
harshini et al., 2021; Kumaresan et al., 2021).
However the ease of expression of sentiments
switches between the words in the Dravidian lan-
guage and English with most of the bilinguists
versatile in both, especially on online social plat-
forms (Chakravarthi, 2020; Chakravarthi and Mu-
ralidaran, 2021). The sentiment analysis of text
written in code-switched language between the Dra-
vidian languages and English is analysed in this
paper through a novel kernel based ELM.

,

2 Related work

Multi-class classification of text sentiment has been
approached in both, traditional machine learning
models as well as in deep learning models in the
past. Chakravarthi et al. has previously shown the
performance of traditional classifiers for Dravidian
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Language Positive Negative Mixed Feelings Unknown State
Tamil 20,070 4,271 4,020 5,628
Malayalam 6,421 2,105 926 5,279
Kannada 2,823 1,188 574 711

Table 1: Data split between various classes.

languages. Kumar et al. (2021) showed that the
performance metrics was the best with ensemble
models in Dravidian language code-mixed dataset.
Deep learning models like LSTM have been used
by Yadav and Chakraborty (2020) for sentiment
classification. However most of the pre-trained
models like BERT takes as longer as 84 hours to
train and there are optimisation efforts on reducing
the time as experimented by You et al. (2020). One
of the parallel optimisation technique on neural
network is to use a single layer hidden layer which
is explored in Extreme learning Machines (ELM)
by Huang et al. (2004). There has been no work so
far in exploring ELM on code-switched languages
and hence this paper explores the possibility of
using ELM for sentiment analysis. The following
research questions (RQ) are explored through our
experiments.

• RQ1: Will ELM be faster to train than
deep-learning models and yield better results
for sentiment analysis on code-switched lan-
guages?

• RQ2: Will sentiment analysis models per-
form better with dimensionality reduction,
word embedding and data balancing tech-
niques, which we hypothesise to be true.

3 Dataset

We conducted our experiments on the labelled data
from the YouTube comments using three code-
mixed benchmark datasets published for Dravidian
languages. Kannada code-switched corpus, pub-
lished by Hande et al. (2020) was our primary
source. Similarly Tamil code-switched corpus, pub-
lished by Chakravarthi et al. (2020b) was used. For
Malayalam code-switched corpus, we used the data
published by Chakravarthi et al. (2020a).

The multi-class dataset contains manually la-
belled sentiments for code-switched data. This
dataset is an imbalanced one with a skew towards
the labels containing ’Positive’ sentiments. The
split between various classes is shown in Table 1.

4 Experiment Setup

A multi-staged pipeline was setup for our experi-
ments as depicted in Figure 1.

4.1 Data preprocessing

The raw corpus in code-switched languages were
preprocessed with steps such as case conversion, re-
moving stopwords and emoticons, lemmatizing to
retain only the root form of the morpheme. Most of
the preprocessing was done using NLTK1. Labels
in the original dataset were ’Positive’, ’Negative’,
’Mixed Feelings’, ’Unknown State’ and ’Not in the
target language’. Since we were using an explicit
language identifier, langdetect2, and primarily fo-
cusing on sentiment classification, we removed the
data with the label ’Not in the target language’ and
retained the rest for our training.

4.2 Word embedding

Our focus during the experiment was to use a lan-
guage specific word embedding technique. One
such pre-trained word embedding model is pro-
vided by FastText3 in multiple languages including
Tamil, Kannada and Malayalam. Sentence vectori-
sation after the language identification was done
using the pre-trained FastText word vectors in 300
dimensions on the preprocessed dataset.

4.3 Feature selection

The vectorised sentences along with the labels af-
ter the word embedding was either retained as-is,
with all the features (All) or was subjected to di-
mensionality reduction using Principal Component
Analysis (PCA). Two different datasets were cre-
ated for each of the languages, one with All and
the other constrained through PCA.

4.4 Data balancing techniques

Since the data is skewed, the vectorised dataset was
then subjected to data balancing techniques. We
wanted to study the effect of both, imbalanced as

1https://www.nltk.org/
2https://pypi.org/project/langdetect/
3https://fasttext.cc/docs/en/crawl-vectors.html
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Figure 1: Pipeline of the experimental setup

well as the balanced data. Hence we created two
other copies of the data. The first was to retain
the data imbalance. The second was to overcome
the class imbalance using an oversampling tech-
nique, Synthetic Minority Over-sampling TEch-
nique (SMOTE). This used synthetic minority class
samples to build a dataset of equal number of sam-
ples in all classes. The dataset was then subjected
to a split of training and test data. Data normali-
sation was done using a 5-fold cross validation on
the dataset.

4.5 Kernel-ELMs
We setup a Extreme Learning Machine (ELM)
through a single layer feed forward neural net-
work with the same number of hidden layer nodes
as the dimension of the sentence vectors in the
dataset. The activation layer was through various
kernels like Radial Basis Functions (RBF), Lin-
ear and Polynomial. Each set of data was trained
and evaluated through the Kernel-based ELM. We
also ensured that 98% of the variance in the data is
present. The training time was around 60 minutes
for most of the languages which was faster than
deep learning model training time.

5 Observations and Analysis

The combination of features and data-balancing
techniques from the pipeline was evaluated sepa-
rately with each of the ELM kernels. Performance
metrics like accuracy as well as the receiver oper-
ating characteristic (ROC) curve was determined
for each of the dataset. We also measured the Area
under the ROC curve (AUC) for each combination
of the dataset as observed in Table 2.

5.1 Accuracy analysis
One of the major observations was that all the code-
switched languages in combination with the fea-
tures and data balancing techniques was yielding
the best accuracy when all the features were se-
lected instead of dimensionality constraining with

techniques like PCA. Balancing techniques like
SMOTE was worsening the accuracy instead of
bettering it. This pattern is observed with all the
language datasets irrespective of the Kernel chosen.
Our hypothesis is that this might be due to the over-
generalisation with the minority synthetic dataset
which might be from the overlapping areas. Since
there is larger and less specific decision boundary
in SMOTE, there is also a possibility of augment-
ing noisy regions as also studied by Santos et al.
(2018).

5.2 Kernel analysis

One of our research objectives was to analyse the
various activation kernels. Linear kernels (LIN)
generally perform good for text data. But in our
experiments, we subjected the code-switched text
data to higher dimension word embedding, where
linear kernels did not perform better. This was vali-
dated through our experiments where a non-linear
kernel like RBF or Polynomial (POLY) of degree 2
was always performing better than linear across the
languages. However, between the RBF and Polyno-
mial Kernels, it was a close contest between them,
where the values were very similar. For instance,
we achieved an accuracy of 0.67 for Malayalam
imbalanced data with all features considered, in
both RBF and Polynomial Kernels.

5.3 Boxplot analysis

We evaluated the median through the boxplot as
in Figure 2 of both accuracy and AUC across the
language-feature-data combination. We notice that
Polynomial kernel compares better than both, linear
as well as RBF kernels in AUC as well as Accuracy
evaluation. The median accuracy is 0.63 with a
Polynomial kernel compared to 0.55 with Linear
and 0.62 with RBF kernels. AUC is also better
with Polynomial kernels where it yields 0.79 at
the median compared to 0.77 of RBF and 0.74 of
linear kernels. Polynomial kernels are known to
favor discrete data that has no natural notion of
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Code-mixed
with English Features Data Acc

RBF
Acc
LIN

Acc
POLY

AUC
RBF

AUC
LIN

AUC
POLY

Tamil All Imbalanced 0.67 0.67 0.68 0.72 0.72 0.75
Tamil PCA Imbalanced 0.67 0.67 0.67 0.70 0.68 0.71
Tamil All SMOTE 0.56 0.51 0.57 0.79 0.76 0.80
Tamil PCA SMOTE 0.49 0.46 0.49 0.74 0.72 0.74
Mal All Imbalanced 0.67 0.64 0.67 0.76 0.74 0.81
Mal PCA Imbalanced 0.61 0.61 0.61 0.70 0.66 0.70
Mal All SMOTE 0.63 0.54 0.64 0.84 0.78 0.85
Mal PCA SMOTE 0.48 0.43 0.48 0.75 0.70 0.74
Kannada All Imbalanced 0.71 0.59 0.70 0.84 0.77 0.86
Kannada PCA Imbalanced 0.60 0.55 0.59 0.78 0.73 0.78
Kannada All SMOTE 0.74 0.53 0.69 0.89 0.78 0.89
Kannada PCA SMOTE 0.57 0.51 0.56 0.81 0.75 0.80

Table 2: Accuracy and AUC values through various kernels and data selection techniques (Best values in bold).

smoothness as studied by Smola et al. (1998).

5.4 Dimensionality reduction analysis

We hypothesised that dimensionality reduction
techniques like PCA will better the performance
of the model relative to selecting all the features.
But across the kernels as well as languages, PCA
performed worse by dropping the accuracy margin,
than when selecting all the features. Our analy-
sis is that in text embeddings like FastText, the
higher the dimensions it better captures the context
generally for each word in a 300x1 column vector.
The embedding size can be reduced by constrain-
ing with techniques like PCA while training in the
word vectors but higher dimensions are preferred.
Hence, vital spatial information which is impor-
tant for classification is lost and hence the accuracy
degrades.

5.5 Data balancing analysis

While we also hypothesised that data balancing
techniques like SMOTE might improve the model’s
performance, during the experiments we found that
the AUC is the best when SMOTE is used along
with all the features. This is evident across all the
three code-switched languages. For instance, for
the Kannada code-switched dataset, selecting all
the features yield better results as seen in Figure 3
relative to using SMOTE as shown in Figure 4. We
believe that the sentiment classifier achieves good
performance on the positive class (high AUC) at
the cost of a high false negatives rate (or a low
number of true negative).

Figure 2: Boxplot of accuracy and AUC with various
ELM Kernels

6 Conclusion

In this paper, various Kernel based ELMs like RBF,
Linear and Polynomial have been experimented,
along with combination of data constraining tech-
niques like PCA and data balancing techniques like
SMOTE for accuracy and AUC determination for
code-switched languages. Our experimental results
show that:

• ELM based techniques are faster to train rela-
tive to deep-learning models.

• Polynomial Kernels outperform Linear and
RBF Kernels in ELMs across languages.

• SMOTE techniques with all the features
favour better AUC in ELM models.
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Figure 3: ROC curves of various classes for Kannada
dataset with all the features in a Polynomial Kernel

Figure 4: ROC curves of various classes for Kannada
dataset constraining with PCA and SMOTE in a Poly-
nomial Kernel

• ELM perform better in the chosen metrics
relative to the traditional ensemble classifiers.

The next steps would be to improve on the word
embedding and language identification on code-
switched data for kernel based ELMs.
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CN Subalalitha and E Poovammal. 2018. Automatic
bilingual dictionary construction for Tirukural. Ap-
plied Artificial Intelligence, 32(6):558–567.

Sajeetha Thavareesan and Sinnathamby Mahesan.
2019. Sentiment analysis in Tamil texts: A study on
machine learning techniques and feature representa-
tion. In 2019 14th Conference on Industrial and In-
formation Systems (ICIIS), pages 320–325.

Sajeetha Thavareesan and Sinnathamby Mahesan.
2020a. Sentiment lexicon expansion using
Word2vec and fastText for sentiment prediction in
Tamil texts. In 2020 Moratuwa Engineering Re-
search Conference (MERCon), pages 272–276.

189



Sajeetha Thavareesan and Sinnathamby Mahesan.
2020b. Word embedding-based part of speech tag-
ging in Tamil texts. In 2020 IEEE 15th International
Conference on Industrial and Information Systems
(ICIIS), pages 478–482.

Sajeetha Thavareesan and Sinnathamby Mahesan.
2021. Sentiment analysis in Tamil texts using k-
means and k-nearest neighbour. In 2021 10th Inter-
national Conference on Information and Automation
for Sustainability (ICIAfS), pages 48–53.

Siddharth Yadav and Tanmoy Chakraborty. 2020. Un-
supervised sentiment analysis for code-mixed data.

Yang You, Jing Li, Sashank Reddi, Jonathan Hseu,
Sanjiv Kumar, Srinadh Bhojanapalli, Xiaodan Song,
James Demmel, Kurt Keutzer, and Cho-Jui Hsieh.
2020. Large batch optimization for deep learning:
Training bert in 76 minutes.

190



Proceedings of the Second Workshop on Speech and Language Technologies for Dravidian Languages, pages 191 - 198
May 26, 2022 ©2022 Association for Computational Linguistics

CUET-NLP@DravidianLangTech-ACL2022: Exploiting Textual Features
to Classify Sentiment of Multimodal Movie Reviews

Nasehatul MustakimΨ, Nusratul JannatΨ, Md. Maruf HasanΨ, Eftekhar Hossainf,
Omar SharifΨ and Mohammed Moshiul HoqueΨ
ΨDepartment of Computer Science and Engineering

fDepartment of Electronics and Telecommunication Engineering
fΨChittagong University of Engineering & Technology, Chattogram-4349, Bangladesh

{u1604109, u1604115, u1604089}@student.cuet.ac.bd
{eftekhar.hossain, omar.sharif, moshiul_240}@cuet.ac.bd

Abstract

With the proliferation of internet usage, a mas-
sive growth of consumer-generated content on
social media has been witnessed in recent years
that provide people’s opinions on diverse issues.
Through social media, users can convey their
emotions and thoughts in distinctive forms such
as text, image, audio, video, and emoji, which
leads to the advancement of the multimodality
of the content users on social networking sites.
This paper presents a technique for classifying
multimodal sentiment using the text modality
into five categories: highly positive, positive,
neutral, negative, and highly negative. A shared
task was organized to develop models that can
identify the sentiments expressed by the videos
of movie reviewers in both Malayalam and
Tamil languages. This work applied several
machine learning (LR, DT, MNB, SVM) and
deep learning (BiLSTM, CNN+BiLSTM) tech-
niques to accomplish the task. Results demon-
strate that the proposed model with the decision
tree (DT) outperformed the other methods and
won the competition by acquiring the highest
macro f1-score of 0.24.

1 Introduction

Over the years, sentiment analysis has grown to an
influential research domain with widespread com-
mercial applications in the enterprise. To date, a sig-
nificant number of applications have already been
used for classifying or analyzing textual sentiment,
including customer feedback (Pankaj et al., 2019;
Hossain et al., 2021a), recommendation systems
(Preethi et al., 2017), medicine analysis (Rajput,
2019), marketing, financial strategies (Jangid et al.,
2018) and so on (Sampath et al., 2022; Raviki-
ran et al., 2022; Chakravarthi et al., 2022; Priyad-
harshini et al., 2022). Usually, people express their
opinions, emotions, and ideas through text over
the internet (Chakravarthi, 2020; Chakravarthi and
Muralidaran, 2021). However, the mode of com-
munication is gradually shifting from unimodal to

multimodal due to the rapid growth of all sorts
of media content, including massive collections
of videos (e.g., YouTube, Facebook, TikTok), au-
dio clips, and images (Chakravarthi et al., 2020b;
Bharathi et al., 2022). Classification of sentiment
utilizing multiple modalities is becoming increas-
ingly important and an exciting research topic. Mul-
timodal sentiment analysis can analyze public opin-
ions based on the speaker’s language, facial ges-
tures and acoustic behaviours, and voice’s intensity
(Ghanghor et al., 2021a,b; Yasaswini et al., 2021).

In recent years, a few studies have been per-
formed on unimodal sentiment analysis concerning
low-resource languages (e.g., Tamil, Malayalam,
Bengali) (Priyadharshini et al., 2020, 2021; Ku-
maresan et al., 2021; Chakravarthi et al., 2021a,
2020a). The most challenging task in categorizing
movie reviews is the interpretation of the words as
most of the time, words are anticipated to the ele-
ments of a movie, not the opinion of the reviewer
(Wöllmer et al., 2013; Mamun et al., 2022). More-
over, most language processing works mainly con-
centrate on high-resource languages like English,
Arabic, and other European languages, where stan-
dard datasets are not available for low-resource
languages. This work addresses the multimodal
sentiment analysis from movie reviews in Tamil.

Tamil is a member of the southern branch of
the Dravidian languages, a group of about 26 lan-
guages indigenous to the Indian subcontinent. It
is also classed as a member of the Tamil language
family, which contains the languages of around
35 ethno-linguistic groups, including the Irula and
Yerukula languages (Sakuntharaj and Mahesan,
2021, 2017, 2016; Thavareesan and Mahesan, 2019,
2020a,b, 2021). Tamil is an official language of
Tamil Nadu, Sri Lanka, Singapore, and the Union
Territory of Puducherry in India. Significant mi-
nority speak Tamil in the four other South Indian
states of Kerala, Karnataka, Andhra Pradesh, and
Telangana, as well as the Union Territory of the
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Andaman and Nicobar Islands. It is also spo-
ken by the Tamil diaspora, which may be found
in Malaysia, Myanmar, South Africa, the United
Kingdom, the United States, Canada, Australia,
and Mauritius (Subalalitha, 2019; Srinivasan and
Subalalitha, 2019; Narasimhan et al., 2018). Tamil
is also the native language of Sri Lankan Moors.
The term "Old Tamil" refers to the time of the
Tamil language from the 10th century BC to the
8th century AD. The earliest Old Tamil documents
are small inscriptions in Adichanallur dating from
905 BC to 696 BC. These inscriptions are written
in Tamil-Brahmi, a variation of the Brahmi script.
The Tolkppiyam, an early work on Tamil grammar
and poetics, is the first extended book in Old Tamil,
with layers dating back to the late 6th century BC
(Anita and Subalalitha, 2019b,a; Subalalitha and
Poovammal, 2018).

The significant contributions of this work illus-
trate as follows,

• Developed various machine learning (ML)
and deep learning (DL) based techniques to
classify the sentiments into five classes (i.e.,
highly positive, positive, neutral, negative,
and highly negative) for the Tamil language.

• Investigated the performance of the developed
models with careful experimentation and error
analysis.

2 Related Work

With the rapid popularization of social media, peo-
ple’s eagerness to express their views or opinions
on these mediums increases sharply. However, sen-
timent analysis in low-resource languages is still
rudimentary due to the scarcity of standard cor-
pora and limited language processing tools. Few
ML-based methods such as support vector machine
(SVM), logistic regression (LR), naive Bayes (NB)
have been used to analyze the textual sentiment in
Bengali (Naeem et al., 2020; Sharif et al., 2019).
Thavareesan and Mahesan (2019) performed senti-
ment analysis on five different Tamil text corpora
using various ML techniques with BoW and TF-
IDF features, which obtained the highest accuracy
of 79% with Extreme Gradient Boosting with Fast-
Text. Singla et al. (2017) experimented with NB,
DT, and SVM with the 10-fold cross-validation
achieving 81.75% accuracy with SVM. Phani et al.
(2016) used the SAIL corpus to assess the senti-
ment of tweets. They achieved the best perfor-

mance in Tamil with NB and Hindi, Bengali with
LR. The performance of these models is not very
impressive as they were unable to capture semantic
and contextual information in the text. The major
obstacles are the inherent ambiguity of the lan-
guage, the computational complexity of exploring
large amounts of content, resource-poor language
problems, and the contextual understanding of nat-
ural language (Zhou et al., 2021; Hossain et al.,
2021b).

Different DL models were applied to Malay-
alam tweets to classify them into positive and neg-
ative where Gated Recurrent Unit (GRU) achieved
the highest accuracy (Soumya and Pramod, 2019).
Several approaches, including lexicon, supervised
ML, hybrid, were experimented on Tamil texts
(Thavareesan and Mahesan, 2019; Phani et al.,
2016; Prasad et al., 2016). Abid et al. (2019) pro-
posed a joint structure that combines CNN and
RNN layers along with GloVE embeddings for
capturing long-term dependencies of Twitter data.
In another similar work, the sentiment lexicon is
used to enhance the sentiment features, and then
CNN-GRU networks are combined to analyze the
sentiment of product reviews (Yang et al., 2020).
Pranesh and Shekhar (2020) presented ‘MemeSem’
where VGG19 is used for visual and BERT for tex-
tual modality to analyze the sentiment of memes.
MemeSem outperformed all the unimodal and mul-
timodal baseline by 10.69% and 3.41% respectively.
Recently, the CNN + Bi-LSTM model (Xuanyuan
et al., 2021) has been employed to classify the
sentiment of Twitter data and gained the highest ac-
curacy of 90.2% for binary classification (positive
and negative).

3 Dataset Description

The dataset we have used for this task is provided
by the shared task organizers1. It is a collec-
tion of videos, audios, and text accumulated from
YouTube and manually annotated. The dataset is
divided into three sets (i.e., train, validation, and
test) and annotated into five classes: highly posi-
tive, positive, neutral, negative, and highly negative.
The dataset consists of a total of 134 videos, out of
which 70 are Malayalam videos and the remaining
64 are Tamil videos (Chakravarthi et al., 2021b;
Premjith et al., 2022). The length of the videos is
between 1 minute to 3 minutes. Table 1 presents
the distribution of the dataset. Table 2 shows the

1https://competitions.codalab.org/competitions/36406
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number of samples in each category. This work
dealt with the Tamil language dataset only.

This work employed textual features to address
the assigned task. Participants have the freedom
to utilize unimodal data (i.e., video, audio, or text)
or multimodal (i.e., a combination of any two or
three modalities) features to perform the classifi-
cation task. Each text is provided in the *.docx
file format. Therefore, we extracted all the texts
from documents before starting the experimenta-
tion and evaluation (Section 4 provides a detailed
description).

4 Methodology

The objective of the task is to classify the under-
lying sentiments from movie reviews using video,
audio, and text modalities. However, we have used
only textual data to attain this goal. Initially, texts
were taken from the *.docx files and preprocessed
for further use. Subsequently, feature extraction
techniques are applied to get the features. Finally,
the extracted features are utilized to develop ML
and DL models to perform the classification task.
Figure 1 illustrates an abstract view of the senti-
ment analysis model.

4.1 Feature Extraction

TF-IDF technique has been used to extract the uni-
gram textual features for developing the ML mod-
els. On the other hand, Word2vec and FastText
(Grave et al., 2018) embeddings are used to train
the DL models. This work used pre-trained word
vectors which were trained on Common Crawl and
Wikipedia texts with a dimension of 300. In case
of Word2Vec embeddings, we employed the Keras
embedding layer to generate the vectors of length
260.

4.2 Classifiers

Four popular ML models (LR, DT, SVM, and
MNB) have been developed to address the task
using the ‘scikit-learn’ library. We devised the LR
technique with the regularization parameter (C=5)
and ‘lbfgs’ optimizer. The smoothing parameter
(α) settled to 1.0 in the case of MNB. Meanwhile
linear kernel with balanced class weight and C = ‘2’
was used for SVM. However, the DT model param-
eters are: class weight = ‘balanced’ and criterion =
‘gini’.

The task investigates two DL models (CNN and
BiLSTM) and their combination (CNN+BiLSTM).

For BiLSTM, we utilize the features extracted by
the Word2Vec with an embedding dimension of
100. The BiLSTM consists of 128 units, and the
dropout rate is set to 0.2 to reduce the overfit-
ting. Finally, features are flattened and passed
to the softmax layer for prediction. The model
is trained for 30 epochs with a batch size of 32.
For the CNN+BiLSTM based approach, we have
used pre-trained FastText embedding. The output
of Conv1D having 128 filters was fed to the max-
pooling layer to downsample the features. These
features were propagated to a bidirectional LSTM
layer with 128 units. The model was also trained
with a batch size of 32 for 30 epochs. For both mod-
els, the learning rate settled to 0.001, and ‘sparse
categorical crossentropy’ is used to evaluate the
loss. Keras callback function is utilized to save
the best model during training used for the final
evaluation. Table 3 shows the summary of hyper-
parameters used in the experiment.

5 Results and Analysis

Table 4 illustrates the performance of the models
in terms of precision, recall and f1-score measures.
The f1-score is used to decide the superiority of
the model.

The results demonstrate that the DT model out-
performed the other ML and DL models. The DT
models showed 86.6% of increased performance
compared to the ML models and improved by 140%
than the best DL model (CNN+BiLSTM). The
other ML models, such as LR, SVM, and MNB,
were classified all test instances as the positive
class. The BiLSTM with Word2Vec features pre-
dicts maximum reviews as neutral ones having a
macro f1 score of 0.07. However, after using the
pre-trained word embedding with combined CNN
and BiLSTM model, the macro f1-score has grown
to 0.10. Thus, the model shows an increase in
performance using pre-trained word embedding.
However, it cannot beat the DT model developed
based on the TF-IDF features.

Table 5 shows the class-wise f1-score of the
models. The PS class obtained the maximum
f1-score (0.80) in DT model because this class
contained the highest number of instances in the
dataset. In contrast, the HPS and HNE classes
showed the lowest f1-score (0.0). That means any
model cannot predict any sample of HPS and HNE
classes due to the minimal number of samples in
the dataset. In particular, HPS class contained only
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Tamil Malayalam
Dataset Train Test Validation Train Test Validation Size(MB)
Video 44 10 10 50 10 10 1111.8
Audio 44 10 10 50 10 10 162.2
Text 44 10 10 50 10 10 1.003
Total 132 30 30 150 30 30 1275.003

Table 1: Statistics of dataset

Input 
Texts

TF-IDF

- LR
- DT
- MNB
- SVM

ML Models

DL Models
- BiLSTM
- CNN+BiLSTM

Output 
Predictions

Word2Vec
FastText

Feature 
Extraction

Classifier

Figure 1: An overview of the sentiment analysis model

Class Label Tamil Malayalam
HPS 9 8
PS 39 38
NT 8 8
NE 12 5

HNE 2 5
Total 64 70

Table 2: Class-wise data sample distribution for each
language. Here HPS, PS, NT, NE, and HNE indicate
highly positive, positive, neutral, negative, and highly
negative, respectively

Hyperparameters Values
Dropout rate 0.2

Optimizer ‘adam’
Learning rate 0.001

Epoch 30
Batch size 32

Table 3: Summary of tuned hyperparameters

9 samples whereas, HNE consisting only 2.

5.1 Error Analysis
Table 4 confirmed that the DT model is the best
for the assigned task. The model’s performance
is further investigated using the confusion matrix
(Figure 2) with detailed error analysis.

Figure 2: Confusion matrix of the best model (DT)

The model can genuinely predict 4 positive re-
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Approach Classifier Precision Recall f1-score
LR 0.20 0.10 0.13

ML models DT 0.21 0.36 0.24
MNB 0.20 0.10 0.13
SVM 0.20 0.10 0.13

DL models BiLSTM 0.20 0.04 0.07
CNN+BiLSTM 0.12 0.09 0.10

Table 4: Performance comparison of various models on the test set

Classifier HPS PS NT NE HNE
LR 0.0 0.67 0.0 0.0 0.0
DT 0.0 0.80 0.0 0.40 0.0

MNB 0.0 0.67 0.0 0.0 0.0
SVM 0.0 0.67 0.0 0.0 0.0

BiLSTM 0.0 0.0 0.33 0.0 0.0
CNN+BiLSTM 0.0 0.50 0.0 0.0 0.0

Table 5: Class-wise f1-score of classifiers

views among 5 reviews. It miss-classifies only one
neutral review as the positive class. The model
predicted the negative class correctly but miss-
classified the highly negative, neutral, and positive
class as a negative one. The DT model is failed to
predict the highly positive and the neutral classes.
The model’s low performance can be due to the
lack of training data samples. Since this work con-
sidered the text modality only, it might miss some
essential features associated with video and audio
samples. The use of multimodal features might
improve the performance of the system.

6 Conclusion

This paper investigated several ML and DL tech-
niques to address the sentiment analysis task on
a multimodal dataset in Tamil. Although the pro-
vided dataset included text, audio, and video modal-
ities, this work considered the text modality. Re-
sults indicate that the DT model outperformed the
other ML and DL models obtaining the maximum
macro f1-score (0.24). Surprisingly, DL models
showed poor performance compared to their ML
counterparts. Since the dataset is too small and
crooked, data oversampling techniques or any open
source large corpora can be used to create syn-
thetic data to improve performance. The scarcity of
training samples might cause lower scores. More-
over, excluding the video and audio features might
also hurt the model’s performance. We aim to in-
corporate multimodal features (video, audio, text)
and address the task with the recent transformer-
based models (i.e., IndicBERT, mBERT, XML-R,

MuRIL) in the future.
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Abstract

Recently, emotion analysis has gained in-
creased attention by NLP researchers due to
its various applications in opinion mining,
e-commerce, comprehensive search, health-
care, personalized recommendations and on-
line education. Developing an intelligent emo-
tion analysis model is challenging in resource-
constrained languages like Tamil. Therefore a
shared task is organized to identify the under-
lying emotion of a given comment expressed
in the Tamil language. The paper presents our
approach to classifying the textual emotion in
Tamil into 11 classes: ambiguous, anger, an-
ticipation, disgust, fear, joy, love, neutral, sad-
ness, surprise and trust. We investigated vari-
ous machine learning (LR, DT, MNB, SVM),
deep learning (CNN, LSTM, BiLSTM) and
transformer-based models (Multilingual-BERT,
XLM-R). Results reveal that the XLM-R model
outdoes all other models by acquiring the high-
est macro f1-score (0.33).

1 Introduction

Textual emotion analysis is the automatic process
of specifying a text into an emotion class from pre-
defined connotations (Parvin et al., 2022). With the
unprecedented growth of the internet, online and
social media platforms significantly influence peo-
ple’s lives and interactions. People share opinions,
expressions, information, feelings, emotions, ideas
and concerns online (Ghanghor et al., 2021a,b;
Yasaswini et al., 2021). People seek emotional
support from their relatives, friends, or even vir-
tual platforms when they go through challenging or
adverse times (Priyadharshini et al., 2021; Kumare-
san et al., 2021; Chakravarthi, 2020; Chakravarthi
and Muralidaran, 2021). Textual emotion analysis
(TEA) has been proven helpful in various applica-
tions, for example, consumer feedback on services
and products (Hossain et al., 2021b; Mamun et al.,
2022). The positive and negative customer experi-
ences help to assess the demand for products and

services (Hossain et al., 2021a). However, one
cannot fully express his/her attitude only through
positive and negative sentiments. For example –
I threw my iPhone in the water, and now it is not
working, so I feel awful (Sadness) vs What a pain
my new iPhone is not working (Anger). Both texts
express negative sentiment, but the first is sadness,
and the latter is considered anger. Thus, emotion
analysis is very crucial to understand the actual
state of mind (Staiano and Guerini, 2014). In re-
cent years, plenty of research has been conducted
to analyze textual emotion. However, low-resource
languages (i.e. Tamil and Bengali) remained out of
focus, and very few research activities have been
conducted to date. This deficiency occurs due to
the scarcity of resources, limited corpora and un-
availability of text processing tools (Sampath et al.,
2022; Ravikiran et al., 2022; Chakravarthi et al.,
2021, 2022; Bharathi et al., 2022; Priyadharshini
et al., 2022). This shared task paper aims to miti-
gate this gap by presenting computational models
for emotion analysis in Tamil.

Tamil is the predominant language of the ma-
jority of people living in Tamil Nadu, Puducherry
(in India), and the Northern and Eastern regions of
Sri Lanka (Sakuntharaj and Mahesan, 2021, 2017,
2016; Thavareesan and Mahesan, 2019, 2020a,b,
2021). The language is spoken by tiny minority
communities in various Indian states such as Kar-
nataka, Andhra Pradesh, Kerala, Maharashtra, and
in specific places of Sri Lanka such as Colombo and
the hill country. Tamil or varieties of it were widely
employed as the main language of governance, liter-
ature, and general usage in the state of Kerala until
the 15th century AD (Subalalitha, 2019; Srinivasan
and Subalalitha, 2019; Narasimhan et al., 2018).
Tamil was also commonly employed in inscrip-
tions unearthed in the southern Andhra Pradesh
regions of Chittoor and Nellore until the 12th cen-
tury AD. Tamil was employed for inscriptions in
southern Karnataka regions such as Kolar, Mysore,
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Mandya, and Bangalore from the 10th to 14th cen-
tury (Anita and Subalalitha, 2019b,a; Subalalitha
and Poovammal, 2018).

The significant contribution of this work illus-
trates in the following:

• Developed transformer-based computation
models for classifying emotion in Tamil con-
sidering 11 predefined emotion categories.

• Investigated the performance of various ma-
chine learning (ML), deep learning (DL) and
transformer-based techniques to address the
task followed by detailed error analysis.

2 Related Work

In the past few years, emotion analysis research has
attracted researchers from diverse domains such
as computer science, psychology and healthcare.
Chaffar and Inkpen (2011) developed a model to
recognize six basic emotions from the affective
text on ALM’s Dataset (1250 texts). They em-
ployed several ML techniques where support vec-
tor machine (SVM) achieved the highest perfor-
mance with bag of words (BoW) features. Huang
et al. (2019) proposed a contextual model to de-
tect emotion. They combined two LSTM layers
hierarchically and formed an ensemble with the
BERT model, which achieved 77% accuracy. Vi-
jay et al. (2018) developed a model with SVM
and RBF kernel to identify the fear, disgust and
surprise emotions from 2866 Hindi-English code-
mixed tweets. Wadhawan and Aggarwal (2021)
experimented with several DL (CNN, LSTM, BiL-
STM) and transformer-based models for recog-
nizing emotions from 149088 Hindi-English code
mixed tweets. The transformer-based BERT model
outperformed all other techniques and obtained an
accuracy of 71.43%. Iqbal et al. (2022) presented a
Bengali emotion corpus (BEmoC) containing 7000
texts with six basic emotion categories: joy, anger,
sad, fear, surprise, disgust. Das et al. (2021) per-
formed an investigation of various ML, DNN, and
transformer-based techniques on BEmoD dataset
containing 6523 texts. Their results showed that
XLM-R outdoes others providing an f1-score of
69.61%. In a similar work, Parvin et al. (2022)
implemented various DL techniques (CNN, GRU,
BiLSTM) with different ensemble combinations to
recognize six emotions from a corpus containing
9000 Bengali texts. The ensemble of CNN and

BiLSTM outperformed other models by achieving
f1-score of 62.46%.

3 Task and Dataset Descriptions

The emotion analysis shared task in Tamil com-
prises two tasks. We have participated in Task-a,
where multi-class categorization of textual emo-
tion is performed. The organizers1(Sampath et al.,
2022) provided the annotated dataset having 11
types of emotions: Ambiguous, Anger, Anticipa-
tion, Disgust, Fear, Joy, Love, Neutral, Sadness,
Surprise and Trust. The dataset consists of training,
validation and test sets containing 14208, 3552 and
4440 texts. Table 1 shows the number of samples
for each set in each class that reveals the dataset’s
imbalanced nature. Very few samples belong to the
fear and surprise classes compared to the neutral
class.

Classes Train Valid Test
Neutral 4,841 1,222 1,538
Joy 2,134 558 702
Ambiguous 1,689 437 500
Trust 1,254 272 377
Disgust 910 210 277
Anger 834 184 244
Anticipation 828 213 271
Sadness 695 191 241
Love 675 189 196
Surprise 248 53 61
Fear 100 23 33
Total 14,208 3,552 4,440

Table 1: Class-wise distribution of Tamil emotion
dataset

To get better insights, we further analyzed the train-
ing set. Table 2 shows the detailed statistics of the
training set after removing inconsistencies from the
texts. The neutral class retained the highest num-
ber of words and unique words, whereas the fear
class had the least. On average, all the classes have
≈8-10 words; however, the texts from joy, love
and surprise classes tend to be shorter than other
classes.

4 Methodology

This work employed four ML, three DL and two
transformer-based approaches to identify the un-
derlying emotions of social media comments in

1https://competitions.codalab.org/competitions/36396
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Classes Total
words

Unique
words

Max.
length

(words)

Avg.
words

(per
text)

Neutral 37,344 17,033 169 7.7
Joy 14,624 6,746 84 6.9
Ambiguous 14,579 8,309 114 8.6
Trust 11,757 6,318 110 9.3
Disgust 8,996 5,651 128 9.9
Anger 7,879 5,149 116 9.4
Anticipation 8,489 5,131 86 10.3
Sadness 6,911 4,485 76 9.9
Love 4,598 2,705 65 6.8
Surprise 1,633 1,362 55 6.9
Fear 1,040 864 108 10.4

Table 2: Detailed statistics of each class in the training
set

Tamil. Initially, the unwanted characters (i.e., num-
bers, extra space, punctuation and URLs) and stop
words are removed from the texts. Afterwards, dif-
ferent feature extraction techniques (i.e., TF-IDF,
Word2Vec (Mikolov et al., 2013) extract the textual
features. Figure 1 depicts the schematic diagram
of the emotion classification system.

Input  
Tex ts

TF-IDF Wor d2Vec

Pr epr ocessing

- LR
- DT
- MNB
- SVM

ML Models DL Models
- CNN
- LSTM
- BiLSTM

Tr ansfor m er s

- m -BERT
- XLM-R

Output  Pr edict i ons

Figure 1: Abstract process of textual emotion classifica-
tion

4.1 Feature Extraction
To train the ML models, we use the TF-IDF values
of the unigram and bigram features, where maxi-
mum features are settled to 40000. On the other

hand, Word2Vec embedding features are used to
develop the DL based methods. The Keras embed-
ding layer is applied to generate the embedding
vectors of dimension 100.

4.2 ML-based Methods
Four traditional ML methods such as logistic re-
gression (LR), decision tree (DT), support vec-
tor machine (SVM) and multinomial naive Bayes
(MNB) have been employed to accomplish the
emotion classification task. The models are im-
plemented by using the ‘Scikit-learn’2 library. The
LR model is constructed by setting the regulariza-
tion parameter C at 10, solver to ‘lbfgs’ along with
a balanced class weight. For the DT model, the
‘gini’ criterion is used for splitting the nodes. Simi-
larly, in the case of MNB, the smoothing parameter
α is fine-tuned at 1.50. For SVM, the ‘rbf’ kernel
is used with a regularization value of 7.

4.3 DL-based Methods
This work also employed several DL methods
such as CNN, LSTM and BiLSTM to address the
task. All the models take word embedding vec-
tors (Word2Vec) as features. We construct a CNN
(Kim, 2014) architecture consisting of one convo-
lution layer of 128 filters and a max-pooling layer
with a pool size of 2. The flattened output of the
pooled layer is then passed to the softmax layer for
the classification. Likewise, a layer of LSTM and
BiLSTM network of 128 units is developed with a
drop-out rate of 0.2 to dissuade the overfitting prob-
lem. Finally, the output sentence representation is
transferred to the softmax layer for predicting the
emotion class. The DL models are implemented
by using the Keras library3 with the TensorFlow
(Abadi et al., 2015) backend. ‘Adam’ (Kingma
and Ba, 2014) optimizer with a learning rate of
0.001 is used to compile the models, whereas the
‘sparse_categorical_ crossentropy’ loss function is
used to calculate the errors during the training. We
also use the Keras callbacks methods to choose the
best intermediate model.

4.3.1 Transformers
Recent advancements in NLP have demonstrated
that the transformer-based architecture is superior
in solving several classification problems (Puranik
et al., 2021; Li et al., 2021; Sharif et al., 2021) irre-
spective of the language variation. In this work, two

2https://scikit-learn.org/stable/
3https://keras.io/
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Hyperparameters CNN LSTM BiLSTM m-BERT XLM-R
Input length 300 300 300 150 150
Embedding dimension 100 100 100 - -
Filters (layer 1) 128 - - - -
Pooling type max - - - -
Kernel size 5 - - - -
LSTM units - 128 128 - -
Dropout - 0.2 0.2
Optimizer ‘adam’ ‘adam’ ‘adam’ ‘adam’ ‘adam’
Learning rate 1e−3 1e−3 1e−3 2e−5 2e−5

Epochs 20 3 20 3 5
Batch size 32 32 32 12 12

Table 3: Summary of tuned hyperparameters for DL and Transformer-based models

widely used transformer models such as – m-BERT
(Devlin et al., 2018) and XLM-R (Conneau et al.,
2019) are employed to address the task. Specifi-
cally, we culled the ‘bert-base-multilingual-cased’
and ‘xlm-roberta-base’ versions of the models from
Huggingface 4 transformers library and fine-tuned
them on the dataset. We have trained the models up
to five epochs with the help of the Ktrain (Maiya,
2020) package and used the ‘adam’ optimizer with
a learning rate of 2e−5. Table 3 illustrates the vari-
ous hyperparameters of the developed models.

5 Results and Analysis

Table 4 reports the performance comparison of the
different approaches. The efficacy of the models
is determined based on the macro f1-score. It is
observed that amid the ML models, LR achieved
the highest f1-score of 0.23 while MNB performed
poorly on the test set. On the other hand, DL based
methods did not surpass the performance of the
best ML model (f1-score = 0.23) as both CNN
and BiLSTM achieved an identical score of 0.21.
However, the transformer model, XLM-R, outper-
formed all the models by achieving the highest
accuracy (0.47), precision (0.36), recall (0.33) and
macro f1-score (0.33).

Table 5 shows the class-wise performance of
each model in terms of f1-score. The XLM-
R model achieved the highest f1-score in seven
classes out of eleven as these classes have the
most instances in training set. The LR and m-
BERT models obtained the highest score in love
(0.16) and neutral (0.54) classes, while BiLSTM
acquired maximal scores in the remaining classes:
fear (0.21) and surprise (0.04).

4https://huggingface.co/

5.1 Error Analysis
Table 4 illustrates that XLM-R acquired the highest
score and outperformed all the other approaches.
A quantitative error analysis of the best model has
been carried out by using the confusion matrix (Fig-
ure 2). It is observed that the model identified 817
instances of the ‘neutral’ class correctly and incor-
rectly reckoned 166 and 119 instances as from ‘joy’
and ‘trust’ emotion class, respectively. Alterna-
tively, it predicted the ‘surprise’ class as ‘neutral’
and ‘joy’ mostly. Furthermore, we noticed that the
model becomes confused among the emotions of
‘neutral’, ‘joy’, ‘trust’ and ‘surprise’. The main
reason behind this might be the class imbalance
problem. There might be plenty of words that are
similar for some classes. Apart from this, the num-
ber of training texts in the surprise class is only
248, which is inadequate for the model to learn
the context effectively. Moreover, the considerable
diversity of the Tamil language can also be a poten-
tial cause. We have also observed that the most true
predictions were made for the neutral and joy class,
and an apparent reason for it is that the model saw
plenty of texts of that class during the training.

Figure 2: Confusion matrix of the best model (XLM-R)
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Approach Classifier Accuracy Precision Recall f1-score
LR 0.31 0.23 0.23 0.23

ML DT 0.26 0.19 0.19 0.19
MNB 0.38 0.11 0.16 0.08
SVM 0.40 0.18 0.35 0.20
CNN 0.29 0.21 0.21 0.21

DL LSTM 0.35 0.09 0.03 0.05
BiLSTM 0.31 0.20 0.23 0.21
m-BERT 0.44 0.27 0.23 0.23

Transformers XLM-R 0.47 0.36 0.33 0.33

Table 4: Performance comparison of various models on the test set

Classes LR DT SVM MNB CNN LSTM BiLSTM m-BERT XLM-R
Ambiguous 0.31 0.26 0.27 0.00 0.25 0.00 0.21 0.54 0.58
Anger 0.18 0.15 0.09 0.00 0.15 0.00 0.16 0.17 0.30
Anticipation 0.17 0.14 0.09 0.00 0.17 0.00 0.16 0.30 0.33
Disgust 0.12 0.09 0.03 0.00 0.13 0.00 0.14 0.06 0.17
Fear 0.20 0.18 0.11 0.00 0.17 0.00 0.21 0.00 0.15
Joy 0.52 0.46 0.53 0.35 0.45 0.00 0.47 0.58 0.63
Love 0.16 0.11 0.11 0.00 0.15 0.00 0.14 0.08 0.14
Neutral 0.38 0.33 0.52 0.52 0.39 0.51 0.44 0.54 0.52
Sadness 0.26 0.19 0.19 0.00 0.20 0.00 0.16 0.02 0.45
Surprise 0.00 0.00 0.03 0.00 0.02 0.00 0.04 0.00 0.00
Trust 0.24 0.18 0.19 0.03 0.21 0.00 0.19 0.21 0.31

Table 5: Class-wise performance of models in terms of f1-score

6 Conclusion

This paper investigated four ML, three DL and two
transformer-based models to classify emotion from
Tamil texts. Among all models, the XLM-R ob-
tained the highest macro f1-score of 0.33. Since
this work did not use any pre-trained embedding,
it might adversely affect the performance of the
DL model. Thus, we opt to experiment with pre-
trained word embedding in the future. Moreover,
we plan to explore other advanced transformer-
based models (i.e., Indic-BERT, MuRIL) and en-
semble approaches to address the emotion analysis
task. Since the dataset is imbalanced, it will be
interesting to investigate the impact of resampling
on the models in the future.
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Abstract

Online Social Network has let people connect
and interact with each other. It does, however,
also provide a platform for online abusers to
propagate abusive content. The majority of
these abusive remarks are written in a multi-
lingual style, which allows them to easily slip
past internet inspection. This paper presents a
system developed for the Shared Task on Abu-
sive Comment Detection (Misogyny, Misandry,
Homophobia, Transphobic, Xenophobia, Coun-
terSpeech, Hope Speech) in Tamil Dravidi-
anLangTech@ACL 2022 to detect the abu-
sive category of each comment. We approach
the task with three methodologies - Machine
Learning, Deep Learning and Transformer-
based modeling, for two sets of data - Tamil
and Tamil+English language dataset. The
dataset used in our system can be accessed
from the competition on CodaLab. For Ma-
chine Learning, eight algorithms were imple-
mented, among which Random Forest gave the
best result with Tamil+English dataset, with
a weighted average F1-score of 0.78. For
Deep Learning, Bi-Directional LSTM gave
best result with pre-trained word embeddings.
In Transformer-based modeling, we used In-
dicBERT and mBERT with fine-tuning, among
which mBERT gave the best result for Tamil
dataset with a weighted average F1-score of
0.7.

1 Introduction

The usage of the Internet and social media has
increased exponentially over the previous two
decades, allowing people to connect and interact
with each other (Priyadharshini et al., 2021; Ku-
maresan et al., 2021). This has resulted in a num-
ber of favourable outcomes such as monitoring
pandemic trends, empowering patients and enhanc-
ing public communication through social media,
amongst others (Cornelius et al., 2020; Househ
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et al., 2014; Picazo-Vela et al., 2012). At the same
time, it has also brought with it hazards and neg-
ative consequences, one of which is the use of
abusive language on others (Chakravarthi, 2020;
Chakravarthi and Muralidaran, 2021).

The rapid spread of abusive content on social
networking has become a major source of concern
for government organisations. It is very difficult
to identify abuse over online social network due to
the massive volume of content generated through
social media in different online platforms (Sampath
et al., 2022; Ravikiran et al., 2022; Chakravarthi
et al., 2022; Bharathi et al., 2022). It becomes a
bigger problem when most of the communication
is in multilingual style (Priyadharshini et al., 2020;
Chakravarthi et al., 2021a,b). Hence, there is in-
creasing interest in the use of automated methods
for detecting online social abuse (Priyadharshini
et al., 2022). It is becoming a major area of research
to find solutions with powerful algorithmic systems
to curb the growth of abusive content online. One
possible way of achieving such a system is by us-
ing state-of-the-art Natural Language Processing
(NLP) techniques, which can analyse, comprehend
and interpret the meaning of the natural language
data.

In addition, the detection of abusive language on-
line is harder for some languages like Tamil due to
the presence of code-mixed (Barman et al., 2014)
and code-switched (Poplack, 2001) data. Code-
switching is when in a single discourse, a person
switches between two or more languages or lan-
guage varieties/dialects (B and A, 2021b,a). It
refers to using elements from more than one lan-
guage in a way that is consistent with the syntax,
morphology, and phonology of each language or
dialect. Code-mixing is the hybridization of two
languages (for example, parkear, which uses an En-
glish root word and Spanish morphology), which
refers to the migration from one language to an-
other. Many such language pairs have a hybrid
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name.
Tamil is a member of the southern branch of

the Dravidian languages, a group of about 26 lan-
guages indigenous to the Indian subcontinent. It
is also classed as a member of the Tamil lan-
guage family, which contains the languages of
around 35 ethno-linguistic groups, including the Ir-
ula and Yerukula languages (Anita and Subalalitha,
2019b,a; Subalalitha and Poovammal, 2018; Subal-
alitha, 2019). Malayalam is Tamil’s closest signifi-
cant cousin; the two began splitting during the 9th
century AD. Although several variations between
Tamil and Malayalam indicate a pre-historic break
of the western dialect, the process of separating
into a different language, Malayalam, did not oc-
cur until the 13th or 14th century (Sakuntharaj and
Mahesan, 2021, 2017, 2016; Thavareesan and Mah-
esan, 2019, 2020a,b, 2021). Tanglish is an example
which is Tamil+English. In this task, we are given
two datasets: One with a Tamil meaning written in
English but the content is a combination of Tamil
and English. The other is a Tamil+English dataset
(Tanglish) which is written in Tamil and English
with content in Tamil and English as well. There
are also known challenges in the development of
computational systems in Tamil because of the lack
of linguistic resources (Magueresse et al., 2020).
In this paper, we present computational systems
for the automated detection of abusive language
using the two different data sets containing Tamil
and Tamil+English.

2 Related work

In this section, we review the various method-
ologies and systems previously implemented for
similar tasks in under-resourced languages like
Tamil. Hope speech is annotated Equality, Diver-
sity and Inclusion (HopeEDI) (Chakravarthi, 2020).
They also created several baselines to standard the
dataset. (Chakravarthi and Muralidaran, 2021) re-
ports on the shared task of hope speech detection
for Tamil, English and Malyalam languages. They
presents the dataset used in the shared task and
also surveys various competing approaches devel-
oped for the shared task and their corresponding
results. (Mandalam and Sharma, 2021) presents
the methodologies implemented while classifying
Dravidian Tamil and Malayalam code-mixed com-
ments according to their polarity and uses LSTM
architecture. (Sai and Sharma, 2021; Li, 2021;
Que, 2021) use XLM-RoBERTa for offensive lan-

guage identification. Novel approach of selective
translation and transliteration have been used to im-
prove the performance of multilingual transformer
networks such as XLMRoBERTa and mBERT by
fine-tuning and ensembling. Online messaging has
become one of the most popular methods of com-
munication with instances of online/digital bully-
ing. The challenge of detecting objectionable lan-
guage in YouTube comments from the Dravidian
languages of Tamil, Malayalam, and Kannada is
viewed as a multi-class classification problem (An-
drew, 2021). Several Machine Learning algorithms
have been trained for the task at hand after being
exposed to language-specific pre-processing.

3 Dataset

The dataset for the current study is taken from
the competition 1 which consists of YouTube
comments in Tamil and Tamil-English languages
annotated for Misogyny, homophobia, transpho-
bic, xenophobia, counter-speech, hope-speech and
misandry (and None-of-the-above) (Priyadharshini
et al., 2022). Table 1 shows the count of comments
for both the datasets under each split. Table 2 gives
the class-distribution of each abusive category for
both the datasets.

4 Proposed Technique

Raw texts are inaccessible to Machine Learning
(ML) and Deep Learning (DL) algorithms. To train
the models for classification, feature extraction is
necessary. To extract features in ML approaches,
the TF-IDF representation is used. For DL models,
we use fastText word embeddings feature extrac-
tion strategies (Joulin et al., 2016). fastText em-
bedding uses a pre-trained embedding matrix for
Tamil language (Grave et al., 2018). To study the
results and come up with the best model possible,
we follow three approaches - Machine Learning,
Deep Learning and Transformer-based.

As it can be clearly seen from Table 1, both the
datasets contain class imbalance. Class imbalance
is a problem in machine learning when there are
great differences in the class-distribution of the
dataset. It is seen as a problem when a dataset is
biased towards a class in the dataset. If this problem
persists, any algorithm trained on the same data will
again be biased towards the same class. To resolve

1https://competitions.codalab.org/
competitions/36403
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Class Tamil+English Tamil
Train-set 5948 2238
Validation-set 1488 560
Test-set 1857 699

Table 1: Number of comments across both the datasets in each of the three splits.

Class Tamil+English Tamil
Misandry 1048 550
Counter-speech 443 185
Xenophobia 367 124
Hope-Speech 266 97
Misogyny 261 149
Homophobia 213 43
Transphobic 197 8
None-of-the-above 4639 1642

Table 2: Class-distribution across both datasets.

the issue of class imbalance, we practice various
approaches:

Changing the performance metric: Since accu-
racy is not always the best metric to use on imbal-
anced datasets, we use F1-score instead to evaluate
the models.

Using a penalized algorithm (cost-sensitive train-
ing): This algorithm also handles class imbalance
which can be achieved by using ’balanced’ as a
parameter while computing class weights.

Changing the algorithms: This is why we have
used a wide variety of algorithms to get a bigger
picture of which models suit the dataset and the
classification problem better.

Table 3 provides the details about tuning
the hyperparameters in our system both for
Tamil+English and Tamil datasets.

To study the results and come up with the best
model possible, we follow three approaches - Ma-
chine Learning, Deep Learning and Transformer-
based, described in the sub-sections below.

4.1 Approach A: Machine Learning/
Non-Neural Network approaches

To start with, we implemented various Machine
Learning algorithms which include Logistic Re-
gression (LR), Random Forest (RF), K-nearest
neighbors (KNN), Decision Tree, Support Vec-
tor Machine (SVM), Gradient Boosting, Adap-
tive Boosting (AdaBoost), and Ensemble (Husain,
2020). We have used ML algorithms only for
Tamil+English dataset due to the poor performance

of ML models on Tamil written text (Tamil dataset).

4.2 Approach B: Recurrent Neural Network
approaches

To improve the performance of ML models, we
dive into deep learning algorithms. Here, we have
implemented DL approach for both the datasets.
We use two models of Bi-directional LSTM -
BiLSTM-M1 and BiLSTM-M2 (Chiu and Nichols,
2015). BiLSTM-M1 is a mix of bidirectional
LSTM architecture that uses a convolution and a
max-pooling layer to extract a new feature vec-
tor from the per-character feature vectors for each
word. These vectors are concatenated for each
word and sent to the BiLSTM network, which sub-
sequently feeds the output layers. BiLSTM-M2
is an advanced BiLSTM-M1 where we adopted
pre-trained word embeddings since BiLSTM and
fastText produced better results for classification
tasks.

4.3 Approach C: Transformer-based
approaches

In natural language processing, the Transformer
is a unique design that seeks to solve sequence-
to-sequence tasks while also resolving long-range
dependencies. It does not use sequence-aligned
RNNs or convolution to compute representations
of its input and output, instead relying solely on
self-attention.

Bidirectional Encoder Representations from
Transformers (BERT) (Devlin et al., 2018) is a
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Parameters Values
Learning rate 1x10−3

Batch Size 32
Epochs 25
Validation Split 0.2

Table 3: Hyperparameters used in our system.

Model name P R F1
RF 0.91 0.71 0.78
Gradient Boosting 0.85 0.71 0.76
SVM 0.78 0.72 0.75
KNN 0.85 0.68 0.75
AdaBoost 0.86 0.69 0.74
LR 0.71 0.71 0.71
Decision Tree 0.72 0.66 0.68
Ensemble 0.71 0.72 0.68
BiLSTM-M1 0.71 0.68 0.7
BiLSTM-M2 0.64 0.61 0.62
IndicBERT 0.55 0.67 0.60

Table 4: Metric evaluation for Tamil+English dataset.

Model name P R F1
BiLSTM-M1 0.63 0.55 0.58
BiLSTM-M2 0.74 0.67 0.7
mBERT 0.64 0.7 0.7

Table 5: Metric evaluation for Tamil dataset.

transformer language model with a variable num-
ber of encoder layers and self-attention capabilities.

We again use two BERT models - mBERT (bert-
base-multilingual-cased) and IndicBERT

We follow fine-tuning for Transformer models
and use pre-trained BERT, bert-base-multilingual-
cased (Devlin et al., 2018) and IndicBert classi-
fication models (Kakwani et al., 2020) that have
been trained on 104 languages and 12 Indian lan-
guages respectively, including Tamil, from the
largest Wikipedia.

5 Results and Discussion

We ran 8 Machine Learning algorithms, 2
Deep Learning and 1 Transformer model on the
Tamil+English dataset. For the Tamil dataset, we
used 2 Deep Learning and 1 Transformer model.

For the Tamil+English dataset, the best perfor-
mance was of Random Forest with macro average
F1-score of 0.32 and weighted average F1-score
of 0.78. For the Tamil dataset, the best model was

BiLSTM-M2 with macro average F1-score of 0.39
and weighted average F1-score of 0.70.

For Tamil, performance improved from
switching BiLSTM-M2 to mBERT. And for
Tamil+English, the best performer was BiLSTM-
M1, followed by BiLSTM-M2 and then IndicBERT
and mBERT.

Table 4 and Table 5 show the result of our mod-
els across both the datasets. For Tamil language,
ML models performed best when DL models were
originally expected to perform better. The exten-
sive use of multilingual language in the text could
be a reason for the poor performance of DL. Pre-
trained word embeddings could not deliver higher
performance due to the lack of feature mapping be-
tween the words. As a result, DL models might not
be able to uncover sufficient relational relationships
among the features, and perform poorly.

6 Conclusions and Future Work

In this paper, we presented approaches for the auto-
mated detection of abusive comments in Tamil. We
used various models to do a comparative study to
see which model performed better with the dataset
given in the shared task. We found that Deep
Learning and Transformer models outperformed
Machine Learning models with Tamil data whereas
Machine Learning models achieved better results
than Deep Learning and Transformer-based for
Tamil+English data. We did not apply contextual-
ized embeddings (such as ELMO, FLAIR) which
may improve the performance of the system. Im-
plementation of Contextualised embeddings using
language modelling with deep learning is the future
work to explore.
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Abstract
In social media, there are instances where peo-
ple present their opinions in strong language, re-
sorting to abusive/toxic comments.There are in-
stances of communal hatred, hate-speech, toxi-
city and bullying. And, in this age of social
media, it’s very important to find means to
keep check on these toxic comments, as to pre-
serve the mental peace of people in social me-
dia.While there are tools, models to detect and
potentially filter these kind of content, develop-
ing these kinds of models for the low resource
language space is an issue of research.

In this paper, the task of abusive comment iden-
tification in Tamil language, is seen upon as
a multiclass classification problem.There are
different pre-processing as well as modelling
approaches discussed in this paper.The differ-
ent approaches are compared on the basis of
weighted average accuracy.

1

1 Introduction

With social media being accessible and popular
across masses in India, there has been a surge in
content in regional languages. People often create
content, comment or exchange messages in mono-
lingual or code mixed language (Priyadharshini
et al., 2020, 2021; Kumaresan et al., 2021). How-
ever,even if there is an abundance of content in
Indian language across social media, there is a lack
of Indian language datasets (Chakravarthi, 2020;
Chakravarthi and Muralidaran, 2021). Hence In-
dian languages are deemed as low resource lan-
guage space, due to lack of available datasets, mak-
ing working in these languages spaces, a challeng-
ing research problem (Chakravarthi et al., 2019b,
2018).

Among the messages and comments exchanged
on social media there are instances of monolin-
gual comments in regional language as well as

1https://github.com/Aanisha/Tamil_Comment_Classification

transliterated comments. Monolingual comments
in transliterated means to write or print (a letter
or word) using the closest corresponding letters
of a different alphabet or script. Code-Mixing is
mixing of two or more language in the same utter-
ance (Sampath et al., 2022; Ravikiran et al., 2022;
Chakravarthi et al., 2022a; Bharathi et al., 2022;
Priyadharshini et al., 2022).

In this paper, the task is identifying abusive
comments in Tamil language. Tamil is a mem-
ber of the southern branch of the Dravidian lan-
guages, a group of about 26 languages indigenous
to the Indian subcontinent (Anita and Subalalitha,
2019b,a; Subalalitha and Poovammal, 2018). It is
also classed as a member of the Tamil language
family, which contains the languages of around
35 ethno-linguistic groups, including the Irula and
Yerukula languages (Subalalitha, 2019; Srinivasan
and Subalalitha, 2019; Narasimhan et al., 2018).
The earliest Old Tamil documents are small in-
scriptions in Adichanallur dating from 905 BC to
696 BC. This is a multiclass classification problem,
with 6 different categories of abusive comments
are present. In a multi class classification problem,
an instance can belong only to one class. How-
ever present Machine Learning or Deep Learning
based models cannot be directly applied to Tamil
language. Thus several pre-processing techniques
have been proposed for Tamil language and models
have been fine tuned to suit the task (Sakuntharaj
and Mahesan, 2021, 2017, 2016; Thavareesan and
Mahesan, 2019, 2020a,b, 2021).

2 Related work

There has been different works done on identifying
abusive comments on different languages.

In (Zhao et al., 2021) Performed binary and mul-
ticlass classification using a Twitter corpus and
studied two approaches: (a)a method which con-
sists in extracting of word embeddings and then us-
ing a DNN classifier; (b) fine-tuning the pre-trained
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BERT model.However it was only on English lan-
guage embeddings.

In (Farooqi et al., 2021) Detected hate speech
from Hindi-English code mixed conversations on
Twitter. The proposed architecture used neural net-
works, leveraging the transformer’s cross-lingual
embeddings and further fine tuning them for low-
resource hate-speech classification in transliterated
Hindi text.

In (Andrew, 2021) as a part of shared task in
ACL Dravidian Lang Tech 2021, several Machine
learning algorithms were compared and experi-
mented for identifying abusive comment in various
Dravidian languages.

3 Dataset

The dataset is provided by (Priyadharshini et al.,
2022) as a part of the shared task Abusive comment
detection in Tamil.

The dataset has a collection of comments in
Tamil language.There are 2240 native Tamil script
comments and 5943 transliterated Tamil-English
comments in the train data,classified across 7 dif-
ferent categories : ’Hope-Speech’, ’Homophobia’,
’Misandry’, ’Counter-speech’, ’Misogyny’, ’Xeno-
phobia’, Trans-phobic’ and ’None-of-the-above’.

The validation data has 560 native Tamil script
comments and 1486 transliterated Tamil-English
comments.The test data has 699 native Tamil lan-
guage comments and 1857 transliterated Tamil-
English comments.

The most dominant category present across all
the datasets is : ’None-of-the-above’ and the cate-
gories with less no of comments are ’Homophobia’
with 207 and ’Trans-phobic’ with 163 total com-
ments.

4 Approaches

4.1 Pre-processing

The dataset has a very imbalanced distribution of
the categories of comments.

So, for the experiments two separate datasets are
generated.

Table 1 shows the distribution of first dataset, is
combining both native Tamil script and transliter-
ated Tamil-English comments.

Table 2, shows the distribution of second
dataset,which creates a more balanced distribution
by a mixed approach of oversampling and under-
sampling.

Command Output
None-of-the-above 5011
Misandry 1276
Counter-speech 497
Xenophobia 392
Misogyny 336
Hope-Speech 299
Homophobia 207
Trans-phobic 163

Table 1: Distribution of comments in the different cate-
gories

Command Output
None-of-the-above 3007
Misandry 1276
Counter-speech 497
Xenophobia 392
Misogyny 586
Hope-Speech 549
Homophobia 457
Trans-phobic 413

Table 2: Distribution of comments in the different cate-
gories in pre-processed dataset.

The ’None-of-the-above’ class comments
are downsampled by a percentage of 0.4 in
the train data .The lower represented classes
’Misogyny’,’Hope-speech’,’Homophobia’ and
’Trans-phobic’ data samples are over-sampled.

The values are decided on experimental basis.

4.2 Tokenization and feature vectors

For tokenization of the dataset, two different tok-
enizers have been used.

The MuRil tokenizer is used.MuRIL is a mul-
tilingual LMBert specifically built for IN lan-
guages.MuRIL is trained on significantly large
amounts of IN text corpora only.Can generate em-
beddings for low resource native script and translit-
erated Indic languages.(Khanuja et al., 2021).

Another tokenizer used is the the IndicNLP to-
kenizer. A trivial tokenizer which just tokenizes
on the punctuation boundaries. This also includes
punctuations for the Indian language scripts (the
purna virama and the deergha virama). It returns a
list of tokens.(Arora, 2020).

Two kinds of feature vectors are used for the
various modelling approaches.MuRil embeddings
are generated from pre-trained MuRil model, and
used as feature vectors for solving the multiclass
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classification problem.
Another feature vector used is normalized Tf-Idf

vectors from the tokenized text,where
tf(t) = (No. of times term ‘t’ occurs in a doc-

ument) / (Frequency of most common term in a
document)

and,
idf(t) = log e [ (1+Total number of documents

available) / ( 1 + Number of documents in which
the term t appears ) ] + 1)

tf − idf(t) = tf(t) ∗ idf(t)

These feature vectors are generated from the
tokenized texts of MuRil and IndicNLP tokenizer
respectively.

4.3 Modelling approaches

4.3.1 Logistic Regression
The multiclass logistic regression model is imple-
mented (LR, 2017). The model of logistic regres-
sion for a multiclass classification problem forces
the output layer to have discrete probability dis-
tributions over the possible k classes. This is ac-
complished by using the softmax function. Given
the input vector(z), the softmax function works as
follows:
σ(zi) =

ezi∑K

j=1
ezj

for i = 1, 2, . . . ,K

There are n output classes and thus there is a
necessity to impose weights connecting each input
to each output.

4.3.2 Linear Support Vector Machines
SVMs are very good classification algorithm. The
idea is to identify hyper-planes that will separate
the various features. The classification decision is
thus performed as follows:
f(x) = sign(W.x+ b)

where x represents the input feature, W repre-
sents the model weight and b represents the bias.
For the multiclass classification problem, a one-vs-
rest (also known as one-vs-all) approach is used.

4.3.3 Gradient Boosting Classifier
Gradient boosting classifiers are a group of ma-
chine learning algorithms that combine many weak
learning models together to create a strong predic-
tive model. Decision trees are usually used when
doing gradient boosting.

Here, this algorithm is used for a multiclass clas-
sification.

4.3.4 Transformers

Google introduced the transformer architecture in
the paper “Attention is All you need”. Transformer
uses a self-attention mechanism, which is suitable
for language understanding.The transformer has an
encoder-decoder architecture. They are composed
of modules that contain feed-forward and attention
layers.

They have led to advancements in the field of
NLP to perform tasks as text classification,machine
translation etc.

5 Results

6 Implementation

6.0.1 Logistic Regression

The original training data contains 10227 com-
ments and the test data contains 2555 comments.

The data is first tokenized using the IndicNLP to-
kenizer and feature vectors are generated by using
Tf-Idf with unigrams and bigrams being extracted.

The feature vector are fed to the logistic regres-
sion model with a newton-cg solver, to accomodate
multiclass classification.

There are two experiments that are run for this
model.The model is trained on original dataset and
the model is trained on sampled dataset.

6.0.2 Support Vector Machine

The original training data contains 10227 com-
ments and the test data contains 2555 comments.

The data is first tokenized using the IndicNLP to-
kenizer and feature vectors are generated by using
Tf-Idf with unigrams and bigrams being extracted.

The feature vector are fed to the support vector
machine with degree=8, to accomodate multiclass
classification.The penalty is squared l2.

There are two experiments that are run for this
model.The model is trained on original dataset and
the model is trained on sampled dataset.

6.0.3 Gradient Boosting Classifier

The original training data contains 10227 com-
ments and the test data contains 2555 comments.

The data is first tokenized using the IndicNLP to-
kenizer and feature vectors are generated by using
Tf-Idf with unigrams and bigrams being extracted.

The feature vector is input to the Gradient Boost-
ing Classifier model, which uses deviance loss func-
tion for optimization and a learning rate of 0.1.
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Model Dataset Acc Precision Recall F1-score
Logistic Regression Original 0.66 0.62 0.66 0.57
Logistic Regression Sampled 0.65 0.62 0.65 0.59
Linear SVM Original 0.59 0.54 0.59 0.47
Linear SVM Sampled 0.56 0.50 0.56 0.48
Gradient Boost Classifier Original 0.68 0.67 0.68 0.63
Gradient Boost Classifier Sampled 0.70 0.67 0.70 0.66
Finetuned MuRIL Original 0.68 0.60 0.68 0.62
Finetuned MuRIL Sampled 0.64 0.67 0.64 0.65
Finetuned MuRIL(weighted loss) Sampled 0.51 0.67 0.51 0.56

Table 3: The results of the experiments conducted.

There are two experiments that are run for this
model.The model is trained on original dataset and
the model is trained on sampled dataset.

6.0.4 Transformers
The train data contains 8183 comments and the
validation data contains 2046 comments.Also the
sampled train dataset(details in dataset) is tested
on this system.Validation data is same in both the
experiments.

The data is tokenised using the Muril tokeniser
which has a a vocabulary of 197,285.

The tokenised output from the MuRil tokenizer
has 3 elements Input Id,Attention Mask
and Token Id.These 3 vectors are fed to the pre-
trained MuRil model to generate embeddings.

The model embeddings are input to a 1D con-
volutional layer which changes the dimension of
the embedding from (x,64,768) to (x,64,1).Then
it’s flattened to have a vector of dimension
(x,64).Lastly, there is a fully connected layer with
softmax activation to have the output of dim.
(x,8).The model output is the probabilities for the
sentence to belong to each of the categories.

Figure 1: The finetuned MuRil model

For training, the MuRil layers are frozen and
pre-trained weights are used.Only trainable layers

are the CNN and Dense layers.There is a dropout
of 0.2 used.

There are three experiments that are run for this
model.The model is trained on original dataset,the
model is trained on sampled dataset, and the model
is trained on sampled dataset with weighted loss
being applied.

The models in each case are trained for 25
epochs.All the transformers are trained on a single
GPU and takes around 25-30 mins for one training
session.

7 Results

Table 3 contains the results from the different
experiments. The best performing model is the
Gradient Boost Classifier trained on the sampled
dataset. Within the results, the category "None-
of-the-above" is more easily detected correctly by
most of the models, while the classes "Misogyny"
and "counter-speech" are not detected easily. The
transformer finetuned on original dataset has the
highest accuracy among all the transformer ex-
periments. However it’s not able to identify the
categories with lower number of datapoints. The
transformers trained on sampled dataset is able to
perform better in the categories with lower number
of datapoints.

8 Future Work

The future work will be primarily to find more
efficient sampling techniques for the text data, and
compare the performances with further ML models.
Also, evaluate performances with other existing
transformer models,to check how different suitable
models can be fine-tuned to solve this particular
task.
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Abstract

With the widespread usage of social media and
effortless internet access, millions of posts and
comments are generated every minute. Un-
fortunately, with this substantial rise, the us-
age of abusive language has increased signif-
icantly in these mediums. This proliferation
leads to many hazards such as cyber-bullying,
vulgarity, online harassment and abuse. There-
fore, it becomes a crucial issue to detect and
mitigate the usage of abusive language. This
work presents our system developed as part
of the shared task to detect the abusive lan-
guage in Tamil. We employed three machine
learning (LR, DT, SVM), two deep learning
(CNN+BiLSTM, CNN+BiLSTM with Fast-
Text) and a transformer-based model (Indic-
BERT). The experimental results show that
Logistic regression (LR) and CNN+BiLSTM
models outperformed the others. Both Logistic
Regression (LR) and CNN+BiLSTM with Fast-
Text achieved the weighted F1-score of 0.39.
However, LR obtained a higher recall value
(0.44) than CNN+BiLSTM (0.36). This leads
us to stand the 2nd rank in the shared task com-
petition.

1 Introduction

With the rapid growth of user-generated content
in social media, the emergence of abusive content
also increased dramatically (Priyadharshini et al.,
2021; Kumaresan et al., 2021). This insurgence has
become a reason of worry for governments, policy-
makers, social scientists and tech companies since
it has detrimental consequences on society (Sharif
et al., 2021b; Chakravarthi et al., 2020b). Currently,
we are living in an information era where social me-
dia plays a vital role in shaping people’s minds, and
opinions (Perse and Lambe, 2016; Chakravarthi
et al., 2021). Therefore mitigating the usage of
abusive language has become extremely important
(Sharif and Hoque, 2021b). Companies like Face-
book, YouTube, Twitter have been trying to achieve

this for years (Ghanghor et al., 2021a,b; Yasaswini
et al., 2021). It is impossible to monitor and mod-
erate social media content manually because of its
large volume and its messy forms (Meyer, 2016).
Therefore, it is necessary to develop an intelligent
system to tackle this issue. Several studies have
been conducted to detect abusive language for En-
glish, and other high resource languages (Kumar
et al., 2020; Sampath et al., 2022; Ravikiran et al.,
2022; Chakravarthi et al., 2022; Bharathi et al.,
2022; Priyadharshini et al., 2022). In contrast, a
low-resource language like Tamil remained out of
focus and has much room for improvement (Priyad-
harshini et al., 2020; Chakravarthi et al., 2020a).

Tamil is an official language of Tamil Nadu,
Sri Lanka, Singapore, and the Union Territory
of Puducherry in India (Anita and Subalalitha,
2019b,a; Subalalitha and Poovammal, 2018). Sig-
nificant minority speak Tamil in the four other
South Indian states of Kerala, Karnataka, Andhra
Pradesh, and Telangana, as well as the Union Ter-
ritory of the Andaman and Nicobar Islands (Sub-
alalitha, 2019; Srinivasan and Subalalitha, 2019;
Narasimhan et al., 2018). Tamil, as a Dravid-
ian language, descended from Proto-Dravidian,
a proto-language, according to Bhadriraju Krish-
namurti. Linguistic reconstruction implies that
Proto-Dravidian was spoken about the third mil-
lennium BC, likely in the peninsular Indian re-
gion surrounding the lower Godavari river basin.
The material evidence implies that the speakers of
Proto-Dravidian belonged to the civilization linked
with South India’s Neolithic complexes. The ear-
liest Old Tamil documents are small inscriptions
in Adichanallur dating from 905 BC to 696 BC.
Tamil has the most ancient non-Sanskritic Indian
literature (Sakuntharaj and Mahesan, 2021, 2017,
2016; Thavareesan and Mahesan, 2019, 2020a,b,
2021).

This work aims to build a system that can clas-
sify abusive language from Tamil text concerning

221



eight different categories: Hope-Speech, Homopho-
bia, Misandry, Counter-speech, Misogyny, Xeno-
phobia, Transphobia and None-of-the-above. Var-
ious machine learning (ML), deep learning (DL),
and transformer-based models have been used to
attain this goal. The key contributions of this work
are illustrated in the following:

• Developed multiple ML and DL techniques
to classify abusive texts in Tamil into eight
classes.

• Investigated the performance of the models to
find the suitable method for the classification
of abusive comments and analyzed in-depth
error, providing useful insight into abusive
text classification.

2 Related Work

Recently, researchers are trying to develop methods
and tools to analyze social media sites like Twitter,
Facebook, and Snapchat since these mediums has
become integral part of our life (Anand and Eswari,
2019). Studies have already been conducted to
detect abusive or offensive comments on social me-
dia (Sharif et al., 2021a; Aurpa et al., 2022; Sharif
et al., 2020). Few researches has focused on other
overlapping domains such as hate speech (Founta
et al., 2018; Waseem et al., 2017), cyberbullying
(Fosler-Lussier et al., 2012), racism/sexism (Ta-
lat et al., 2018), aggression & trolling (Zampieri
et al., 2019) and so on. All of these researches
primarily conducted for high-resource languages.
Very few researches have been carried out to de-
tect abusive language for low-resources languages
like Tamil. Eshan and Hasan (2017) evaluated the
effectiveness of RF, NB, and SVM classifiers to
detect abusive language. Their system achieved
the maximum accuracy (≈ 95%) for SVM with
linear kernel and tri-gram features. Ishmam and
Sharmin (2019) collected roughly 5000 Bengali
abusive comments from Facebook and categorized
them into six different classes: hate speech, com-
munal attack, inciteful comments, religious hatred,
political hatred etc. They obtained the highest ac-
curacy of 70.10% utilizing the GRU-based model.
Salminen et al. (2020) collected 197,566 comments
from Twitter, Wikipedia, Reedit and YouTube,
where 20% of the data was hateful. They ap-
plied logistic regression, naïve bayes, support vec-
tor machines, XGBoost techniques on this dataset
and obtained 0.92 F1-score using XGBoost classi-

fier. Sharif and Hoque (2021a) developed a gold
standard dataset on Bengali aggressive comments
from social media called ‘ATxtC’, which contains
7591 annotated data. In the subsequent work they
presented a novel Bengali aggressive text dataset
(called ‘BAD’) with two-level of annotation (Sharif
and Hoque, 2021b). They proposed a weighted en-
semble technique that uses m-BERT, distil-BERT,
Bangla-BERT, and XLM-R as base classifiers to
identify and categorize aggressive texts in Bengal.
The model achieved the highest weighted-score of
93.43% in the identification task and 93.11% in the
categorization task.

3 Task and Dataset Description

Task organizers created a gold standard dataset
to detect abusive comments from Tamil social
networking sites. This task aims to develop a
system that can correctly identify abusive texts
from a given set of texts in Tamil. We used the
corpus provided by the organizers of the work-
shop1 (Chakravarthi, 2020; Chakravarthi and Mu-
ralidaran, 2021; Hande et al., 2021; Priyadharshini
et al., 2022). The shared task required classifying
a text into eight predefined classes (i.e., Misogyny,
Misandry, Homophobia, Transphobia, Xenopho-
bia, Counter-speech, Hope-speech and None-of-
the-above). Table 1 reports the number of samples
in the train, validation, and test sets for each class.
Dataset is quite imbalanced where Transphobia and
Homophobia classes have only 10 and 51 text sam-
ples, respectively. Before model development, we
preprocessed the dataset to exclude irrelevant char-
acters, numbers, symbols, punctuation marks, and
emojis.

Class Train Validation Test
Misogyny 125 24 48
Misandry 447 104 127
Homophobia 35 8 8
Transphobia 6 2 2
Xenophobia 95 29 25
Counter-speech 149 36 47
Hope-speech 87 11 26
None-of-the-above 1296 346 416
Total 2240 560 699

Table 1: Class wise dataset distribution in train, valida-
tion and test set

1https://competitions.codalab.org/competitions/36403

222



4 Methodology

The techniques and methods used to detect abu-
sive categories for given YouTube comments are
briefly explained in this section. We cleaned the
raw data first by stripping away noisy elements and
then extracted features (Lewis, 1992) using various
feature extraction techniques, including TF-IDF,
Word2Vec, and FastText. We used ML and DL
based techniques for the baseline evaluation. The
schematic process of our approach is depicted in
Figure 1.

Input 
Texts

TF-IDF

Word2Vec 
FastText

Indic-BERT

CNN+BiLSTM

LR 
DT 

SVM 
Ensemble

ML Models

DL Models

Transformer

Output 
Predictions 

Figure 1: Schematic process of abusive comments clas-
sification

4.1 Feature Extraction
Feature extraction is conducted prior to training
the models. The TF-IDF (Nayel, 2020) values of
the unigram features are calculated and used for
training ML models. On the other hand, Word2Vec
(Jurgens, 2021) and FastText (Joulin et al., 2017)
embeddings are used as feature for the DL models.
Keras embedding layer generates the embedding
vectors of the dimension of 100. In contrast, a pre-
trained embedding matrix is in the case of FastText
embedding.

4.2 ML Baselines
In order to design the abusive comment detection
system, we developed several ML-based methods
such as logistic regression (LR), decision tree (DT),
and support vector machine (SVM). After con-
structing the three models, we also use the majority
voting ensemble technique to predict the abusive
category of the texts. Furthermore, in search of
improved performance, an ensemble approach is
applied using the classifiers mentioned earlier. In
LR and DT models, the C value is settled at 2,
whereas SVM is implemented with a C value of 6.

4.3 DL Baselines

In the case of DL approach (Ruiz et al., 2020), we
combined CNN and LSTM (Du et al., 2020) to
classify a given comment. A total of seven layers
is used to construct the combined model. Initially,
a sequence vector of length 260 is fed to the em-
bedding layer. Subsequently, two convolution lay-
ers are added with the ‘relu’ activation function.
Features are downsampled through a max-pooling
layer before passing to the BiLSTM layer. BiL-
STM has 128 units, and the overfitting problem is
reduced by setting the dropout rate to 0.2. Finally, a
softmax layer is used to get the predictions. We also
performed experimentation with pre-trained word
vectors (FastText). We use the ‘Adam’optimizer
with a learning rate of 1e-3,and a loss function of
‘sparse_categorical_crossentropy’. The model has
been trained for 25 epochs with a batch size of 32.

4.3.1 Transformers
Considering the recent vogue of transformers, we
also employ a transformer-based model. Specifi-
cally, we chose Indic-BERT as a pre-trained model
is trained on the texts of various Indian languages
such as Tamil, Bangla, and Telugu. We chose
Indic-BERT because it has far fewer parameters
than other multilingual models (i.e., mBERT, XLM-
R, etc.) while achieving comparable performance
(Kakwani et al., 2020). The maximum length of the
input text is settled to 150 and use Ktrain (Maiya,
2020) package to fine-tune the model. The model
is compiled using the Ktrain ‘fit_onecycle’method
along with a learning rate of 2e−5. Finally, the
training is performed for 4 epochs bypassing 12
instances at each iteration. The implementation
details of implemented models have been open
sourced for reproducibility2.

5 Results and Analysis

The performance of the various methods on the
test set is reported in Table 2. The macro F1-score
measures the supremacy of the models. However,
we pay close attention to the other measures such
as accuracy (A), precision (P) and recall (R) scores.

It is observed that, among the ML models, the
LR model outperformed the DT and SVM models
achieving the highest macro F1-score (0.39). The
combination of CNN and BiLSTM (C+B) achieved
a very low macro F1-score (0.16) when trained with

2https://github.com/m1n1-coder/ML-and-DL-models-of-
Tamil-Abusive-Comment-Detection
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Methods Classifier P R F1-score A

ML models

LR 0.38 0.44 0.39 0.60
DT 0.31 0.34 0.32 0.57
SVM 0.54 0.26 0.29 0.66
Ensemble 0.26 0.44 0.28 0.67

DL models
C+B (Word2Vec) 0.19 0.18 0.16 0.31
C+B (FastText) 0.52 0.36 0.39 0.63

Transformer Indic-BERT 0.22 0.20 0.19 0.69

Table 2: Performance of various models on the test set. Here, C+B represents the CNN+BiLSTM model

Word2Vec features. Surprisingly, the performance
is improved to 0.39 when we used a pre-trained
word embedding (i.e. FastText). Unfortunately, the
transformer model, Indic-BERT, could not provide
satisfactory performance on the test set. Moreover,
we conducted a thorough investigation into all of
the employed models. The outcomes of the in-
vestigation is presented in Table 3. It is revealed
that the LR model predicts 6 of the 8 categories
with the highest F1-score. This demonstrated that
the LR model performed admirably and was the
best model across all evaluation metrics. How-
ever, CNN+BiLSTM with FastText embedding also
achieved the same macro F1-score (0.39). On the
other hand, the transformer model performs poorly
due to the prevalence of local words across the
different abusive classes.

The comparative analysis illustrates that our
model (i.e., COMBATANT) achieved the 2nd po-
sition in the task (Table-4). Although we inves-
tigated various ML and DL models on the cor-
pus, the submission included the best three models
(LR, SVM, and CNN+BiLSTM (with FastText)).
The LR model outperformed the other models by
achieving the highest F1-score.

5.1 Error Analysis

The LR classifier outperformed all models in clas-
sifying Tamil abusive comments on the shared task
dataset. However, it is necessary to investigate the
errors of the model in order to assess how accu-
rately the classifier performed across the different
classes. The confusion matrix is used to illustrate
the errors (Figure 2). We noticed that, among the
classes, Misandry and Counter-Speech contained
a relatively high true positive rate (TPR). Misandry
class obtained a TPR of 65.35%, whereas Counter-
Speech achieved 53.2%. However, Transphobia
has a TPR of 0%. With a low TPR, Homopho-
bia class also experienced a large number of miss-
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Figure 2: Confusion matrix of the best model (LR).

classification. This lower outcome could be oc-
curred due to inadequacy and class imbalance of
data. As a result, many of the test data were incor-
rectly classified as None-of-the-above.

6 Conclusion

This paper presents the various models developed
to classify abusive comments in Tamil. This
work used three ML, two DL classifiers and one
transformer-based model to perform the classifi-
cation task. The LR model with TF-IDF features
outperformed all models by obtaining the highest
macro F1-score (0.39). Although the combined
CNN and BiLSTM model (C+B) achieved a sim-
ilar macro F1-score (0.39) with FastText features,
the LR model obtained a higher recall value (0.44).
Surprisingly, Indic-BERT performed poorly com-
pared to the ML and DL models. These inferior
results might occur because of the prevalence of
local words, which is unknown to the model. It
will be interesting to investigate how the model per-
forms if the dataset is used in more advanced trans-
former models (XML-R, Electra, mBERT, MuRIL).
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Classes LR DT SVM Ensemble C+B(Word2Vec) C+B(FastText) Indic-BERT
Misogyny 0.42 0.31 0.21 0.24 0.08 0.14 0.15
Misandry 0.62 0.50 0.54 0.55 0.28 0.53 0.42

Homophobia 0.48 0.42 0.46 0.43 0.00 0.50 0.15
Transphobic 0.00 0.00 0.00 0.00 0.00 0.67 0.03
Xenophobia 0.29 0.14 0.07 0.07 0.10 0.10 0.07

Counter-speech 0.38 0.28 0.15 0.00 0.21 0.26 0.11
Hope-Speech 0.26 0.18 0.14 0.20 0.11 0.14 0.10

None-of-the-above 0.71 0.72 0.78 0.79 0.47 0.78 0.49

Table 3: Class-wise performance of models in terms of F1-score

Team_Names Precision Recall F1-score Rank
CEN-Tamil 0.380 0.290 0.320 1
COMBATANT 0.290 0.330 0.300 2
DE-ABUSE 0.330 0.290 0.291 3
DLRG 0.340 0.260 0.270 4
TROOPER 0.400 0.230 0.250 5
abusive-checker 0.140 0.140 0.140 6
Optimize_Prime_Tamil_Run1 0.130 0.130 0.130 7
GJG_Tamil 0.130 0.140 0.130 8
umuteam_tamil 0.130 0.130 0.130 9
MUCIC 0.120 0.130 0.120 10
BpHigh_tamil(1) 0.180 0.120 0.060 11
SSNCSE_NLP 0.130 0.140 0.090 12

Table 4: Summary of performance comparison for all participating teams in the shared task

Furthermore, we aim to tackle the data imbalance
problem by adding more diverse data to the exist-
ing corpus that might improve the model’s perfor-
mance.
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Abstract

This paper aims to perform an emotion analy-
sis of social media comments in Tamil. Emo-
tion analysis is the process of identifying the
emotional context of the text. In this paper,
we present the findings obtained by Team Opti-
mize_Prime in the ACL 2022 shared task "Emo-
tion Analysis in Tamil." The task aimed to clas-
sify social media comments into categories of
emotion like Joy, Anger, Trust, Disgust, etc.
The task was further divided into two subtasks,
one with 11 broad categories of emotions and
the other with 31 specific categories of emotion.
We implemented three different approaches to
tackle this problem: transformer-based mod-
els, Recurrent Neural Networks (RNNs), and
Ensemble models. XLM-RoBERTa performed
the best on the first task with a macro-averaged
f1 score of 0.27, while MuRIL provided the
best results on the second task with a macro-
averaged f1 score of 0.13.

1 Introduction

Due to the rise in social media, internet users can
voice their opinion on various subjects. Social net-
working platforms have grown in popularity and
are used for a variety of activities such as prod-
uct promotion, news sharing, and accomplishment
sharing, among others (Chakravarthi et al., 2021).
Emotion analysis or opinion mining is the study
of extracting people’s sentiment about a particu-
lar topic, person, or organization from textual data.
Emotion analysis has many modern-day use-cases
in e-commerce, social media monitoring, market re-
search, etc. Tamil is the 18th most spoken language
globally (Wikipedia contributors, 2022), with over
75 million speakers. Developing an approach for
emotion analysis of Tamil text will benefit many
people and businesses.

Emotion Analysis, at its core, is a text classifi-
cation problem. To date, various approaches have

∗first author, equal contribution
†second author, equal contribution

been developed for text classification. Earlier, clas-
sification models like logistic regression, linear
SVC, etc., were used. RNN based approaches
like LSTMs also gained much traction because
they produced better results than standard machine
learning models. The introduction of transformers
(Vaswani et al., 2017) changed the course of text
classification due to their consistent performance.
Multiple variations of the transformer have been de-
veloped like BERT (Devlin et al., 2018), AlBERT
(Lan et al., 2019), XLM-RoBERTa (Conneau et al.,
2019), MuRIL (Khanuja et al., 2021), etc.

In this paper, we have tried various approaches to
detect emotions from social media comments. We
have used three distinct ways to get optimal results:
Ensemble models, Recurrent Neural Networks
(RNNs), and transformer-based approaches. This
paper will contribute towards future research in
emotion analysis in low-resource Indic languages.

2 Related Work

Emotion Analysis has recently gained popularity,
as large volumes of data are added to social net-
working sites daily. Earlier studies focus more on
lexicon-based approaches, and they make use of
a pre-prepared sentiment lexicon to classify the
text. e.g., in Tkalčič et al. (2016), Wang and Pal
(2015) and yan Nie et al. (2015), lexicon-based
approaches are used; however, if unrelated words
express emotions, this approach fails.

To overcome the limitations of lexical/keyword-
based approaches, learning-based approaches were
introduced. In this, the model learns from the
data and tries to find a relationship between input
text and the corresponding emotion. Researchers
have tried out both supervised and unsupervised
learning approaches. e.g., in Wikarsa and Thahir
(2015), tweet classification was performed using
naïve Bayes (supervised learning). In Hussien et al.
(2016), SVM and multimodal naïve Bayes were
used to classify Arabic tweets.
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Emotion Neutral Joy Ambiguous Trust Disgust Anticipation Anger Sadness Love Surprise Fear

% 34.24% 15.3% 11.82% 8.6% 6.3% 5.9% 5.7% 5.07% 4.8% 1.63% 0.7%

Table 1: Class-wise distribution of data.

A combination of lexicon-based and learning-
based approaches were used to perform classifica-
tion on a multilingual dataset in Jain et al. (2017).
Transfer learning-based approaches work well for
low-resource languages. Transfer learning allows
us to reuse the existing pre-trained models. For ex-
ample, Ahmad et al. (2020) used a transfer learning
approach to classify text in Hindi.

Lately, transformer-based models have been con-
sistently outperforming other architectures, includ-
ing RNNs. The development of models like MuRiL
(Khanuja et al., 2021), XLM-RoBERTa (Conneau
et al., 2019), Indic BERT (Kakwani et al., 2020),
and M-BERT (Devlin et al., 2018) has encouraged
research in various low resource as well as high
resource languages.

3 Dataset Description

The shared task on Emotion Analysis in Tamil-ACL
2022 aims to classify social media comments into
categories of emotions. The Emotion Analysis in
Tamil Dataset (Sampath et al., 2022) consists of
two datasets. The first dataset is for task A and has
11 categories of emotions which are: Neutral, Joy,
Ambiguous, Trust, Disgust, Anger, Anticipation,
Sadness, Love, Surprise, Fear. While the second is
for task B and has 31 more specific categories of
emotions. The distribution of data among classes
is given in Table 1

3.1 Task A

The train, dev, and test datasets have 14,208, 3,552,
and 4,440 data points, respectively. Each data point
in the training data has the text in Tamil and its
corresponding label in English.

3.2 Task B

The train, dev, and test datasets have 30,180, 4,269,
and 4,269 data points, respectively. Each data point
in the training data has the text in Tamil and its
corresponding label, also in Tamil.
There is a significant class imbalance in the dataset,
representing social media comments in real life.

4 Methodology

To classify social media comments into different
emotions, we used three different approaches: en-
semble models, Recurrent Neural Networks, and
transformers. Figure 1. shows the architecture of
all the three approaches1.

4.1 Data Processing

4.1.1 Data cleaning
We removed punctuations, URL patterns, and stop
words. For better contextual understanding, we
replaced emojis with their textual equivalents. For
example, the laughing emoji was replaced by the
Tamil equivalent of the word laughter.

Data cleaning boosted the performance of all
RNN models and all transformer models except for
MuRIL. MuRIL and all ensemble models worked
best without data cleaning.

4.1.2 Handling data imbalance
There is a significant class imbalance in the data.
To reduce the imbalance, we used the follow-
ing techniques: over-sampling, over-under sam-
pling, Synthetic Minority Over-sampling (SMOTE)
(Chawla et al., 2002), and assigning class weights.
In over-under sampling, we under-sample the
classes having more instances than expected and
over-sample those having lesser instances than ex-
pected while keeping the length of the dataset con-
stant. Over-under sampling worked best for all
transformer and ensemble models, but it reduced
the performance of RNN models. Assigning class
weights to the input boosted the performance of the
M-BERT - Logistic Regression ensemble model.

4.2 Ensemble model

As shown in the figure, we concatenate differ-
ent machine learning models with multilingual
BERT(M-BERT) (Devlin et al., 2018). Multilin-
gual BERT is a BERT-based transformer trained in
104 languages. It simultaneously encodes knowl-
edge of all these languages. M-BERT generates
a sentence embeddings vector of length 768, with

1https://github.com/PICT-NLP/Optimize_Prime-
DravidianLangTech2022-Emotion_Analysis

230



Ensemble Models

LR

MLP

XG-Boost

SVC

RNN Models

LSTM ULMFiT

Transformer Models

XLM-R

MLP

MuRIL

SVC

M-BERT

Data Preprocessing

Output

Output

Output

(768 x 1) Task A : (11 x 1)
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Figure 1: Model architecture (green box represents the classifier with highest f1 score in the group)

context. We then pass these embeddings to differ-
ent machine learning models like logistic regres-
sion, decision trees, and XGBoost. We used grid
search with macro-averaged f1 score as the scoring
parameter for 3-5 cross-validation folds to fine-tune
the hyperparameters.

4.3 RNN Models

We have used two RNN models, Long Short-Term
Memory(LSTM) networks and ULM-Fit.

4.3.1 Vanilla LSTM
For setting a baseline for an RNN approach, we
built word embeddings from scratch by choosing
the top 64,000 most frequently occurring words in
the dataset. This is passed through an embedding
layer to get 100 dimension word vectors. The rest
of the model includes a spatial drop out of 0.2,
followed by the classification model consisting of
two linear layers followed by a softmax.

4.3.2 ULM-Fit
In transfer learning approaches, models are trained
on large corpora, and their word embeddings are
fine-tuned for specific tasks. In many state-of-the-
art models, this approach is successful (Mikolov
et al., 2013). Although Howard and Ruder (2018)
argue that we should use a better approach instead
of randomly initializing the remaining parameter.
They have proposed ULMFiT: Universal Language
Model Fine-tuning for Text Classification.

We use team gauravarora’s (Arora, 2020) open-
sourced models from the shared task at HASOC-
Dravidian-CodeMix FIRE-2020. They build cor-
pora for language modeling from a large set of

Wikipedia articles. These models are based on the
Fastai (Howard and Gugger, 2020) implementation
of ULMFiT. We fine-tuned the models on Tamil,
codemix datasets individually and on the Tamil-
codemix combined dataset.

For tokenization, we used the Senterpiece mod-
ule. The language model is based on AWD-LSTM
(Merity et al., 2018). The model consists of a regu-
lar LSTM cell with spatial dropout, followed by the
classification model consisting of two linear layers
followed by a softmax.

4.4 Transformer Models
Our data sets consist of Tamil and Tamil-English
codemixed data; we use four transformers MuRIL,
XLM-RoBERTa, M-BERT, and Indic BERT.
MuRIL (Khanuja et al., 2021) is a language model
built explicitly for Indian languages and trained
on large amounts of Indic text corpora. XLM-
RoBERTa (Conneau et al., 2019) is a multilingual
version of RoBERTa (Liu et al., 2019). Moreover, it
is pre-trained on 2.5 TB of filtered CommonCrawl
data containing 100 languages. M-BERT (Devlin
et al., 2018) or multilingual BERT is pre-trained
on 104 languages using masked language model-
ing (MLM) objective. Indic BERT (Kakwani et al.,
2020) is a multilingual ALBERT (Lan et al., 2019)
model developed by AI4Bharat, and it is trained on
large-scale corpora of major 12 Indian languages,
including Tamil. We use HuggingFace (Wolf et al.,
2019) for training with SimpleTransformers. The
training was stopped early if the f1 score did not im-
prove for three consecutive epochs. A warning was
given while training XLM-RoBERTa on the task B
dataset using SimpleTransformers, which caused a
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Task A
Classifier mf1 wf1

Ensemble
Models

LR 0.23 0.32
SVC 0.18 0.33
XGBoost 0.16 0.33
MLP 0.19 0.32

RNN
Models

ULMFIT 0.27 0.41
LSTM 0.21 0.33

Transformer
Models

MuRIL 0.31 0.37
XLM-R 0.32 0.37
M-BERT 0.27 0.36
IndicBERT 0.29 035

Table 2: Results of task A
(mf1: macro avg f1, wf1: weighted avg f1)

Task B
Classifier mf1 wf1

Ensemble
Models

LR 0.10 0.17
SVC 0.09 0.20
XGBoost 0.07 0.17
MLP 0.08 0.17

RNN
Models

LSTM 0.11 0.21

Transformer
Models

MuRIL 0.13 0.16
IndicBERT 0.09 0.11

Table 3: Results of Task B
(mf1: macro avg f1, wf1: weighted avg f1)

considerable dip in the score obtained. The solution
to this is to make the argument use_multiprocessing
equal to False.

5 Results

The results obtained for Task A and Task B are
given in Table 2 and Table 3, respectively.

5.1 Ensemble models

In task A, logistic regression achieved the best re-
sults with macro-averaged f1 scores of 0.23. MLP
achieved a macro averaged f1 score of 0.19. Sup-
port Vector Machine also produced decent results
with a macro-averaged f1 score of 0.18 and a
weighted-average f1 score of 0.33.
For task B, logistic regression got a macro aver-
age f1 score of 0.1 and outperformed all the other
ensemble models.

5.2 RNNs

For task A, ULMFit performed well with a macro-
averaged f1 score of 0.27. For task B, LSTM gen-
erated a macro-averaged f1 score of 0.11 and a
weighted-average f1 score of 0.21.

5.3 Transformers

For task A, XLM-RoBERTa outperformed all other
models with a macro averaged f1 score of 0.32 and
a weighted-average score of 0.37. Performance
of MuRIL was similar to XLM-Roberta. For task
B, MuRIL outperformed all other models with a
macro-averaged f1 score of 0.125.

Overall, XLM-RoBERTa performed the best on
Task A(11 classes) while MuRIL performed the
best on Task B(31 labels)

6 Conclusion

The aim of this paper was to classify social media
comments. We used three approaches: Ensem-
ble models, Recurrent Neural Networks (RNNs),
and transformers. Out of these models, for task
A, XLM-RoBERTa outperformed all other models
with a macro-averaged f1 score of 0.27. However,
in Task B, MuRIL outperformed all other models
with a macro averaged f1 score of 0.125. Overall, it
is observed that the models classify emotions like
Joy, Sadness, Neutral, and sentences having am-
biguity well. However, the models classify more
complex emotions like anger, fear, and sadness
with much less accuracy. In the future, various tech-
niques like genetic algorithm-based ensembling
can be tried to improve the performance of the
models.

7 Acknowledgments

We want to thank SCTR’s Pune Center for Analyt-
ics with Intelligent Learning for Multimedia Data
for their continuous support. A special thanks to
Neeraja Kirtane and Sahil Khose for their help in
drafting the paper.

References
Zishan Ahmad, Raghav Jindal, Asif Ekbal, and Push-

pak Bhattachharyya. 2020. Borrow from rich cousin:
transfer learning for emotion detection using cross
lingual embedding. Expert Systems with Applica-
tions, 139:112851.

Gaurav Arora. 2020. Gauravarora@ hasoc-dravidian-
codemix-fire2020: Pre-training ulmfit on syntheti-

232



cally generated code-mixed data for hate speech de-
tection. arXiv preprint arXiv:2010.02094.

Bharathi Raja Chakravarthi, Ruba Priyadharshini,
Rahul Ponnusamy, Prasanna Kumar Kumaresan,
Kayalvizhi Sampath, Durairaj Thenmozhi, Sathi-
yaraj Thangasamy, Rajendran Nallathambi, and
John Phillip McCrae. 2021. Dataset for identi-
fication of homophobia and transophobia in mul-
tilingual YouTube comments. arXiv preprint
arXiv:2109.00227.

Nitesh V Chawla, Kevin W Bowyer, Lawrence O Hall,
and W Philip Kegelmeyer. 2002. Smote: synthetic
minority over-sampling technique. Journal of artifi-
cial intelligence research, 16:321–357.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzmán, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2019. Unsupervised
cross-lingual representation learning at scale. arXiv
preprint arXiv:1911.02116.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. arXiv preprint arXiv:1810.04805.

Jeremy Howard and Sylvain Gugger. 2020. Fastai: a lay-
ered api for deep learning. Information, 11(2):108.

Jeremy Howard and Sebastian Ruder. 2018. Universal
language model fine-tuning for text classification.
arXiv preprint arXiv:1801.06146.

Wegdan A Hussien, Yahya M Tashtoush, Mahmoud
Al-Ayyoub, and Mohammed N Al-Kabi. 2016. Are
emoticons good enough to train emotion classifiers of
arabic tweets? In 2016 7th International Conference
on Computer Science and Information Technology
(CSIT), pages 1–6. IEEE.

Vinay Kumar Jain, Shishir Kumar, and Steven Lawrence
Fernandes. 2017. Extraction of emotions from mul-
tilingual text using intelligent text processing and
computational linguistics. Journal of computational
science, 21:316–326.

Divyanshu Kakwani, Anoop Kunchukuttan, Satish
Golla, NC Gokul, Avik Bhattacharyya, Mitesh M
Khapra, and Pratyush Kumar. 2020. Indicnlpsuite:
Monolingual corpora, evaluation benchmarks and
pre-trained multilingual language models for indian
languages. In Findings of the Association for Com-
putational Linguistics: EMNLP 2020, pages 4948–
4961.

Simran Khanuja, Diksha Bansal, Sarvesh Mehtani,
Savya Khosla, Atreyee Dey, Balaji Gopalan,
Dilip Kumar Margam, Pooja Aggarwal, Rajiv Teja
Nagipogu, Shachi Dave, et al. 2021. Muril: Multi-
lingual representations for indian languages. arXiv
preprint arXiv:2103.10730.

Zhenzhong Lan, Mingda Chen, Sebastian Goodman,
Kevin Gimpel, Piyush Sharma, and Radu Soricut.
2019. Albert: A lite bert for self-supervised learn-
ing of language representations. arXiv preprint
arXiv:1909.11942.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach. arXiv preprint arXiv:1907.11692.

Stephen Merity, Nitish Shirish Keskar, and Richard
Socher. 2018. An analysis of neural language
modeling at multiple scales. arXiv preprint
arXiv:1803.08240.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Cor-
rado, and Jeff Dean. 2013. Distributed representa-
tions of words and phrases and their compositionality.
Advances in neural information processing systems,
26.

Anbukkarasi Sampath, Thenmozhi Durairaj,
Bharathi Raja Chakravarthi, Ruba Priyadharshini,
Subalalitha Chinnaudayar Navaneethakrishnan,
Kogilavani Shanmugavadivel, Sajeetha Thavareesan,
Sathiyaraj Thangasamy, Parameswari Krishnamurthy,
Adeep Hande, Sean Benhur, and Santhiya Pon-
nusamy, Kishor Kumar Pandiyan. 2022. Findings of
the shared task on Emotion Analysis in Tamil. In
Proceedings of the Second Workshop on Speech and
Language Technologies for Dravidian Languages.
Association for Computational Linguistics.
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Abstract

This paper tries to address the problem of abu-
sive comment detection in low-resource indic
languages. Abusive comments are statements
that are offensive to a person or a group of
people. These comments are targeted toward
individuals belonging to specific ethnicities,
genders, caste, race, sexuality, etc. Abusive
Comment Detection is a significant problem,
especially with the recent rise in social me-
dia users. This paper presents the approach
used by our team — Optimize_Prime, in the
ACL 2022 shared task "Abusive Comment De-
tection in Tamil." This task detects and clas-
sifies YouTube comments in Tamil and Tamil-
English Codemixed format into multiple cate-
gories. We have used three methods to optimize
our results: Ensemble models, Recurrent Neu-
ral Networks, and Transformers. In the Tamil
data, MuRIL and XLM-RoBERTA were our
best performing models with a macro-averaged
f1 score of 0.43. Furthermore, for the Code-
mixed data, MuRIL and M-BERT provided sub-
lime results, with a macro-averaged f1 score of
0.45.

1 Introduction

The rise in social media platforms like Facebook
and Twitter has led to the exchange of massive
amounts of information on the internet. With the
increase in the number of users and platforms, prob-
lems like hate speech and cyberbullying have also
increased (Chakravarthi, 2020). Abusive comments
are comments that are offensive towards a partic-
ular individual or a group of individuals. Online
abuse has led to problems like lowered self-esteem,
depression, harassment, and even suicide in some
severe cases. Hence detecting and dealing with
such comments is of utmost importance. Classify-
ing detected comments helps determine the severity
of the comment and will also help the authorities

∗first author, equal contribution
†second author, equal contribution

take appropriate action against the individual.
Our task is to detect and classify abusive comments
written in Tamil. Abusive comment detection is
a text classification problem. Text classification
is a technique that extracts features from text and
assigns a set of predefined categories(classes) to it.
Traditionally, text classification was done using
linear classifiers on the sentence embeddings of
text. This was followed by Recurrent Neural Net-
works like LSTMs, which gave promising results.
After the paper (Vaswani et al., 2017), transform-
ers were introduced in the field of natural lan-
guage processing. They have an attention layer
that provides context to words in the text. The in-
troduction of the transformer architecture has led
to the development of many other variations of the
transformer like BERT(Devlin et al., 2018), XLM-
RoBERTa(Conneau et al., 2019), MuRIL(Khanuja
et al., 2021), etc.

In this paper, we use different transformer-based
models for abusive comment detection in Tamil.
We have also used RNN models like LSTMs, a
newer model ULMFit and a type of Ensemble
model. We compared the results obtained from all
three approaches to determine the optimum model
for this task.

2 Related Work

Tamil is a low-resource language, so finding prop-
erly annotated data is challenging. In order to
encourage research in Tamil, datasets have been
created by Chakravarthi et al. (2020). The pa-
per, Pitsilis et al. (2018) tries an RNN based ap-
proach for detecting offensive language in tweets.
Arora (2020) developed a model for detecting hate
speech in Tamil-English codemixed social media
comments using a pre-trained version of ULM-FiT.
After the introduction of transformers in Vaswani
et al. (2017), the use of transformers for NLP tasks
increased.

The release of BERT(Devlin et al., 2018) paved
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Dataset Hope-Speech Homophobia Misandry Counter-Speech Misogyny Xenophobia Transphobic None-of-these

Tamil 3.51% 1.46% 19.34% 6.62% 5.62% 4.25% 0.2% 59%

Codemix 3.61% 2.91% 14.4% 5.71% 3.42% 4.97% 2.74% 62%

Table 1: Distribution of classes in data

the way for many more variations of transformers.
In the paper, Mishra and Mishra (2019) the results
for the HASOC in Indo-European languages were
showcased where they used MultiLingual BERT
and monolingual BERT. Some work has been done
by Ziehe et al. (2021) in English, Malayalam, and
Tamil, aiming to detect Hope Speech which is also
a text classification task. They fine-tuned XLM-
RoBERTa (Conneau et al., 2019) for Hope Speech
Detection.
The development of models like MuRiL (Khanuja
et al., 2021), XLM-RoBERTa (Conneau et al.,
2019), Indic BERT (Kakwani et al., 2020), and
M-BERT (Devlin et al., 2018) has encouraged re-
search in various low resource as well as high re-
source languages.

3 Dataset Description

The shared task on Abusive Comment Detection
in Tamil-ACL 2022 aims to detect and reduce abu-
sive comments on social media. The main objec-
tive of the shared task is to design systems to de-
tect and classify instances of hate speech in Tamil
and Tamil-English codemixed YouTube comments.
The Abusive Comment Detection Dataset Priyad-
harshini et al. (2022) consists of Tamil and Tamil-
English comments collected from the YouTube
comments section. The dataset consists of a com-
ment and its corresponding label belonging to the
nine labels in the Dataset: Misandry, Counter-
speech, Misogyny , Xenophobia, Hope-Speech,
Homophobia, Transphobic, Not-Tamil, and None-
of-the-above.

3.1 Tamil Data
The Train, Dev, and Test datasets have 2240, 560
and 700 data points, respectively. Each data point
in the training data has the text in Tamil followed
by its corresponding label.

3.2 Tamil-English Codemixed
The train, dev, and test datasets have 5948, 1488,
and 1859 data points, respectively. Each data point
has the actual comment in a codemixed format.

Codemixed means text that alternates between two
languages. In this case, the two languages are Tamil
and English.

There is a significant class imbalance observed
in the dataset. The ’Not-Tamil’ label has no test
or dev data instances, so the classification is done
only for eight labels.

4 Methodology

To classify Youtube Comments, we used three dif-
ferent approaches: Ensemble models, Recurrent
Neural Networks, and Transformers.1

4.1 Data Pre-processing

4.1.1 Data cleaning

We removed punctuations, URL patterns, and stop
words from the text. For better contextual under-
standing, we replaced emojis with their textual
equivalents. For example, the laughing emoji was
replaced by the Tamil equivalent of laughter.

Data cleaning boosted the performance of all
RNN models and all Transformer models except for
MuRIL. MuRIL and all Ensemble models worked
better without data cleaning.

4.1.2 Handling data imbalance

There is a significant class imbalance in the
data. To reduce the class imbalance, we used
the following techniques: over-sampling, over-
under sampling, Synthetic Minority Over-sampling
(SMOTE)(Chawla et al., 2002), and assigning class
weights. In over-under sampling, we under-sample
the classes having more instances than expected
and over-sample those having lesser instances than
expected while keeping the length of the dataset
constant. Over-under sampling worked best for
all transformer and ensemble models, but it re-
duced the performance of RNN models. Assigning
weights boosted the performance of the M-BERT -
Logistic Regression ensemble model.

1https://github.com/PICT-NLP/Optimize_Prime-
DravidianLangTech2022-Abusive_Comment_Detection
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4.2 Ensemble model
As shown in figure 1, we concatenate different ma-
chine learning models with multilingual BERT(M-
BERT)(Devlin et al., 2018). Multilingual BERT
is a BERT-based transformer trained in 104 lan-
guages. It simultaneously encodes knowledge of
all these languages. M-BERT generates a sentence
embedding vector of length 768. We then pass
these embeddings to different machine learning
models, as shown in Table 2. We used grid search
with weighted-average f1 score as the scoring pa-
rameter for 5 -10 cross-validation folds to fine-tune
the hyperparameters.

4.3 RNN Models
We have used two RNN models, Long Short-Term
Memory(LSTM) networks and ULM-Fit.

4.3.1 Vanilla LSTM
Long Short-Term Memory (LSTM) (Hochreiter
and Schmidhuber, 1997), can capture semantic in-
formation and long-term dependencies. We use
LSTM to set a baseline score for RNN models.
We create word embeddings by choosing the top
64,000 most frequently occurring words in the
dataset. The embedding layer then creates 100-
dimension vectors. The rest of the model includes
a spatial drop out of 0.2, a single LSTM layer, and
a final softmax activation function.

4.3.2 ULMFit
In transfer learning approaches, models are trained
on large corpora, and their word embeddings are
fine-tuned for specific tasks. In many state-of-the-
art models, this approach is successful (Mikolov
et al., 2013). Although Howard and Ruder (2018)
argues that we should use a better approach instead
of randomly initializing the remaining parameter.
They have proposed ULMFiT: Universal Language
Model Fine-tuning for Text Classification.

We use team gauravarora’s (Arora, 2020) open-
sourced models from the shared task at HASOC-
Dravidian-CodeMix FIRE-2020. They build cor-
pora for language modeling from a large set of
Wikipedia articles.

These models are based on the Fastai (Howard
and Gugger, 2020) implementation of ULMFiT.
We tuned the models on Tamil, Codemix data sets
individually and on the Tamil - codemix combined
dataset.

For tokenization, we used the Senterpiece mod-
ule. The language model is based on AWD-LSTM

Figure 1: Ensemble model architecture

(Merity et al., 2018). The model consists of a regu-
lar LSTM cell with spatial dropout, followed by the
classification model consisting of two linear layers
followed by a softmax.

4.4 Transformer models

Our data sets consist of Tamil and Tamil-English
codemixed data; we use four transformers MuRIL,
XLM-RoBERTa, M-BERT, and Indic BERT.
MuRIL (Khanuja et al., 2021) is a language model
built explicitly for Indian languages and trained
on large amounts of Indic text corpora. XLM-
RoBERTa (Conneau et al., 2019) is a multilingual
version of RoBERTa (Liu et al., 2019). Moreover, it
is pre-trained on 2.5 TB of filtered CommonCrawl
data containing 100 languages. M-BERT (Devlin
et al., 2018) or multilingual BERT is pre-trained
on 104 languages using masked language model-
ing (MLM) objective. Indic BERT (Kakwani et al.,
2020) is a multilingual ALBERT (Lan et al., 2019)
model developed by AI4Bharat and, it is trained on
large-scale corpora of major 12 Indian languages,
including Tamil. We use HuggingFace (Wolf et al.,
2019) for training with SimpleTransformers. The
training was stopped early if the f1 score did not
improve for three consecutive epochs.
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Model Type Classifier
Tamil Codemix

macro f1 weighted f1 macro f1 weighted f1

Ensemble Models

Logistic Regression 0.32 0.60 0.33 0.64
Decision Trees 0.16 0.50 0.16 0.52
SVC 0.33 0.61 0.32 0.64
Random Forest 0.17 0.53 0.16 0.52
XG-Boost 0.25 0.59 0.26 0.60
MLP 0.33 0.60 0.35 0.65

RNN Models
ULMFiT 0.33 0.63 0.40 0.68
ULMFiT CD* 0.36 0.61 0.38 0.62
Vanilla LSTM 0.21 0.61 0.35 0.66

Transformer Models

MuRIL 0.43 0.68 0.45 0.60
XLM-R-base 0.43 0.66 0.44 0.62
M-BERT 0.40 0.68 0.45 0.61
Indic BERT 0.40 0.65 0.35 0.52

Table 2: Results obtained by all the models on the Tamil as well as codemixed data.
*ULMFiT CD is trained by combining Tamil and CodeMix data.

5 Results

The results obtained by all the models can be
viewed in Table 2.

5.1 Ensemble Models

In the case of the ensemble models, Support Vector
Machine obtained the best result for the Tamil data.
A macro-averaged f1 score of 0.33 and weighted-
average f1 score of 0.6 was obtained.
In the case of the codemixed data, Multi-Layer
Perceptron obtained the best score among the en-
semble models. It achieved a macro-averaged f1
score of 0.35 and a weighted-average f1 score of
0.65.
Tree-based algorithms like decision trees, random
forest, and XGBoost did not perform well.

5.2 RNNs

Among all the RNN models, ULMFiT fine-tuned
on codemix data had the highest macro avg f1 of
0.40 and weighted avg f1 score of 0.68. ULMFit
fine-tuned on Tamil data had the highest weighted
avg f1 score of 0.63 while ULMFiT finetuned on
combined dataset had the highest macro-averaged
f1 score of 0.36.

5.3 Transformers

Out of the four transformers, we obtained the best
results for MuRIL and XLM-RoBERTa in the case
of Tamil. The macro-averaged f1 scores were 0.43
for both models, and the weighted-averaged f1

scores were 0.68 and 0.66 for MuRIL and XLM-
RoBERTa, respectively.
MuRIL and M-BERT outperformed all the other
models for the Tamil-English codemixed data. The
macro-averaged f1 scores of 0.45 and weighted-
average f1 scores of 0.61 were obtained by MuRIL
and M-BERT.

6 Conclusion

This paper aims to detect and classify abusive com-
ments. We tried three approaches for abusive com-
ment detection in Tamil and Tamil-English Code-
Mixed data: Ensemble models, Recurrent Neural
Networks, and transformer-based models.
For the Tamil data, MuRIL and XLM-RoBERTa
provided the best results with a macro-averaged
f1 score of 0.43. Classes like Homophobia and
Misandry were predicted with higher accuracy than
others like Transphobic and Counter-Speech. Sen-
tences that are not abusive are also classified well.
For the codemixed data, MuRIL and M-BERT
outperformed all other models with a macro-
averaged f1 score of 0.45. Classes like Xenophobia,
Misandry, and Transphobic were predicted with
higher accuracy than others for the codemixed data.
Sentences that are not abusive are also classified
well.
In the future, various techniques can be tried to
improve the performance of the models. In order
to boost the performance, genetic algorithm-based
ensembling methods could be used.
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Abstract

This paper investigates the effectiveness of
sentence-level transformers for zero-shot offen-
sive span identification on a code-mixed Tamil
dataset. More specifically, we evaluate ratio-
nale extraction methods of Local Interpretable
Model Agnostic Explanations (LIME) (Ribeiro
et al., 2016a) and Integrated Gradients (IG)
(Sundararajan et al., 2017) for adapting trans-
former based offensive language classification
models for zero-shot offensive span identifica-
tion. To this end, we find that LIME and IG
show baseline F1 of 26.35% and 44.83%, re-
spectively. Besides, we study the effect of data
set size and training process on the overall ac-
curacy of span identification. As a result, we
find both LIME and IG to show significant im-
provement with Masked Data Augmentation
and Multilabel Training, with F1 of 50.23%
and 47.38% respectively. Disclaimer : This pa-
per contains examples that may be considered
profane, vulgar, or offensive. The examples do
not represent the views of the authors or their
employers/graduate schools towards any per-
son(s), group(s), practice(s), or entity/entities.
Instead they are used to emphasize only the
linguistic research challenges.

1 Introduction

Offensive language classification and offensive
span identification from code-mixed Tamil-English
comments portray the same task at different gran-
ularities. In the former case, we classify if the
code mixed sentence is offensive or not, while
the latter concentrates on extracting the offensive
parts of the comments. Accordingly, one could
do the former using models of the latter and vice
versa. Transformer-based architectures such as
BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019) and XLM-RoBERTa (Conneau et al., 2020)
have achieved state-of-the-art results on both these
tasks (Chakravarthi et al., 2021a). However, often

∗Corresponding Author

these tasks are treated as independent and model
development is often separated.

This paper studies the rationale extraction meth-
ods for inferring offensive spans from transformer
models trained only on comment-level offensive
language classification labels. Such an idea is of-
ten vital in the case of code-mixed Tamil-English
comments for which span annotations are often
costly to obtain, but comment-level labels are read-
ily available. Besides, such an approach will also
help in decoding the models’ logic behind the pre-
diction of offensiveness.

Accordingly, we evaluate and compare two dif-
ferent methods, namely LIME and IG, for adapting
pre-trained transformer models into zero-shot of-
fensive span labelers. Our experiments show that
using LIME with pre-trained transformer models
struggles to infer correct span level annotations
in a zero-shot manner, achieving only 20% F1 on
offensive span identification for code-mixed Tamil-
English comments. To this end, we find that a
combination of masked data augmentation and mul-
tilabel training of sentence transformers helps to
better focus on individual necessary tokens and
achieve a strong baseline on offensive span identi-
fication. Besides, IG consistently surpasses LIME
even in cases where there are no data augmentation
or multilabel training. Overall the contributions of
this paper are as follows.

• We introduce preliminary experiments on of-
fensive language classification transformer
models for zero-shot offensive span identifica-
tion from code-mixed Tamil-English language
comments.

• We systematically compare LIME and IG
methods for zero-shot offensive span identifi-
cation.

• We study the impact of data and training
process on offensive span identification by
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proposing masked data augmentation and mul-
tilabel training.

• We further release our code, models, and data
to facilitate further research in the field1.

The rest of the paper is organized as follows. In
Section 2, we present LIME and IG methods in
brief. Meanwhile section 3 and 4 focus on dataset
and experimental setup. In section 5, we present
detailed experiments and conclude in section 6 with
our findings and possible implications on the future
work.

2 Methods

In this section, we present the two rationale extrac-
tion methods LIME and IG used to turn sentence-
level transformer models into zero-shot offensive
span labelers.

2.1 Local Interpretable Model Agnostic
Explanation (LIME)

LIME (Ribeiro et al., 2016b) is a model agnostic
interpretability approach that generates word-level
attribution scores using local surrogate models that
are trained on perturbed sentences generated by
randomly masking out words in the input sentence.
The LIME model has seen considerable traction in
the context of rationale extraction for text classifica-
tion, including work by Thorne et al. (2019), which
suggests that LIME outperforms attention-based
approaches to explain NLI models. LIME was also
used to probe an LSTM based sentence-pair classi-
fier (Lan and Xu, 2018) by removing tokens from
the premise and hypothesis sentences separately.
The generated scores are used to perform binary
classification of tokens, with the threshold based
on F1 performance on the development set. The
token-level predictions were evaluated against hu-
man explanations of the entailment relation using
the e-SNLI dataset (Camburu et al., 2018).

Meanwhile, for offensive span identification in
English Ding and Jurgens (2021) coupled LIME
with RoBERTa trained on an expanded training set
to find expanded training set could help RoBERTa
more accurately learn to recognize toxic span.
However, though LIME outperforms other meth-
ods, it is significantly slower than Integrated Gradi-
ents methods, presented in the next section.

1The code and data is made available at
https://github.com/manikandan-ravikiran/
zero-shot-offensive-span

2.2 Integrated Gradients (IG)

Integrated Gradients (Sundararajan et al., 2017)
focuses on explaining predictions by integrating
the gradient along some trajectory in input space
connecting two points. Integrated gradient and
its variants are widely used in different fields of
deep learning including natural language process-
ing (Sikdar et al., 2021).

Specifically, it is an iterative method, which
starts with so-called starting baselines, i.e., a start-
ing point that does not contain any information for
the model prediction. In our case involving textual
data, this is the set exclusively with the start and
end tokens. These tokens mark the beginning and
the end of a sentence and do not give any informa-
tion about whether the evaluation is offensive or
not. Following this, it takes a certain number of
iterations, where the model moves from the starting
baseline to the actual input to the model.

This iterative improvement approach is analo-
gous to the sentence creation process wherein each
step, we create the sentence word by word and cal-
culate the offensiveness, which in turn gives us the
attribution of the input feature. Across its iterations,
whenever IG includes an offensive word, we can
expect offensive classification prediction to swing
more towards offensive class and vice versa. Such
behavior will help calculate the attribution of each
word in the identified sentence.

3 Datasets

In this section, we present various datasets used
in this study. Details on how they are used across
different experiments are presented in Table 3. Fi-
nally, the overall dataset statistics are as shown in
Table 1.

3.1 Offensive Span Identification Dataset

The Shared task on Offensive Span Identifica-
tion from Code-Mixed Tamil English Comments
(Ravikiran and Annamalai, 2021) focuses on the
extraction of offensive spans from Youtube Com-
ments. The dataset contains 4786 and 876 exam-
ples across its train and test set respectively. It
consists of annotated offensive spans indicating
character offsets of parts of the comments that were
offensive.

3.2 Masked Augmented Dataset

The data available from both Ravikiran and Anna-
malai (2021) is minimal, and transformer methods
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Dataset Number of
Train Samples

Number of
Test Samples

Offensive Language
Classification

Offensive Span
Identification

Offensive Span Identification Dataset 4786 876 ✗ ✓

Mask Augmented Dataset 109961 - ✓ ✓

Multilabel Dataset 109961 - ✓ ✓

Table 1: Dataset statistics of various datasets used in this work.

Steps Example Output
Offensive Lexicon Creation [sanghu, thu,thooooo,suthamm,F**k,flop,w*f, p**a,n**y,nakkal]

Data Sourcing Last scene vera level love u
[Last, scene, vera, level, love,u]

Mask Generation
[0,1, 0, 0, 1,1]
[1,0, 1, 1, 1,1]
[0,0, 0, 0, 1,1]

Offensive Word Augmentation
[Last, sangh, vera, level, thu, n**y]

[flop, scene, thooooo, suthamm, F**k, sanghu]
[Last, scene, p**a, n**y, love, u]

Position Identification
and

Multilabel Creation

Last sangh vera level thu n**y [1,0,1]
flop scene thooooo suthamm F**k sanghu [1,1,1]

Last scene p**a n**y love u [0,1,0]

Table 2: Various steps in Masked Augmented Dataset and Multilabel Dataset creation with sample outputs.

are sensitive to dataset size (Xu et al., 2021). Thus
we created an additional dataset using Masked Aug-
mentation. Accordingly, the data is generated by
using the following steps.

• Step 1: Offensive Lexicon Creation: First,
we create an offensive lexicon from the train
set of offensive span identification datasets.
To do this, we do following

– Extract the phrases corresponding to an-
notated offensive spans from the train-
ing dataset of Ravikiran and Annamalai
(2021).

– Selecting phrases of size less than 20
characters and word tokenizing them to
extract the individual words.

– Manually, post-processing these words
to ignore words that are not offensive.
For example, many phrases include con-
junctions and pronouns which are not
directly offensive.

Accordingly, an offensive lexicon with 2900
tokens is created.

• Step 2: Data Sourcing: In this step, we se-
lect the dataset used for creating the Masked
Augmented dataset. Specifically, we use the
25425 non-offensive comments from Dravid-
ian Code-Mix dataset (Chakravarthi et al.,
2021b).

• Step 3: Mask Generation: The mask genera-
tion is done as follows

– Each of 25425 non-offensive comments
was tokenized to create respective mask-
able token list.

– Three random binary masks are gen-
erated for each of the tokenized non-
offensive comments. These binary
masks have same length as that of its
maskable token list.

• Step 4: Offensive Word Augmentation:
Finally, words with a corresponding binary
mask of 1 are replaced with words randomly
selected from the offensive lexicon from step
1. Additionally, the spans corresponding to
the words that were replaced are saved.

Overall, such augmentation resulted in 109961
comments, with 75009 being offensive comments
and 34952 non-offensive comments. Table 2
shows an example sentence and masked augmented
dataset creation process.

3.3 Multilabel Dataset

All the previously mentioned datasets are restricted
to classification only i.e. they contain a binary label
indicating if they are offensive or they have anno-
tated offensive spans. Additionally, these sentences
does not explicitly encode any position informa-
tion of the offensive words, which is useful for
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Experiment Name Train dataset Test dataset
Benchmark Offensive Span Identification Dataset (Ravikiran and Annamalai, 2021; Ravikiran et al., 2022)
OS-Baseline Dravidian CodeMix (Chakravarthi et al., 2021b) Offensive Span

Identification
Dataset

OS-Augmentation Mask Augmented Dataset
OS-Multilabel Multilabel Dataset

Table 3: Relationship between the datasets and experiments.

Name Value
γ 0.1

max seq length 150
train batch size 64
eval batch size 64
warmup ratio 0.1
learning rate 3x10−5

weight decay 0.1
initializer glorot

Table 4: Model Hyperparameters for Training Trans-
formers.

training. Work of Ke et al. (2021) show encod-
ing relative positional information based attention
directly in each head often improves the overall re-
sult of corresponding down stream task. Similarly
Shaw et al. (2018) also proposed using relative posi-
tion encoding instead of absolute position encoding
and couple them with key and value projections of
Transformers to improve overall results. As such,
in this work, to encode position we create a multil-
abel dataset in which the labels indicate the relative
position of offensive words. The multilabel dataset
is created as follows.

• Step 1: Dataset Selection: We first select
the 109961 comments from the Masked Aug-
mented Dataset along with their saved spans.

• Step 2: Position Identification and Multi-
label Creation: From the identified spans,
we check if the offensive spans are present
in (a) start of the comment (b) end of the
comment and (c) middle of the comment.
Depending on presence of offensiveness we
create three binary labels. For example in
Table 2 for sentence Last scene p**a
n**y love u we can see that the offen-
sive word to be present in the center of
the sentence. Accordingly we give it a la-
bel [0,1,0]. Meanwhile for comment Last
sangh vera level thu n**y we can
see offensive words to be in center and at the
end thus we give label [1,0,1].

4 Experimental Setup

In this section, we present our experimental setup
in detail. All of our experiments follow the two
steps as explained below.

Transformer Training: We use three different
transformer models, namely Multilingual-BERT,
RoBERTa, and XLM-RoBERTa, made available
by Hugging Face (Wolf et al., 2019), as our trans-
former architecture due to their widespread usage
in the context of code-mixed Tamil-English Of-
fensive Language Identification. In line with the
works of Mosbach et al. (2021) all the models were
fine-tuned for 20 epochs, and the best performing
checkpoint was selected. Each transformer model
takes 1 hour to train on a Tesla-V100 GPU with a
learning rate of 3x10−5. Further, all of our exper-
iments were run five times with different random
seeds and the results so reported are an average of
five runs. The relationship between the datasets
used to train the transformers across various ex-
periments is as shown in Table 3. Meanwhile, the
model hyperparameters are presented in Table 4.

Span Extraction Testing: After training the
transformer models for offensive language iden-
tification, we use the test set from the offensive
span identification dataset for testing purposes.
For LIME, we use individual transformer models’
MASK token to mask out individual words and
allow LIME to generate 5000 masked samples per
sentence. The resulting explanation weights are
then used as scores for each word, and tokens be-
low the fixed decision threshold of τ = −0.01 are
removed while the spans of the rest of the com-
ments are used for offensive span identification.
Meanwhile, for the IG model, for each sentence in
the test set, we perform 50 iterations to generate
scores for each word and extract the spans in line
with LIME.

5 Experiments, Results and Analysis

The consolidated results are presented in Table 5.
Each model is trained as an offensive comment clas-
sifier and then evaluated for offensive span identi-
fication. Though we do not explicitly furnish any

243



Experiments Model F1(%)
LIME IG

Benchmark BENCHMARK 1 39.834
BENCHMARK 2 37.024

OS-Baseline
BERT 26.35 44.83

RoBERTa 24.26 37.01
XLM-RoBERTa 22.86 43.13

OS-Augmentation
BERT 24.97 44.83

RoBERTa 26.23 44.98
XLM-RoBERTa 21.93 50.23

OS-Multilabel
BERT 47.137 44.83

RoBERTa 47.38 35.83
XLM-RoBERTa 46.76 42.06

Table 5: Consolidated Results on Offensive Span Identi-
fication Dataset. All the values represent character level
F1 measure.

signals regarding which words are offensive, we
can see an assortment of behaviors across both the
rationale extraction methods when trained differ-
ently. For reference comparison, we also include
two benchmark baseline models from Ravikiran
et al. (2022). BENCHMARK 1 is a random base-
line model which haphazardly labels 50% of char-
acters in comments to belong to be offensive in-
line. BENCHMARK 2 is a lexicon-based system,
which first extracted all the offensive words from
the train samples of offensive span identification
dataset (Ravikiran and Annamalai, 2021). These
words were scoured in comments from the test set
during inference, and corresponding spans were
noted. We report the character level F1 for ex-
tracted spans inline with Ravikiran et al. (2022).

5.1 OS-Baseline Experiments

Firstly, both benchmarks exhibit high performance,
making the task competitive for LIME and IG
methods. To start with, we analyze the results of
OS-Baseline experiments. From Table 5, we can
see that LIME has moderately low performance
compared to IG, which either beats the baseline
or produces very close results. Analogizing the
LIME and IG, we can see that IG has an aver-
age difference of 18% compared to LIME. To un-
derstand this, we identify various examples (Ta-
ble 7) where LIME fails, and IG performs sig-
nificantly well and vice versa. Firstly, we can
see that LIME explicitly focuses on identifying
overtly offensive words only. Besides, we can
also see LIME focuses primarily on offensive
words, while IG accounts for terms such as "Dei",
"understood", "iruku poliye" etc.

Accordingly, to comprehend their performance

on offensive comments of different sizes, we sep-
arate results across (a) comments with less than
30 characters (F1@30), (b) comments with 30-50
characters (F1@50) (c) comments with more than
50 characters (F1@>50). The results so obtained
are as shown in Table 6. Accordingly, we find in-
teresting outcomes. Firstly we can see that though
LIME has lower F1 overall, it tends to show com-
petitive results against IG for comments with less
than 30 characters.

With the increase in the comment length, the per-
formance of LIME tends to lower considerably. We
believe such behavior of LIME could be because
of two reasons (a) surrogate models may not be
strong enough to distinguish different classes and
(b) dilution of scores due to LIME’s random per-
turbation procedure. With random perturbations,
the instances generated may be quite different from
training instances drawn from the underlying distri-
bution. Meanwhile, IG is compatible across all the
sizes, and in the case of comments with less than
30 and 50 characters, we can see IG to show the
result as high as 50%.

5.2 OS-Augmentation Experiments

Since transformers are very sensitive to dataset size,
we focus on estimating the impact of dataset size
used to train the transformers for offensive com-
ment classification on the performance of LIME
and IG, respectively. To this end, we used the
Mask Augmented dataset to finetune the transform-
ers and pose the question Does adding data make
any difference? The various result so obtained are
as shown in Table 5. Firstly, for LIME, we see
no such drastic difference in F1. However, for IG,
we can see a significant improvement, especially
for RoBERTa and XLM-RoBERTa models. Specif-
ically, we can see the XLM-RoBERTa model to
reach an accuracy of 50.23% with an average of
12% higher results compared to benchmark models
and 7% compared to OS-Baseline.

Furthermore, analysis of results shows a couple
of fascinating characteristics for XLM-RoBERTa.
Firstly, we could see many predictions concentrat-
ing on words part of the long offensive span anno-
tations. We believe this is because of the ability
of the model to learn relations between words in
different languages as part of its pretraining, which
is not the case with M-BERT and RoBERTa. To
verify this again, we separate the results across dif-
ferent comment sizes. From Table 6 we can see that

244



Experiments Model F1@30 (%) F1@50 (%) F1@ > 50 (%)
LIME IG LIME IG LIME IG

OS-Baseline
BERT 47.02 45.79 32.54 50.62 23.27 42.48

RoBERTa 37.35 36.42 32.75 42.04 20.56 34.95
XLM-RoBERTa 43.05 51.7 31.54 48.69 18.63 40.49

OS-Augmentation
BERT 48.45 45.79 32.62 50.62 21.29 42.48

RoBERTa 50.21 45.86 32.71 50.71 22.8 42.66
XLM-RoBERTa 31.19 59.47 27.58 57.01 19.17 47.19

OS-Multilabel
BERT 45.7 45.79 57.15 50.62 42.722 42.48

RoBERTa 58.66 45.86 57.19 50.71 43 42.66
XLM-RoBERTa 59.84 59.47 57.62 57.01 42.95 47.19

Table 6: Results across different size of comments.

Category Comment Type Examples

Correct
Prediction

Comments with less than 30 characters
Dei like poda anaithu 9 p***a
Semma mokka and as usual a masala movie

Comments with 30-50 characters
M***u adichutu sagunga da j***i p***********a
81k views 89k likes YouTube be like W*F

Comments with greater than 50 characters
Old vijayakanth movie parthathu pola irruku..pidikala....
Dei Yappa munjha paarthu Sirichu Sirichu vayiru vazhikuthu

Incorrect
Prediction

Comments with less than 30 characters
except last scene its a crap
Movie is going to be disaster

Comments with 30-50 characters
Kandasamy and Mugamoodi mixed nu nenaikre....
Last la psycho ilayaraja nu solitan

Comments with greater than 50 characters
All I understood from this video was Vikram likes Dosai..
Padam nichiyam oodama poga neriya vaipu iruku poliye ! Oru dislike ah potu vaipom

Table 7: Example of correct and incorrect predictions. Blue highlight shows words attributed by LIME. Green
highlight shows words attributed by IG. Pink highlight shows words attributed by both LIME and IG. Yellow
highlight shows parts of comments annotated in ground truth but not identified by both LIME and IG.

for longer sized comments, the model tends to out-
perform M-BERT, RoBERTa when coupled with
IG. Meanwhile, LIME has no changes irrespective
of used transformers.

5.3 OS-Multilabel Experiments

Finally, we analyze the significance of encoding the
position of offensive words as part of the training
process. To this end, we ask Does introducing
position information as part of the training process
improve zero-shot results?. As such, we use the
multilabel dataset to finetune the transformers to
obtain results, as shown in Table 5. Firstly, we can
see that introducing multiple labels for training has
no impact on the overall results of LG. However,
we can see that LIME demonstrates a significant
gain in overall results. Specifically, with multilabel
training, the baseline results improve by 20% to
47.38%.

Furthermore, we can observe an equivalent trend
across the different sizes of comments as seen in
Table 6. In fact, for words of less than 30 and 50
characters, LIME outdoes IG models, which aligns
with our hypothesis that the position is helpful.
Overall from all the results from Table 5-6 we can
see XLM-RoBERTa be more suitable for extracting

spans, especially with the addition of more data and
position information. Meanwhile, IG is consistent
in producing explanations irrespective of dataset
size or training approach.

6 Conclusion

This work examines rationale extraction methods
for inferring offensive spans from the transformer
model trained for offensive sentence classifica-
tion. Experiments revealed that approaches such
as LIME do not perform as well when applied to
transformers directly, attributing to potential issues
with surrogate models and perturbation procedures.
Meanwhile, we can see IG as the clear front runner
for identifying offensive spans in a zero-shot way.
We think this is due to the inherent nature of the
method, where it focuses on creating the input at
the same time learning the reason for offensiveness.

Besides, we also analyzed LIME and IG under
large datasets and incorporated position informa-
tion in the training process. To this end, we dis-
covered that only augmenting does not improve the
performance of LIME. However, when this large
data is coupled with labels incorporating position
information, both LG and IG improve significantly.
Especially LIME prefers this approach with large
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improvements on F1, despite IG outperforming
LIME.

Additionally, we also found XLM-RoBERTa
to be a clear winner among the transformer mod-
els owing to its intrinsic learning of relationships
which potentially helps with comments that are
longer size. However, many details were unex-
plored, including (i) the effect of random perturba-
tions on overall results (ii) the approach to merge
attributions of multilabel predictions, which we
plan to explore in the immediate future.
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Abstract

Identifying offensive speech is an exciting and
essential area of research, with ample traction
in recent times. This paper presents our sys-
tem submission to the subtask 1, focusing on
using supervised approaches for extracting Of-
fensive spans from code-mixed Tamil-English
comments. To identify offensive spans, we
developed the Bidirectional Long Short-Term
Memory (BiLSTM) model with Glove Embed-
ding. With this method, the developed system
achieved an overall F1 of 0.1728. Addition-
ally, for comments with less than 30 characters,
the developed system shows an F1 of 0.3890,
competitive with other submissions.

1 Introduction

Offensive speech, in general, is defined as the
speech that causes an individual/group to feel dis-
pleased, upset, angry, or annoyed (Pavlopoulos
et al., 2019). Often offensive speech is intended to
vilify, humiliate, or incite hatred against a group
or a class of persons based on race, religion, skin
color, sexual identity, gender identity, ethnicity,
disability, or national origin (Chakravarthi, 2020;
Chakravarthi and Muralidaran, 2021). Predomi-
nantly with social media outreach, this is more
prevalent. Accordingly, pinpointing such offensive
speech is vital to encourage healthy conversation
across users. Moreover, such systems are essen-
tial in automatic content moderation, with minimal
human involvement (Priyadharshini et al., 2021;
Kumaresan et al., 2021).

Code-Mixing is yet another social media phe-
nomenon that has crept into daily speech across
all languages, including Tamil (B and A, 2021b,a).
Often, we see the usage of more than one language
like Tamil-English, Kannada-English, etc., which
adds a layer of complexity in identifying offensive

∗Corresponding Author

contents (Ghanghor et al., 2021a,b; Yasaswini et al.,
2021). Code-mixing and Code-borrowing have
become common among the multi-lingual people
(Rajalakshmi and Agrawal, 2017). Even though
offensive content classification on Code-mixed lan-
guage has been studied by few researchers by ap-
plying machine learning (Ratnavel Rajalakshmi,
2020) and deep learning algorithms (Rajalakshmi
et al., 2021), the span identification of offensive
contents are not explored much. Dictionary learn-
ing approaches were proposed for short text clas-
sification and URL based classification applying
machine learning techniques (R. and Aravindan,
2018; Rajalakshmi, 2014) , but the research work
in Tamil is limited.

Tamil is a member of the southern branch of
the Dravidian languages, a group of about 26
languages indigenous to the Indian subcontinent
(Anita and Subalalitha, 2019b,a; Subalalitha and
Poovammal, 2018; Subalalitha, 2019). It is also
classed as a member of the Tamil language family,
which contains the languages of around 35 ethno-
linguistic groups, including the Irula and Yerukula
languages (Sakuntharaj and Mahesan, 2021, 2017,
2016; Thavareesan and Mahesan, 2019, 2020a,b,
2021). Malayalam is Tamil’s closest significant
cousin; the two began splitting during the 9th
century AD. Although several variations between
Tamil and Malayalam indicate a pre-historic break
of the western dialect, the process of separating
into a different language, Malayalam, did not occur
until the 13th or 14th century.

This work, the shared task on offensive span
identification handles the code-mixed Tamil-
English comments and focuses on identification
of character offsets of the offensive parts (?Raviki-
ran et al., 2022; Chakravarthi et al., 2022; Bharathi
et al., 2022; Priyadharshini et al., 2022). There are
multiple approaches for extracting spans. In this
work, we treat the task of removing offensive span
as an approach to token labeling. In this regard, we
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evaluated Bi-LSTM + CRF-based token labeling
system for extracting offensive spans.

The rest of the paper is organized as follows.
First, section 2 briefly discusses the literature on
offensive span identification-related works. Then,
in section 3, our system is described in detail, fol-
lowed by Section 4, in which the experiments and
results are presented. Finally, we conclude with
possible implications for future work.

2 Related works

Offensive span can be solved in multiple ways
ranging from token labeling to extracting spans
using interpretability approaches. Unfortunately,
the overall work is still developing for English
and code-mixed languages, with very few well-
established data sets and methods. (Pavlopoulos
et al., 2021; Ravikiran and Annamalai, 2021). In-
teresting works related to offensive spans include
Zhu et al. (2021) that employs token labeling us-
ing language models with a mixture of Conditional
Random Fields (CRF). Usually, token labeling sys-
tems use BIO encoding of the text corresponding
to offensive spans. Lexicon-based models (Burten-
shaw and Kestemont, 2021) and statistical analysis
(Palomino et al., 2021) are also widely explored. Fi-
nally, a few strategies utilize custom loss functions
tailored explicitly for managing wrong spans. For
code-mixed Tamil-English to date, we find there is
only by Ravikiran and Annamalai (2021) that again
uses token level labeling with language models.

3 Problem and System Description

An example of offensive span identification is
shown in Figure 1. Given the input sentence, the
task is to extract the range of spans correspond-
ing to offensive content. In the above example,
the word Poramboku contributes to offensiveness
which corresponds to character offset of 47-56. A
dataset with offensive span annotations details was
released as part of the shared task on Toxic Span
identification (Ravikiran et al., 2022). The descrip-
tion of this dataset is presented in Section 3.1.

3.1 Dataset Description

The released shared task dataset consists of two
files with span annotations. The training dataset
having 4816 samples with offensive spans and test-
ing dataset with 876 samples without annotation.
Additionally, the organizers released a stripped
down version of train set which consists of span

annotations for one or more words, but not the en-
tire sentence. This was used for validation and
hyper-parameter tuning.

3.2 Development Pipeline
The overall development pipeline used in this work
is depicted in Figure 2. Our pipeline could be bro-
ken into three modules namely (a) Pre-processing
Module (b) Encoding Module and (c) Bi-LSTM
module respectively. Each of which is as described.

3.2.1 Preprocessing Module
In the preprocessing module, we extracted all the
offensive parts of the comments from the given
dataset and created individual parts it into list of to-
kens. These tokens are then converted to sequences
using Tweet Tokenizer that is available as part of
the nltk pipeline. Additionally, all the converted
tokens are BIO encoded.

3.2.2 Encoding Module
In the encoding stage we use glove embedding pre-
trained on twitter data as initializer. We based this
approach on the Vector Initialization (VI) align-
ment method, where after training embedding for
one feature space, using it on related domain data
will improve existing word embedding catering
two new domain of data (code-mixed). We down-
loaded the Glove embedding which has 400K vo-
cabulary size and each word corresponds to a 100-
dimensional embedding vector. To use this em-
bedding, we simply replace the one hot encoding
word representation with its corresponding 100-
dimensional vector.

3.2.3 Bi-LSTM Module
We follow Bi-LSTM + CRF architecture of Huang
et al. (2015). The details of architecture is as shown
in Figure 3 and consists of the following compo-
nents.

– Input layer that accepts the input comments
from which the span is to be identified.

– Embedding layer uses Glove embedding to
create vectors suitable for training Bi-LSTM.

– The Bi-LSTM layer is more efficient in us-
ing the past features (via forward states) and
future features (via backward states) for a spe-
cific time frame.

– CRF layer, that connects inputs to tags directly
in turn identifying the offensive parts of the
contents.
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Figure 1: Example of offensive span identification used in the shared task.

Parameter Value
Dropout 0.1

Recurrent Dropout 0.1
Max Sequence Length 128

Activation ReLU

Table 1: Hyper-parameters

F1 F1@30 F1@50 F1@>50
Bi-LSTM + CRF (Ours) 0.1728 0.3890 0.2523 0.1608

Random Baseline (Ravikiran et al., 2022) 0.3975 - - -

Table 2: Results obtained by our BiLSTM-CRF method

Figure 2: Overall pipeline used in this work

Finally the spans corresponding to words
mapped as offensive are extracted. The hyper-

Figure 3: Overall architecture of Bi-LSTM +
CRF used in this work.

parameters details are presented in Table 1.

4 Experiments and Results

We have conducted various experiments to study
the performance of the model and submitted the
best performing version of our model. The results
obtained are as shown in Table 2. We can see that
our model obtained an F1 score of 0.1728 which
is significantly lower than random baselines used
by the organizers. To analyse the performance, we
briefly studied the effects of our system on various
sizes of text. We found that our model performs
well for shorter comments sequences with an F1

of 0.3890. We believe that, this may be because
of lack of LSTM’s ability to exploit long range
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sequences, especially with only one single layer.
Accordingly, we plan to revisit this problem with
deeper architectures and language models.

5 Conclusion

Offensive Span Identification is still a challenging
task with multiple challenges including the need of
learning less data and long range contexts. In this
work, we studied Bi-LSTM + CRF model to predict
offensive spans from code-mixed Tamil-English
comments. Accordingly our system obtained the
overall F1 of 0.1728 which is significantly lower.
However we found that the developed method is
suitable for shorter sequences where we can see
higher results. In the future we plan to revisit the
architecture in detail with a study on effect of em-
beddings types, number of layers and advanced
architectures.
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Abstract

This paper presents the findings of the shared
task on Multimodal Sentiment Analysis and
Troll meme classification in Dravidian lan-
guages held at ACL 2022. Multimodal sen-
timent analysis deals with the identification of
sentiment from video. In addition to video data,
the task requires the analysis of corresponding
text and audio features for the classification
of movie reviews into five classes. We cre-
ated a dataset for this task in Malayalam and
Tamil. The Troll meme classification task aims
to classify multimodal Troll memes into two
categories. This task assumes the analysis of
both text and image features for making better
predictions. The performance of the partici-
pating teams was analysed using the F1-score.
Only one team submitted their results in the
Multimodal Sentiment Analysis task, whereas
we received six submissions in the Troll meme
classification task. The only team that partic-
ipated in the Multimodal Sentiment Analysis
shared task obtained an F1-score of 0.24. In
the Troll meme classification task, the winning
team achieved an F1-score of 0.596.

1 Introduction

People use different modes of content, including
video, audio and text, to express their opinion or
attitude or interact with another person. These
types of data are too complex to process because
of the ambiguity at various levels. Moreover, such
types data are more user-centric and contextual
(Schreck and Keim, 2012). The complexity of
the computational processing of social media is
more for multimodal data, which includes video,
audio and text modalities. The machine learning
or deep learning model should utilize/extract the
features identified from all modalities for better

decision making (Chakravarthi, 2020; Kumaresan
et al., 2021; Chakravarthi and Muralidaran, 2021;
Ravikiran et al., 2022; Chakravarthi et al., 2022;
Bharathi et al., 2022; Priyadharshini et al., 2022).
This shared task on multimedia social media analy-
sis in Dravidian languages includes two subtasks
- Multimodal Sentiment Analysis and Troll meme
classification.

Sentiment analysis is a Natural Language Pro-
cessing (NLP) task to identify the underlying sen-
timent or opinion about movies, products, govern-
ment policies etc., expressed by people through var-
ious social media platforms (Priyadharshini et al.,
2021), (Chakravarthi et al., 2021b). Nowadays, so-
cial media users use multiple modalities such as
images containing text and videos to express their
opinions. It has become common to share review
videos about movies and products on YouTube, and
Facebook (Castro et al., 2019), (Qiyang and Jung,
2019). Therefore, analysis of multiple modalities
has become significant in identifying sentiments
from video data. Video data contain modalities
such as video frames, speech signals, and text (tran-
scripts). Training a machine learning model re-
quires considering the features of the above three
modalities to train a machine learning model.

The shared task on multimodal sentiment anal-
ysis aims at inviting researchers for developing
machine learning models to draw out the senti-
ments from movie review videos in Malayalam and
Tamil. Malayalam and Tamil are members of the
Dravidian language family (Sakuntharaj and Mahe-
san, 2021, 2017, 2016; Thavareesan and Mahesan,
2019, 2020a,b, 2021). In addition to that, both
languages are morphologically rich and agglutina-
tive (Premjith and Soman, 2021), (Premjith et al.,
2019). This makes these languages complex for
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computational processing (Anita and Subalalitha,
2019b,a; Subalalitha and Poovammal, 2018; Sub-
alalitha, 2019; Srinivasan and Subalalitha, 2019;
Narasimhan et al., 2018). Moreover, the complex-
ity increases when we deal with speech and text for
learning feature representation from video data. We
created the dataset (Chakravarthi et al., 2021a) by
downloading movie review videos that have been
uploaded on YouTube. The Malayalam dataset con-
sisted of 70 videos, and the Tamil dataset contained
64 videos in it. Videos are classified into five cate-
gories: Highly Positive, Positive, Neutral, Negative
and Highly Negative by considering the facial ex-
pressions of the reviewers and the words used to
give a review for the movies.

Memes have become prevalent in social media in
recent times. People use memes, which can come
in image and video modalities, to express their
opinions or attitude on various issues (Suryawan-
shi and Chakravarthi, 2021a). Some memes are
created only for entertainment purposes. However,
certain users use memes to inflame individuals or
organizations. The computational processing of
the meme is challenging because the text that ap-
pears in an image or video is difficult to extract
(Ghanghor et al., 2021a,b; Yasaswini et al., 2021).
In addition to that, the text may appear in different
fonts and sizes, increasing the complexity. The ob-
jective of the Troll meme classification shared task
is to classify a Troll meme into either troll or not-
troll categories. We collected Troll memes from
social media platforms, namely Facebook, Insta-
gram, Whatsapp, and Pinterest (Suryawanshi et al.,
2020a).

This paper presents an overview of the shared
task on multimodal sentiment analysis and Troll
meme classification in Dravidian languages. We
considered data collected from both Malayalam
and Tamil for these two tasks. This work also dis-
cusses the results of the participating teams. We
shared the training and validation data with labels
and test data without labels with the participants.
The participants submitted the predicted labels for
the test data by building machine learning mod-
els for the task. In total, 56 teams registered for
the multimodal sentiment analysis competition or-
ganized by Codalab 1. However, only one team
submitted their results for Tamil test data, whereas
six teams participated in the Troll meme classifica-
tion task.

1https://competitions.codalab.org/competitions/36406

The paper is organized into four sections, in-
cluding the introduction. Section 2 describes the
Multimodal Sentiment Analysis shared task and
the dataset used in detail. It is followed by Section
3, which summarizes the Troll meme classification
task. In Section 4, we discuss the systems and
methodologies submitted by participants for both
shared tasks and analysis of the results of submitted
models. A summary of the tasks and future work
are presented in Section 5.

2 Multimodal Sentiment Analysis Task
Description

Artificial intelligence models that can recognize
emotion and opinions are helpful for a variety of
industries to understand user requirements, pref-
erences and reviews. From virtual assistants to
content moderation, sentiment analysis has many
applications. A great deal of multimodal content
has been published in local languages on social
media about products making the task of sentiment
analysis challenging (Chakravarthi et al., 2021a).
The reach of visual information and the traction of
smartphones have facilitated people to use videos
for sharing their opinions. Hence, our task aims
to identify Highly positive, Positive, Neutral, Neg-
ative, and Highly Negative videos by taking the
video, speech and text modalities.

2.1 Dataset Description

The dataset consists of videos collected from
YouTube and annotated manually. The dataset has
70 Malayalam, and 64 Tamil videos split into train-
ing, validation and test set. Each video segment in-
cludes manual transcription aligned along with sen-
timent annotation by volunteer annotators. Videos
are annotated into five labels.

• Highly positive state: Video clip where the
reviewer uses overstated words or expressions

• Positive: A video clip where reviewer uses
positive words with mild facial expressions to
give reviews .

• Neutral: There is no explicit or implicit in-
dicator of the speaker’s emotional state. Ex-
amples are asking for like or subscription or
questions about the release date or movie dia-
logue.

• Negative: Videos where negative words and
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Class Label Malayalam Tamil
Highly Positive 9 8

Positive 39 38
Neutral 8 8

Negative 12 5
Highly Negative 2 5

Total 70 64

Table 1: Number of videos in each class, and language.

Dataset Malayalam Tamil
Train 50 44

Validation 10 10
Test 10 10

Table 2: Distribution of Multimodal Sentiment Analysis
data in Malayalam and Tamil.

sarcastic comments with soft facial expres-
sions are used.

• Highly Negative: Videos where exaggerated
negative words with a sullen face and taut
voice, are used.

Table 1 gives the various classes and statistics of
data points in each class, and Table 2 shows the
number of data points in train, test and validation
datasets used in both languages.

3 Troll meme Classification Task
Description

This shared task aims to devise methodologies and
models for detecting troll memes in Tamil using
textual and visual features. A Troll meme con-
sists of offensive text and non-offensive images
and vice versa, intending to degrade, provoke, or
offend a person or a group. A dataset with two
classes, namely Troll and Not Troll, has been pro-
vided for this shared task. The dataset has images
associated with captions and comprises memes and
transcribed text in Latin, which are annotated and
transcribed. The participants used images, captions,
or both to do the classification. A sample troll and
non-troll meme has been shown in Figure. The
task organisers have enhanced the dataset by giv-
ing the text as a separate modality for the shared
task because the text linked with the meme acts
as a context for the image. Both text and image-
based classification approach, that is, multimodal
classification, was expected from the participants.

Split Troll Not-troll Total
Train 1,282 1,018 2,300
Test 395 272 667
Total 1,677 1,290 2,967

Table 3: Number of images in each class.

Team Tamil Rank
cuet_nlp_undergrad 0.24 1

baseline 0.20 2

Table 4: Macro-average F1-score of submitted tasks (for
Tamil videos)

3.1 Dataset Description
The dataset consists of images and text associated
with a meme in Tamil. The data is labelled into
two classes, namely “troll” or “not-troll”. The text
in the meme is written in Tamil grammar with En-
glish lexicon or English grammar with Tamil lexi-
con. But for consistency the text was transcripted
to Latin (Suryawanshi and Chakravarthi, 2021b),
(Suryawanshi et al., 2020b).

• Troll: The meme has offensive text and non-
offensive images, offensive images and non-
offensive text, sarcastically offensive text with
non-offensive images, or sarcastic images
with offensive text to distract, distract, and
digressive or off-topic content with the intent
to demean or offend particular people, groups
or race.

• Not-Troll: Images that do not have the above
features are Non-Troll memes.

Table 3 gives the various classes and statistics of
data points in each class and split up into train and
test sets.

4 Methodology

4.1 Multimodal Sentiment Analysis
Multimodal Sentiment Analysis in Dravidian lan-
guages is organized for the first time. The task
is challenging as the participants have to consider
features extracted from three modalities to build a
machine learning or deep learning model. More-
over, the size of the dataset in Malayalam and Tamil
are 70 and 64, respectively, which is not sufficient
to build a machine learning model. Hence, we re-
ceived only one submission for this task. The rank
list for this task is shown in Table 4.
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Team F1-score Rank
BPHC 0.596 1

hate-alert 0.561 2
SSN_MLRG1 0.558 3

CUET89109115 0.529 4
DLRG_RR 0.519 5

TeamX 0.466 6

Table 5: The Weighted-average F1-score of teams sub-
mitted their predictions in Troll meme classification in
Tamil

4.2 Troll meme Classification

A meme, also known as a troll, is an image with
obscene or satirical text to degrade, provoke, or
offend a person or a group. A troll meme can also
be an image without any words. This section sum-
marises the shared task for detecting troll memes
using images and descriptions submitted by various
participants. The main goal of this task is to classify
trolling from multimodal memes. While reading
the articles, we see that three of the five works
submitted employ VGG16, a CNN-based design.
Transformer-based models have also been proposed
for extracting features from the text modal. One
of the submitted tasks has combined the embed-
dings from text and image-based models. Below,
we present a summary of each of the work submit-
ted for this shared task, and the rank list of the task
is shown in Table 5.

• TeamX (Rabindra Nath et al., 2022) used TF-
IDF for extracting text features and SVM for
training and classification of text data. In
addition, multilingual BERT has been used
for text classification. BERT model has also
been trained to extract text from memes using
Tesseract (Smith, 2007) and memes in hateful
meme dataset (Kiela et al., 2021). Similarly,
for image modality, pre-trained models such
as EffNet, VGG16, and ResNet have been
developed for detecting troll images. For text-
only modality, mBERT with code mixed data
has the highest accuracy among other mod-
els. EffNet has given better accuracy when
compared to VGG16 and ResNet for image
modality.

• A work by team hate-alert (Mithun et al.,
2022) proposed two uni-modal models, one
utilizing text features and the other using
image-based features. All the texts associated

with the meme are sent to a transformer model,
MURIL, to get the dimensional feature vec-
tors for each meme and then fed to an output
node for the final prediction. For extracting
features from images, VGG16 has been used.
All the images have been passed to VGG16
and obtained feature vectors. Then, the em-
beddings from both MURIL and VGG16 mod-
els have been concatenated and sent to a clas-
sification node for the final prediction. The au-
thors demonstrated that concatenated models
give better accuracy than uni-modal models.

• Shruthi et al. (Shruthi et al., 2022) classified
memes using three models: BERT, ALBERT,
and XLNet. The first model is BERT, which
has learned the context of a word based on all
of its surroundings. Following this model, two
more models, namely ALBERT (a Lite BERT)
and XLNet, have also been utilized. The ac-
curacy obtained by the XLNet model is 0.59,
which is higher than BERT and ALBERT.

• An attempt by (Achyuta Krishna and
Mithun Kumar, 2022) used two techniques
to obtain embeddings from raw Tamil-English
code-mixed text and another from trans-
lated and transliterated version of the dataset.
The first approach used TF-IDF, LSTM and
mBERT to retrieve embeddings. TF-IDF, In-
dicFT, MuRIL and mBERT have been used for
getting embeddings in the second approach.
Then, different machine learning-based clas-
sification algorithms, such as Naïve Bayes,
Logistic Regression etc., have been used for
detecting troll memes. Comparing the vari-
ous pre-trained models, MuRIL performs best
with an F1-score of 0.74 relative to others.

• Team CUET-NLP (Md Maruf et al., 2022)
extracted the visual features of memes using
CNN architectures such as VGG16, VGG19
and ResNet with transfer learning. Then, to
extract the textual features, CNN and CNN
with LSTM have been used due to their ef-
fectiveness in capturing the long-term depen-
dencies from the long text. Subsequently, the
output from the visual and textual models has
been concatenated to form a single integrated
model. The overall performance of the models
is between 44 and 56% weighted F1-score.

From the articles submitted under this shared
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task, we find that CNN based VGG models have
been the choice of the authors for extracting the vi-
sual features from the troll memes and transformer-
based models for extracting textual features.

5 Conclusion

We presented two multimodal shared tasks - Multi-
modal Sentiment Analysis and Troll meme classi-
fication in Dravidian languages. Multimodal Sen-
timent Analysis in Dravidian languages is the first
shared task in this area. In addition to the multi-
modality, the code-mixing nature of the language
posed challenges in these two tasks. We created
datasets for both tasks to aid the research in the
under-researched area. The machine models used
by the participants revealed different ways of solv-
ing the problems mentioned above. We received
one submission in the Multimodal Sentiment Anal-
ysis task and six submissions in Troll meme classi-
fication.
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Abstract

Offensive content moderation is vital in social
media platforms to support healthy online dis-
cussions. However, their prevalence in code-
mixed Dravidian languages is limited to clas-
sifying whole comments without identifying
part of it contributing to offensiveness. Such
limitation is primarily due to the lack of an-
notated data for offensive spans. Accordingly,
in this shared task, we provide Tamil-English
code-mixed social comments with offensive
spans. This paper outlines the dataset so re-
leased, methods, and results of the submitted
systems.

1 Introduction

Combating offensive content is crucial for differ-
ent entities involved in content moderation, which
includes social media companies as well as indi-
viduals (Kumaresan et al., 2021; Chakravarthi and
Muralidaran, 2021). To this end, moderation is
often restrictive with either usage of human con-
tent moderators, who are expected to read through
the content and flag the offensive mentions (Ar-
sht and Etcovitch, 2018). Alternatively, there are
semi-automated and automated tools that employ
trivial algorithms and block lists (Jhaver et al.,
2018). Though content moderation looks like a
one-way street, where either it should be allowed
or removed, such decision-making is fairly hard.
This is more significant, especially on social me-
dia platforms, where the sheer volume of content

∗Corresponding Author

is overwhelming for human moderators especially.
With ever increasing offensive social media con-
tents focusing "racism", "sexism", "hate speech",
"aggressiveness" etc. semi-automated and fully
automated content moderation is favored (Priyad-
harshini et al., 2021; Chakravarthi et al., 2020b;
Sampath et al., 2022). However, most of the ex-
isting works (Zampieri et al., 2020; Chakravarthi
et al., 2022a; Bharathi et al., 2022; Priyadharshini
et al., 2022) are restricted to English only, with few
of them permeating into research that focuses on a
more granular understanding of offensiveness.

Tamil is a agglutinative language from the Dra-
vidian language family dating back to the 580 BCE
(Sivanantham and Seran, 2019). It is widely spo-
ken in the southern state of Tamil Nadu in India,
Sri Lanka, Malaysia, and Singapore. Tamil is an
official language of Tamil Nadu, Sri Lanka, Sin-
gapore, and the Union Territory of Puducherry in
India. Significant minority speak Tamil in the four
other South Indian states of Kerala, Karnataka,
Andhra Pradesh, and Telangana, as well as the
Union Territory of the Andaman and Nicobar Is-
lands (Sakuntharaj and Mahesan, 2021, 2017, 2016;
Thavareesan and Mahesan, 2019, 2020a,b, 2021).
It is also spoken by the Tamil diaspora, which may
be found in Malaysia, Myanmar, South Africa, the
United Kingdom, the United States, Canada, Aus-
tralia, and Mauritius. Tamil is also the native lan-
guage of Sri Lankan Moors. Tamil, one of the
22 scheduled languages in the Indian Constitution,
was the first to be designated as a classical lan-
guage of India (Subalalitha, 2019; Srinivasan and
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Subalalitha, 2019; Narasimhan et al., 2018). Tamil
is one of the world’s longest-surviving classical
languages. The earliest epigraphic documents dis-
covered on rock edicts and "hero stones" date from
the 6th century BC. Tamil has the oldest ancient
non-Sanskritic Indian literature of any Indian lan-
guage (Anita and Subalalitha, 2019b,a; Subalalitha
and Poovammal, 2018). Despite its own script,
with the advent of social media, code-switching
has permeated into the Tamil language across in-
formal contexts like forums and messaging outlets
(Chakravarthi et al., 2019, 2018; Ghanghor et al.,
2021a,b; Yasaswini et al., 2021). As a result, code-
switched content is part and parcel of offensive
conversations in social media.

Despite many recent NLP advancements, han-
dling code-mixed offensive content is still a chal-
lenge in Dravidian Languages (Sitaram et al., 2019)
including Tamil owing to limitations in data and
tools. However, recently the research of offensive
code-mixed texts in Dravidian languages has seen
traction (Chakravarthi et al., 2021, 2020a; Priyad-
harshini et al., 2020; Chakravarthi, 2020). Yet,
very few of these focus on identifying the spans
that make a comment offensive (Ravikiran and An-
namalai, 2021). But accentuating such spans can
help content moderators and semi-automated tools
which prefer attribution instead of just a system-
generated unexplained score per comment. Accord-
ingly, in this shared task, we provided code-mixed
social media text for the Tamil language with of-
fensive spans inviting participants to develop and
submit systems under two different settings. Our
CodaLab website1 will remain open to foster fur-
ther research in this area.

2 Related Work

2.1 Offensive Span Identification
Much of the literature related to offensive span
identification find their roots in SemEval Offen-
sive Span identification shared task focusing on
English Language (Pavlopoulos et al., 2021), with
development of more than 36 different systems us-
ing a variety of approaches. Notable among these
include work by Zhu et al. (2021) that uses to-
ken labeling using one or more language models
with a combination of Conditional Random Fields
(CRF). These approaches often rely on BIO encod-
ing of the text corresponding to offensive spans. Al-

1https://competitions.codalab.org/
competitions/36395

ternatively, some systems employ post-processing
on these token level labels, including re-ranking
and stacked ensembling for predictions (Nguyen
et al., 2021). Then, there are exciting works of
Rusert (2021); Pluciński and Klimczak (2021) that
exploit rationale extraction mechanism with pre-
trained classifiers on external offensive classifica-
tion datasets to produce toxic spans as explanations
of the decisions of the classifiers. Lexicon-based
baseline models, which uses look-up operations
for offensive words (Burtenshaw and Kestemont,
2021) and run statistical analysis (Palomino et al.,
2021) are also widely explored. Finally, there are a
few approaches that employ custom loss functions
tailored explicitly for false spans. For code-mixed
Tamil-English to date, there is only preliminary
work by Ravikiran and Annamalai (2021) that uses
token level labeling.

3 Task Description

Our task of offensive span identification required
participants to identify offensive spans i.e, charac-
ter offsets that were responsible for the offensive
of the comments, when identifying such spans was
possible. To this end, we created two subtasks each
of which are as described. Example of offensive
span is shown in Figure 1

3.1 Subtask 1: Supervised Offensive Span
Identification

Given comments and annotated offensive spans for
training, here the systems were asked to identify
the offensive spans in each of the comments in test
data. This task could be approached as supervised
sequence labeling, training on the provided posts
with gold offensive spans. It could also be treated
as rationale extraction using classifiers trained on
other datasets of posts manually annotated for of-
fensiveness classification, without any span annota-
tions.

3.2 Subtask 2: Semi-supervised Offensive
Span Identification

All the participants of subtask 1 were also encour-
aged to submit a system to subtask 2 using semi-
supervised approaches. Here in addition to train-
ing data of subtask 1, more unannotated data was
provided. Participants were asked to develop sys-
tems using both of these datasets together. To this
end, the unannotated data was allowed to be used
in anyway as necessary to aid in overall model
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Figure 1: Example Offensive Span Identification from Code-Mixed Tamil-English Text

Figure 2: Annotation of offensive spans using Doccano.

development including creating semi-supervised
annotations, ranking based on similarity etc.

4 Dataset

For this shared task, we build upon dataset from
earlier work of Ravikiran and Annamalai (2021),
which originally released 4786 code-mixed Tamil-
English comments with 6202 offensive spans. We
released this dataset to the participants during train-
ing phase for model development. Meanwhile for
testing we extended this dataset with new addi-
tional annotated comments. To this end, we use
dataset of Chakravarthi et al. (2022b) that consist of
10K+ offensive comments. From this we filter out
comments that were already part of train set result-
ing 4442 comments suitable for annotation. Out of
this we created (a) 3742 comments were used for
creating the test data and (b) 700 comments were
used for training phase of subtask 2.

Split Train Test
Number of Sentences 4786 876

Number of unique tokens 22096 5362
Number of annotated spans 6202 1025

Average size of spans (# of characters) 21 21
Min size of spans (# of characters) 4 3
Max size of spans (# of characters) 82 85
Number of unique tokens in spans 10737 1006

Table 1: Dataset Statistics used in this shared task

In line with earlier works (Ravikiran and Anna-
malai, 2021) for the 3742 comments we create span

level annotations where at least two annotators an-
notated every comment. Additionally, we also em-
ploy similar guidelines for annotation, anonymity
maintenance etc. Besides, no annotator data was
collected other than their educational background
and their expertise in the Tamil language.

Additionally, all the annotators were informed
in prior about the inherent profanity of the content
along with an option to withdraw from the annota-
tion process if necessary. For annotation, we use
doccano (Nakayama et al., 2018)which was locally
hosted by each annotator. Within doccano, all the
annotators were explicitly asked to create a sin-
gle label called CAUSE with label id of 1, thus
maintaining consistency of annotation labels. (See
Figure 2).

To ensure quality each annotation was verified
by one or more annotation verifier, prior to merg-
ing and creating gold standard test set. The overall
dataset statistics is given in the Table 1. Compared
to train set, we can see that the test set consists
of significantly lesser number of samples, this is
because many of the comments were either small
or were hard to clearly identify the offensive spans.
Overall for the 876 comments we obtained Co-
hen’s Kappa inter-annotator agreement of 0.61 in-
line with Ravikiran and Annamalai (2021).
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5 Competition Phases

5.1 Training Phase
In the training phase, the train split with 4786 com-
ments, and their annotated spans were released for
model development. Participants were given train-
ing data and offensive spans. No validation set
was released; rather, participants were emphasized
on cross-validation by creating their splits for pre-
liminary evaluations or hyperparameter tuning. In
total, 30 participants registered for the task and
downloaded the dataset.

5.2 Testing Phase
Test set comments without any span annotation
were released in the testing phase. Each participat-
ing team was asked to submit their generated span
predictions for evaluation. Predictions are submit-
ted via Google form, which was used to evaluate
the systems. Though CodaLab supports evaluation
inherently, we used google form due to its simplic-
ity. Finally, we assessed the submitted spans of the
test set and were scored using character-based F1
(See section 7.2).

6 System Descriptions

Overall we received only a total of 4 submissions
(2 main + 2 additional) from two teams out of 30
registered participants. All these were only for
subtask 1. No submissions were made for subtask
2. Each of their respective systems are as described.

6.1 The NITK-IT_NLP Submission
The best performing system from NITK-IT_NLP
(Hariharan RamakrishnaIyer LekshmiAmmal,
2022) experimented with rationale extraction
by training offensive language classifiers and
employing model-agnostic rationale extraction
mechanisms to produce toxic spans as explanations
of the decisions of the classifier. Specifically
NITK-IT_NLP used MuRIL (Khanuja et al., 2021)
classifier and coupled with LIME (Ribeiro et al.,
2016) and used the explanation scores to select
words suitable for offensive spans.

6.2 The DLRG submission
The DLRG team (Mohit et al., 2022) formulated
the problem as a combination of token labeling
and span extraction. Specifically, the team created
word-level BIO tags i.e., words were labelled as B
(beginning word of a offensive span), I (inside word
of a offensive span), or O (outside of any offensive

span). Following which word level embeddings are
created using GloVe (Pennington et al., 2014) and
BiLSTM-CRF (Panchendrarajan and Amaresan,
2018) model is trained.

6.3 Additional Submission
After testing phase, we also requested each team
to submit additional runs if they have variants of
approaches. Accordingly we received two addi-
tional submissions from NITK-IT_NLP where they
replaced MuRIL from their initial submission with
(i) Multilingual-BERT (Devlin et al., 2019) and (ii)
ELECTRA (Clark et al., 2020) respectively without
any other changes. More details in section 7.2.

7 Evaluation

This section focuses on the evaluation framework
of the task. First, the official measure that was
used to evaluate the participating systems is de-
scribed. Then, we discuss baseline models that
were selected as benchmarks for comparison rea-
sons. Finally, the results are presented.

7.1 Evaluation Measure
In line with work of Pavlopoulos et al. (2021) each
system was evaluated F1 score computed on char-
acter offset. For each system, we computed the
F1 score per comments, between the predicted and
the ground truth character offsets. Following this
we calculated macro-average score over all the 876
test comments. If in case both ground truth and
predicted character offsets were empty we assigned
a F1 of 1 other wise 0 and vice versa.

7.2 Benchmark
To establish fair comparison we first created two
baseline benchmark systems which are as de-
scribed.

• BENCHMARK 1 is a random baseline model
which randomly labels 50% of characters in
comments to belong to be offensive. To this
end, we run this benchmark 10 times and av-
erage results are presented in Table 2.

• BENCHMARK 2 is a lexicon based system,
which first extracted all the offensive words
from the train set and during inference these
words were searched in comments from testset
and corresponding spans were extracted.

• BENCHMARK 3 is RoBERTA (Liu et al.,
2019; Ravikiran and Annamalai, 2021) model
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trained using token labeling approach with
BIO encoded texts corresponding to annotated
spans.

Table 2: Official rank and F1 score (%) of the 2 par-
ticipating teams that submitted systems. The baselines
benchmarks are shown in red.

RANK TEAM F1 (%)
1 NITK-IT_NLP 44.89

BASELINE BENCHMARK 1 39.75
BASELINE BENCHMARK 2 37.84
BASELINE BENCHMARK 3 38.61

2 DLRG 17.28

Table 2 shows the scores and ranks of two teams
that made their submission. NITK-IT_NLP (Sec-
tion 6.1) was ranked first, followed by DLRG (Sec-
tion 6.2) that scored 27% lower was ranked second.
The median score was 31.08%, which is far below
the top ranked team and the benchmark baseline
models. Meanwhile the additional submission post
testing phase are excluded from ranked table. In-
stead they are presented separately in Table 3.

BENCHMARK 1 achieves a considerably high
score and, hence, is very highly ranked with char-
acter F1 of 39.83%. Combination of MuRIL with
LIME interpretability by model NITK-IT_NLP is
ahead of BENCHMARK 1 by 11%, indicating the
language models ability to effectively rationalize
and identify the spans. This is inline the results
of Rusert (2021) which show higher results than
random baseline. Meanwhile BENCHMARK 2 and
BENCHMARK 3, also shows F1 of 37.84% and
38.61% which again NITK-IT_NLP model tend
to beat significantly. On contrary we could see that
DLRG model to show least results of 17.28% lesser
than akk the baselines as well as the top performing
system. The lexicon-based BENCHMARK 2 and
RoBERTA based BENCHMARK 3 too score very
high. Especially as it overcomes, the submission of
DLRG. This may be attributed to dataset domain
itself. Especially, since much of the dataset was col-
lected from Youtube comments section of Movie
Trailers, often we see usages of same word or simi-
lar words. Such behavior is well established across
social media forums including Youtube (Duricic
et al., 2021), which begs to ask if indeed the dataset
construction needs to be revisited, which forms one
potential exploration for immediate future.

8 Analysis and Discussion

Overall we were happy to see the degree of involve-
ment in this shared task with multiple participants
registering, requesting access to datasets and po-
tential baseline codes for the shared task. Though
only two teams submitted the systems, the result-
ing diversity of approaches to this problem is fairly
encouraging. However we include some of our ob-
servations below, from our evaluation and what we
have learned from the results.

Table 3: Results of additional runs submitted by NITK-
IT_NLP.

Method F1 (%)
ELECTRA + LIME 37.33
M-BERT + LIME 33.95

8.1 Participation Characteristics

The authors reached out to teams that initially reg-
istered but failed to create any systems and the vast
majority were undergraduate students who were
new into the concept of shared task and were time-
limited due to semester exams. The fact that stu-
dents participated in the task is promising and we
plan to consider more ways to introduce Shared
tasks on Low-Resource Dravidian Languages in
classrooms. To this end, the we used social me-
dia and other medium to spread the word around
universities.

On the other hand, 60% of the participants did
not download dataset after registering and instead
chose to participate in other shared tasks, which
is problematic and should be addressed. To this
end, correspondence with such teams revealed po-
tential favoritism towards classification based prob-
lems that are common in undergraduate studies.
Moreover we also received multiple queries on the
concept of offensive span itself during the train-
ing phase, which is a indicates potential need of
improving the overall task structure with potential
early release of data and task details. Yet, upon ex-
tending the number of submissions NITK-IT_NLP
submitted additional runs (See Table 3). Addition-
ally both the teams also submitted source codes
2 for their respective models encouraging further
development of systems.

2https://drive.google.com/drive/
folders/1T3kl8mljPt8oXcKVn7OQqaU3d55za2zZ?
usp=sharing
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Table 4: Results of submitted systems across comments
of different lengths.

F1@30 (%) F1@50 (%) F1@>50 (%)
NITK-IT_NLP 42.39 37.05 26.42

DLRG 39.62 23.47 14.05

8.2 General remarks on the approaches

Though neither of teams that made final submis-
sions created any simple baselines, we could see
that all the submissions of NITK-IT_NLP use well
established approaches in recent NLP focusing on
pretrained language models. Meanwhile DLRG
used well-grounded Non-Transformer based ap-
proach. Yet neither of teams used any ensembles,
data augmentation strategies or modifications to
loss functions that are seen for the task of span
identification in the past across shared tasks.

8.3 Error Analysis

Table 2 shows maximum result of 0.4489 with
DLRG failing significantly compared to random
baseline. To this end, we wonder if potentially
these approaches have any weaknesses or strengths.
To understand this, first we study the character F1
results across sentences of different lengths. Specif-
ically we analysis results of (a) comments with less
than 30 characters (F1@30) (b) comments with 30-
50 characters (F1@50) (c) comments with more
than 50 characters (F1@>50). The results so ob-
tained are as shown in Table 4.

Firstly we can see though NITK-IT_NLP shows
high results overall for cases of comments with
larger lengths the model fails significantly. Specifi-
cally, comparing results with ground truth showed
that use of LIME often restricts the overall word so
selected as the rationale for offensiveness in turn
reducing number of character offsets predicted as
spans. This is because with larger texts the net
score distribution weakens and span extraction is
largely off leading to significant drop in results.
Meanwhile for DLRG the results are more mixed,
especially we can see that for comments with less
than 30 characters the model shows improvement
in F1. Analysis of results reveal that token labeling
is highly accurate, which drops significantly with
large size sentences. This may be attributed to non-
local interactions between the words that may not
be captured by the Bi-LSTM CRF model. Further
more much of these sentences often contained only
cuss words or clearly abusive words that are easily
identifiable and often present in the train set. Also

we found few bugs in the training code so used,
which was already informed to the authors.

Besides error analysis also showed some im-
plicit challenges in the proposed shared task. First
the strong dependency of offensiveness on context
makes it particularly difficult to solve as evident
from NITK-IT_NLP which used language mod-
els. Second, offensiveness often is expressed as
sarcasm or even is very subtle. In such cases we of-
ten see the offensiveness results to depend only the
words bearing the most negative sentiment, mean-
while the ground truth spans annotated are larger
thus showing high errors. Finally, many times the
nature of offensiveness itself becomes debatable
without clear context. Often these are the cases
where we find the developed approaches to fail
significantly.

9 Conclusion

Overall this shared task on offensive span iden-
tification we introduced a new dataset for code-
mixed Tamil-English language with total of 5652
social media comments annotated for offensive
spans. The task though has large participants, even-
tually had only two teams that submitted their sys-
tems. In this paper we described their approaches
and discussed their results. Surprisingly rationale
extraction based approach involving combination
MuRIL and LIME performed significantly well.
Meanwhile Bi-LSTM CRF model was found show-
ing sensitivity towards shorter sentences, though
it performed significantly worse than the random
baseline. Also extracting offensive spans for long
sentences were found to be difficult especially as
they are context dependent. To this end, we release
the baseline models and datasets to foster further
research. Meanwhile in the future we plan to re-do
the task of offensive span identification where we
could require the participants to identify offensive
spans and simultaneously classify different types
of offensiveness.
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Abstract
This paper presents an outline of the shared task
on translation of under-resourced Dravidian lan-
guages at DravidianLangTech-2022 workshop
to be held jointly with ACL 2022. A description
of the datasets used, approach taken for analy-
sis of submissions and the results have been il-
lustrated in this paper. Five sub-tasks organized
as a part of the shared task include the follow-
ing translation pairs: Kannada to Tamil, Kan-
nada to Telugu, Kannada to Sanskrit, Kannada
to Malayalam and Kannada to Tulu. Training,
development and test datasets were provided
to all participants and results were evaluated
on the gold standard datasets. A total of 16
research groups participated in the shared task
and a total of 12 submission runs were made for
evaluation. Bilingual Evaluation Understudy
(BLEU) score was used for evaluation of the
translations.

1 Introduction

The results of the shared task on Machine Trans-
lation (MT) of Dravidian languages held as a part
of DravidianLangTech-2022 workshop have been
presented in this paper. Five translation sub-tasks
featured in this shared task, namely: Kannada to
Tamil, Kannada to Telugu, Kannada to Sanskrit,
Kannada to Malayalam and Kannada to Tulu. We
evaluated the performance of the systems using
BLEU scores. Training, development, and test data
used in this shared task have been released publicly.
MT is one of the fundamental problems in the area
of natural language processing. We hope that this
shared task and associated datasets can further re-
search and development of translation technology
for under-resourced Dravidian languages.

Related works have been described in section
2. A brief description about Dravidian languages
and Sanskrit are given in section 3 and section 4
respectively. The task description and the datasets
have been discussed in section 5. The description
of the systems submitted has been given to section

6. Lastly, the results and the conclusion have been
discussed in section 7 and section 8 respectively.

2 Related Works

In the past few years Deep Learning (DL) based ar-
chitectures have increasingly been applied to tackle
the problem of MT (Pan et al., 2021; Du et al.,
2021; Chen et al., 2018; Hoang et al., 2018). These
architectures require large amounts of data during
training and this, in turn, makes them unsuitable
for application in development of translation sys-
tems for under-resourced languages. Dabre et al.
(2019); Aharoni et al. (2019) demonstrate good
performance on translation of under-resourced lan-
guages using multilingual MT systems. Another
noteworthy approach to tackle this problem is the
development of universal translation systems (Gu
et al., 2018). The key idea driving this line of
research is the development of a system that’s capa-
ble of transferring linguistic attributes across data
from different languages. This is aimed at alle-
viating the need for large bilingual datasets for
under-resourced languages.

Data augmentation is another approach that has
been explored in building of translation systems of
under-resourced languages. Xia et al. (2019) pro-
pose a framework for a translation system that uses
monolingual target side dataset along with pivots
grounded in a third high resource language. Pre-
cisely, they propose a two-stage framework based
on pivoting to convert data from high-resourced
languages to under-resourced languages, thus aug-
menting the available data for the translation under-
resourced languages.

Another avenue of interest that has been pop-
ular amongst researchers working in this domain
is application of Transfer Learning (TL) based ap-
proaches to improve the performance of MT sys-
tems for under-resourced languages. Zoph et al.
(2016) train a model for under-resourced MT by
initializing some parameters of the model with pa-
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rameters from a neural model trained on the task of
MT for a resource rich language pair. They report
an average increase in performance by 5.6 BLEU.
Kocmi and Bojar (2018) demonstrate improved
performance on translation of under-resourced lan-
guages by employing a simple TL based approach
wherein they train a parent model for MT of a re-
source rich language pair followed by fine-tuning
on an under-resourced language pair. It is interest-
ing to note that the authors report improved perfor-
mance even if the languages in the under-resourced
setting are altogether different from the languages
which are used to train the model. Mahata et al.
(2020) study the impact of languages and their rel-
ative position in the language family on the per-
formance of TL systems. Furthermore, they try to
quantify the impact of shared vocabulary on the
performance of such systems.

In the past few years MT of Indian languages
has gained increasing traction from the research
community. Chakravarthi et al. (2019, 2021) pro-
pose a translation system to improve WordNet for
Dravidian languages. Chakravarthi et al. (2019)
assess the suitability of using orthographically mo-
tivated methods to develop translation systems for
Dravidian languages. The key idea behind devel-
oping these systems is to leverage the orthographic
similarity amongst Dravidian languages to build ro-
bust systems in under-resourced scenarios. Pathak
and Pakray (2019) propose a neural system for MT
of Indian languages based on openNMT1.

3 Dravidian Languages

Dravidian languages, which make up the fifth
largest linguistic family in the world, are spoken by
around 200 million people in South Asia and dias-
pora communities around the world. In Dravidian
language family, there are 26 languages, including
Tamil, Malayalam, Kannada, and Telugu, which
are considered as major languages, in addition to
20 non-literary languages (Krishnamurti, 2003).
Since the most Dravidian languages have their writ-
ing script, they have a separate block in the Uni-
code computing industry standard (Sarveswaran
et al., 2021). All of these languages use left-to-
right writing systems and maintain similar fea-
tures in their word formation and sentence struc-
ture. In these languages, sentences are constructed
by a sequence of words and words are formed by
adding prefixes and/or suffixes to the root word

1https://github.com/OpenNMT/OpenNMT-py

(Priyadharshini et al., 2021; Kumaresan et al., 2021;
Chakravarthi and Muralidaran, 2021; Chakravarthi
et al., 2020; Sampath et al., 2022; Ravikiran et al.,
2022; Chakravarthi et al., 2022; Bharathi et al.,
2022; Priyadharshini et al., 2022). Dravidian lan-
guages follow an alpha-syllabic writing scheme,
with each character being called a syllable. Conso-
nant ligatures are formed when vowels and conso-
nants are tied together with grammar (Thavareesan
and Mahesan, 2019a, 2020a).

Tamil was the first language to be listed as a clas-
sical language of India and is one of the longest-
surviving classical languages of India. Being a
scheduled language by the Indian constitution, it
is an official language of Tamil Nadu, a state of
India and Puducherry, a territory of India. Fur-
ther, it is also considered as one of the official
languages of Sri Lanka and Singapore. Besides
Kerala, Karnataka, Andhra Pradesh, Telangana,
and the Union Territory of Andaman and Nico-
bar Islands, Tamil is spoken by significant minori-
ties in four other south Indian states. Tamil script
was first recorded in 580 BCE on pottery from
Keezhadi, Sivagangai, and Madurai districts of
Tamil Nadu, India by the Tamil Nadu State Depart-
ment of Archaeology and Archaeological Survey
of India (Sivanantham and Seran, 2019). The script
was known as Tamili or Tamil-Brahmi2. The alpha-
bets of Tamil consist of 18 consonants, 12 vowels,
and 216 compound letters followed by a special
character making total of 247 letters (Hewavitha-
rana and Fernando, 2002). Tamil is an official lan-
guage of Tamil Nadu, Sri Lanka, Singapore, and
the Union Territory of Puducherry in India. Signifi-
cant minority speak Tamil in the four other South
Indian states of Kerala, Karnataka, Andhra Pradesh,
and Telangana, as well as the Union Territory of
the Andaman and Nicobar Islands (Sakuntharaj
and Mahesan, 2021, 2017, 2016; Thavareesan and
Mahesan, 2019b, 2020b,c, 2021). It is also spo-
ken by the Tamil diaspora, which may be found
in Malaysia, Myanmar, South Africa, the United
Kingdom, the United States, Canada, Australia,
and Mauritius. Tamil is also the native language
of Sri Lankan Moors. Tamil, one of the 22 sched-
uled languages in the Indian Constitution, was the
first to be designated as a classical language of In-
dia (Subalalitha, 2019; Srinivasan and Subalalitha,
2019; Narasimhan et al., 2018). Tamil is one of the
world’s longest-surviving classical languages. The

2Tamil-Brahmi
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earliest epigraphic documents discovered on rock
edicts and "hero stones" date from the 6th century
BC. Tamil has the oldest ancient non-Sanskritic
Indian literature of any Indian language (Anita and
Subalalitha, 2019b,a; Subalalitha and Poovammal,
2018).

Malayalam belongs to the Dravidian language
family and is highly agglutinative. It originated
during the last quarter of the 9th Century A.D
(Sekhar, 1951). As a result of the steep Western
Ghats separating the dialect from the main speech
group in the 16th century, it gradually developed
into a separate language. The Ramacaritam is the
first literary work written in Malayalam, a com-
bined language of Tamil and Sanskrit, utilizing the
Tamil Grantha script used in Tamil Nadu for the
writing of Sanskrit and foreign words (Andronov,
1996). There are 13 vowels, 36 consonants, 5 chillu,
an anuswara, a visarga, and a chandrakkala mak-
ing total of 57 letters in Malayalam (Kumar and
Chandran, 2015). Telugu belongs to the Dravid-
ian language family and is predominantly spoken
by the people of Andra Pradesh. It is the official
language of Andhra Pradesh and Telangana with
more than 2.75 million Telugu speakers3. Inscrip-
tions of Telugu date back to 575 CE. There is a
total of 52 letters in Telugu with 16 vowels and 36
consonants and the script is called Abugida which
belongs to the Brahmi family4. Kannada is the
second-oldest Dravidian language, spoken primar-
ily by residents of Karnataka. There are around
44 million Kannada speakers worldwide, with over
12.6 million non-Kannada speakers in Karnataka
speaking it as a second or third language5. It is
one of the scheduled languages of the Indian con-
stitution, as well as the official and administrative
language of Karnataka, India. It uses the Brahmi
script, which comprises 49 letters in total, com-
prising 13 vowels, 2 diphthongs, and 34 conso-
nants6. Kannada has a large number of articles,
although they are not all digitized. Tulu is a promi-
nent Dravidian language spoken primarily by the
people of Dakshina Kannada and Udupi in Kar-
nataka state, as well as some parts of Kasaragod
in Kerala state. Tulu is spoken by around 2.5 mil-
lion individuals who believe it to be their mother
tongue7. With its particular sociocultural quali-

3Telugu language
4Teligu-script
5Census report 2011
6Kannada-script
7Tulu language and its script

Languages Train set Dev set Test set

Kannada-Tamil 90,974 2,000 2,000

Kannada-Malayalam 88,813 2,000 2,000

Kannada-Telugu 88,503 2,000 2,000

Table 1: Statistics of set I

Languages Train set Dev set Test set

Kannada-Sanskrit 9,470 1,000 1,000

Kannada-Tulu 8,300 1,000 1,000

Table 2: Statistics of set II

ties, religious practices, creative traditions, and dra-
matic forms, the Tulu-speaking people have made
a substantial contribution to Karnataka’s cultural
history, and via it, to Indian culture and civilization
as a whole. It has kept numerous characteristics of
the ancient Dravidian languages while also mak-
ing some advances not seen in other Dravidian
languages (Kekunnaya, 1994). Furthermore, Tulu
has its own script, Tigalari, which is developed
from the Grantha script, which is no longer in use
(Antony et al., 2016). There are 52 letters in Tulu
with 16 vowels and 36 consonants.

4 Sanskrit

The Sanskrit language has been around for hun-
dreds of years, and it uses the Devanagari (Keith,
1993). With its extensive vocabulary, phonology,
grammar, and syntax, Sanskrit literature has a long
history of use in ancient poetry, drama, science, and
philosophy (Macdonell, 1915). It consists of 16
vowels and 36 consonants and belongs to the Indo-
European language family. Sanskrit is a highly
inflected language divided into eight chapters to
make it more structured and understandable (Panini
Asthadhyayi) (Kak, 1987). Despite the enormous
number of articles, the quantity of digital resources
is limited, especially for the parallel corpus.

5 Task Description and Dataset

Codalab was used to host the shared task. Several
translation sub-tasks were organized as a part of
this task, namely: Kannada to Tamil, Kannada to
Malayalam, Kannada to Telugu, Kannada to San-
skrit, and Kannada to Tulu. The participants could
choose which sub-tasks they wanted to participate
in. For each language pair, participants were pro-
vided with training, development, and test datasets.
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Objective of the task was to train/develop MT sys-
tems for the language pairs that were provided. Par-
ticipants translated the test data using MT models
proposed by them and submitted the results to the
workshop organizers. BLEU is selected as the eval-
uation metric to evaluate the submitted MT models.
In order to determine the participants’ rank, the sub-
missions were compared with gold-standard data.

5.1 Dataset
Datasets used in this shared task are broadly
grouped into two categories: i) Collection of pub-
licly available parallel corpora (set I) (ii) Con-
struction of parallel corpus from scratch (set II).
In the set I, parallel corpora were collected from
Samanantar8 - a collection of the largest paral-
lel corpora available for Indic languages (Ramesh
et al., 2022) and statistics of set I is shown in Ta-
ble 1. It may be noted that only a small portion
is used in this task instead of using whole dataset.
For set II, dataset is manually constructed and Ta-
ble 2 gives the statistics of set II. Since there is
no parallel corpus available for the translation of
Kannada-Tulu and Kannada-Sanskrit, the construc-
tion of parallel corpora will exacerbate entangle-
ment for these under-resourced language pairs. To
create these parallel corpora, we collected mono-
lingual Tulu and Sanskrit documents from digitally
accessible sources and manually translated the cor-
responding Kannada sentences.

6 System Description

Out of 16 research groups, 12 run submissions were
made by 4 teams. Set II received the maximum
number of submissions (4 teams) followed by set
I (3 teams). Further, results of the participated
systems in terms of BLEU score and system ranks
for each language pair are shown in Table 3. Based
on the BLEU scores, we evaluated the performance
of the submitted systems. The following is a brief
description of the participants’ systems. For more
information, please refer to their papers.

Aditya et al. (2022) have used two distinct mod-
els, namely: i) fine-tuned multilingual indicTrans9

model with pseudo data generated from monolin-
gual data obtained using backtranslation ii) Convo-
lutional Neural Network (CNN), Seq2Seq models

8https://indicnlp.ai4bharat.org/
samanantar/

9https://indicnlp.ai4bharat.org/
indic-trans/

like, Long Short Term Memory (LSTM), Bidirec-
tional LSTM (BiLSTM) and transformer models
which were trained from scratch using Fairseq10

library. They report better BLEU scores for trans-
former (Vaswani et al., 2017) model trained from
scratch using Fairseq library for all the language
pairs.

Piyushi et al. (2022) have proposed a system
based on the openNMT-py implementation of the
transformer (Vaswani et al., 2017) for building the
baseline model. Furthermore, they also carry out
experiments by using the IndicNLP 11 tokenizer to
improve upon the baseline and report an improve-
ment in the observed results. They report better
BLEU scores for the Kannada - Tulu and Kannada
- Sanskrit languages.

7 Results and Discussion

As shown in Table 3 the submissions were evalu-
ated with BLEU scores. The results indicate that
Aditya et al. (2022) achieved the best performance
across Kannada - Tamil, Kannada - Telugu and
Kannada - Malayalam translation tasks. As men-
tioned in Section 6, they carried out their experi-
ments with multiple models namely LSTM, BiL-
STM, ConvS2S, Transformer, pre-trained multilin-
gual transformer using backtranslation. On these
translation tasks they report the better performance
of the LSTM based architectures as well as the pre-
trained transformer model. This indicates that for
these 3 language pairs which have comparatively
larger datasets available the DL architectures with a
large number of parameters perform better than the
other models. For the language pairs in Set II (as
shown in 2) the models employed by Aditya et al.
(2022) didn’t achieve the best performance. The
primary reason for this is that size of the dataset for
these language pairs is not sufficient to either train
the LSTM models from scratch or fine-tune the
transformer architecture in order to achieve mean-
ingful generalization.

Piyushi et al. (2022) report the best performance
across the Kannada - Tulu and Kannada - Sanskrit
language pairs. These languages which belong to
Set II (as shown in Table 2) have comparatively
smaller datasets. The authors have used openNMT
system to tackle the problem at hand. The opotimal
performance of their approach for the languages

10https://github.com/pytorch/fairseq
11https://github.com/AI4Bharat/

indicnlp_corpus
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Languages Team BLEU Rank

Kannada-Tamil
PICT 0.3536 1

Anvita 0.1791 2

Translation_Techies 0.0798 3

Kannada-Telugu
PICT 0.3687 1

Anvita 0.1959 2

Translation_Techies 0.1242 3

Kannada-Malayalam
PICT 0.2963 1

Anvita 0.1301 2

Translation_Techies 0.0729 3

Kannada-Sanskrit

PICT 0.7482 1

Anvita 0.6209 2

PICT 0.035 3

Unitum 0.0011 4

Kannada-Tulu

Translation_Techies 0.6149 1

Anvita 0.2788 2

Unitum 0.007 3

PICT 0.0054 4

Table 3: Results of the participating systems in BLEU score and ranks

of Set II can particularly be attributed to the hyper-
parameter tuning to the openNMT system. Also,
it is interesting to note that participants used the
indic tokenization scheme provided by IndicNLP
and reported improved results. The impact of the
tokenization on specific language pairs however
cannot be verified using the subtasks presented in
this paper and more comprehensive experiments
need to be carried out.

8 Conclusion

The shared task on MT in Dravidian Languages
opened up a slew of new research opportunities
in the field of MT in Dravidian languages. The
task also involves Sanskrit, an ancient language, in
addition to Dravidian languages. Despite positive
reactions and enthusiasm for attending the event,
the number of system submissions was not im-
pressive. We collected Kannada-Tamil, Kannada-
Malayalam, and Kannada-Telugu from samanatar,
a collection of parallel corpora. Further, Kannada-
Sanskrit and Kannada-Tulu parallel corpora were
created manually. The performance and BLEU
scores of the participants are not credible, yet they
are not discouraging. The main inference from the
participants’ results is that along with the baseline
MT models, efficient dataset preparation methods,
namely, backtranslation and subword tokenization

also necessary to achieve better performance in
the translation of morphologically rich languages.
As a final note, we hope to continue conducting
this workshop in the coming years to contribute to
the advancement of language technology for under-
resourced Dravidian languages.
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Abstract

This paper presents the overview of the
shared task on emotional analysis in Tamil at
DravidianLangTech-ACL 2022. This overview
paper presents the dataset used in the shared
task, task description, the methodologies used
by the participants and the evaluation results
of the submissions. Emotion analysis in Tamil
shared task consists of two sub tasks. Task A
aims to categorize the social media comments
in Tamil to 11 emotions and Task B aims to
categorize the comments into 31 fine-grained
emotions. For conducting experiments, train-
ing and development datasets were provided to
the participants and results are evaluated for the
unseen data. In total, we have received around
24 submissions from 13 teams. For evaluating
the models, Precision, Recall, micro average
metrics are used.

1 Introduction

Emotional analysis is the process of mining emo-
tions in texts for categorization, which is used in
a variety of natural language applications such as
e-commerce review analysis, public opinion anal-
ysis, comprehensive search, customized sugges-
tion, health-care, and online teaching. Emotions
are mental states that are frequently represented
through behavior or words. Emotional analysis
assists in analyzing the text and extracting the
emotions portrayed in the text. There are a va-
riety of monolingual datasets available for Dravid-
ian languages, which may be used for a variety
of research purposes (Priyadharshini et al., 2021;

Kumaresan et al., 2021; Chakravarthi and Mural-
idaran, 2021; Chakravarthi et al., 2020b). There
have, however, been few attempts to create code-
mixed datasets for Tamil, Kannada, and Malayalam
(Chakravarthi et al., 2021a,b, 2020a). We will as-
sist Tamil in overcoming this resource barrier by
producing this dataset, which will provide Tamil
with cost-effective and quick natural language pro-
cessing support in emotional analysis. We gath-
ered comments on several Tamil movie trailers and
teasers from YouTube to develop resources for a
Tamil scenario.

Data on social media platforms such as Twitter,
Facebook, and YouTube is rapidly changing and
may have a significant impact on an individual’s
or community’s perception or reputation (Raviki-
ran et al., 2022; Chakravarthi et al., 2022; Bharathi
et al., 2022; Priyadharshini et al., 2022). This high-
lights the need of automation in emotional anal-
ysis. Because of its numerous content offerings,
such as movies, trailers, music, tutorials, product
reviews, and so on, YouTube is a popular social
media network in the Indian subcontinent (Priyad-
harshini et al., 2020; Chakravarthi, 2020). YouTube
allows users to create content as well as participate
and interact with it through activities such as like
and commenting. As a result, more user-generated
content is available in underdeveloped languages
(Chakravarthi et al., 2019, 2018; Yasaswini et al.,
2021).

In this paper the results of the shared task on
emotional analysis in Tamil are presented and held
at DravidianLangTech. This task consists of two

279



sub tasks, namely Task A and Task B. The first task
is focused on analysing the emotion in social me-
dia Tamil comments with 11 emotions. The second
task is focused on analysing 31 fine-grained emo-
tions in social media Tamil comments. The task is
focused on analysing emotions on Tamil language
which is a low resource language that belongs to
Dravidian family. All the data including training
data, testing data, development data along with
results are made publicly available. We strongly
believe that the curated dataset will contribute more
in advancing the research in the field of emotional
analysis field of Tamil.

2 Related Work

As the availability of text data is more today, there
are many good works carried out in the field of Nat-
ural Language Processing (NLP). Identifying the
emotions in a given text data helps in various ap-
plications, including online teaching, recommenda-
tion systems, public opinion analysis. Even though
many researchers contribute in emotion analysis do-
main, very few works have been made in Dravidian
languages like Tamil. In recent days, deep learning
based techniques yield good results in this domain.
With social media content, emotion detection from
code mixed Hindi and English language (Sasidhar
et al., 2020) is performed. They created an emo-
tion annotated corpus using 12000 code-mixed text
sentences from different social media sites as the
data availability in their field of interest is less. It
is reported that the CNN-BiLSTM model provides
good accuracy. Xu et al. (2020) performed emotion
analysis using the proposed CNN_Text_Word2vec
model in Chinese microblog. All the words in the
microblog are trained using word2vec neural net-
work model. The trained feature vectors are fed as
input feature for attention-based convolution neural
network model which classifies the text emotion
into positive and negative. Sina Weibo microblog
is used for experimental analysis in which 40000
training and 40000 test microblog samples were
considered.

A combination of cognitive linguistic and deep
learning features are used for performing emo-
tion analysis on Persian text (Sadeghi et al., 2021).
These models help to identify emotions including
anger, happiness, sadness, surprise and fear. For
performance measurement, a self-labeled 23,000
Persian documents are taken. They used Word2Vec
embedding technique for vector conversion. The

deep learning based architectures (Tocoglu et al.,
2019) such as Artificial Neural Network, Convo-
lutional Neural Network, and Long Short-Term
Memory based Recurrent Neural Network are ex-
amined for Turkish tweets emotional prediction
(S.Anbukkarasi and S.Varadhaganapathy, 2020).
To curate a dataset, the lexicon-based approach
is proposed for automatic annotation of Turkish
tweet text and compared the deep learning based
architectures that outperformed the traditional ma-
chine learning techniques for emotion recognition
in Turkish. Hybrid model is proposed to identify
the emotions in Arabic text (Alswaidan and Menai,
2020). Human-Engineered feature-based model
and deep feature-based model are investigated in
which Human-Engineered Feature-based model is
used to select the features based on various kinds of
the text like lexical, stylistics, and semantic. Deep
Feature based model contains stacked neural net-
work that reinserts the embedding layer several
times to delay the learning process. From the study,
it is clear that there is a research gap in emotional
analysis field for Tamil language with advanced
techniques.

3 Tamil

Tamil is a classical Dravidian language spoken by
Tamil people of South Asia. It is the official lan-
guage of the Indian state, Tamil Nadu, Singapore
and Sri lanka. Tamil is one of the longest sur-
viving classical languages and it was the first to
be listed as classical language of India. It is one
of the 22 scheduled languages in Indian constitu-
tion. The history of Tamil language is categorized
into Old Tamil, Middle Tamil and Modern Tamil.
Tamil has 247 alphabets including 12 vowels, 18
consonants, 216 compound letters and one spe-
cial character known as ayudham (S.Anbukkarasi
and S.Varadhaganapathy, 2020; Chakravarthi et al.,
2018; Ghanghor et al., 2021a,b)

4 Task Description

4.1 Task
Two sub tasks are carried out as part of this shared
task: Emotional analysis with 11 emotions anno-
tated data for social media comments in Tamil and
Task B were organized with 31 fine-grained emo-
tions annotated data for social media comments in
Tamil. The dates followed for releasing the train-
ing and testing data is provided in Table 1. Partic-
ipants are encouraged to participate in any one of
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the tasks or both the tasks. For this task, training,
testing development datasets with the comments
and corresponding emotion label is given to all the
participants. The task was to classify the given
comment with corresponding emotion.

4.2 Dataset

The data has been collected from various comments
of Youtube videos. The data for Task A consists of
around 22,200 Tamil Youtube comments with 11
emotions and Task B (Vasantharajan et al., 2022)
consists of around 46,000 YouTube comments with
31 emotions. The YouTube Comment Scraper tool
is used to collect Tamil comments from various do-
mains such as sports, news and movies, and most
of the sentences contain the English text, Tamil
text and code-mixed Tamil-English text. For iden-
tifying the Tamil language, the language detection
library known as langdetect 1 is used to find the
Tamil comments from the sentences which are writ-
ten fully in Tamil and discarded the other language
comments. For annotation, the guidelines are given
in both English and Tamil and each sentence in the
dataset is annotated by minimum three annotators.
The personal information of the annotators are gath-
ered to understand about them and informed them
the reason for collecting the information. Those
who accepted to annotate are given with the in-
structions and data. They were given the freedom
of relieving from the task at any point of time. This
process was done for annotating data for both Task
A and Task B.

4.3 System Description

We received around 16 submissions for Task A and
8 submissions for Task B, with total of 8 teams
for Task A and 7 teams for Task B. For the teams
that have submitted multiple submissions, we have
considered the highest scoring submission. The
system descriptions of each teams are given in this
section.

1. MUCS (Hegde et al., 2022)- This team par-
ticipated in Task A and used an ensemble of
logistic regression models with three penal-
ties, L1, L2 and Elasticnet. The team ranked
4th with macro average F1 score of 0.04.

2. Judith Jeyafreeda (Andrew Jayafreeda,
2022) - has used pretrained word embeddings

1https://github.com/Mimino666/
langdetect

with CNN model for classifying emotions, the
system achieved 0.094 Macro F1 for Task A
and 0.057 for Task B and achieved 6th place
in Task B.

3. pandas - This team has participated in Task
A and have used LaBSE (Feng et al., 2020)
feature extraction method with SVM classifier.
To handle class imbalance problem, they have
oversampled the dataset with SMOTE.

4. CUET-NLP (Mustakim et al., 2022) - The
team has participated in Task A, and has
experimented with multiple classical Ma-
chine Learning models such as logistic re-
gression,naive bayes, decision tree, SVM and
Pretrained multilingual transformer models,
mBERT(Devlin et al., 2019) and XLM-R
(Lample and Conneau, 2019) base model, The
XLM-R model achieved the highest Macro F1
score of 0.210 and were ranked 2nd in the Task
A.

5. Varsini And Kirthanna (S et al., 2022) - Part-
cipated in Task A and have used a combina-
tion of Keyword spotting and Lexical affin-
ity based methods, using emojis and external
datasets. The system ranked 5th place with
Macro F1 score of 0.030.

6. GJG (Prasad et al., 2022) - Used pretrained
transformers XLM-R and Deberta. They par-
ticipated in both of the Tasks A and B, in Task
B they achieved the Macro F1 score of 0.45 in
Task A and 0.26 in Task B. The participants
achieved Rank 1st in Task A.

7. Optimize_Prime (Gokhale et al., 2022) -
Have experimented with multiple methods,
an ensemble of class machine learning mod-
els, RNN based models such as LSTM and
ULMFIT (Howard and Ruder, 2018), and pre-
trained transformer models such as XLM-R,
Indic-BERT and MuRIL. They have partic-
ipated in both subtasks, In Task A XLM-R
achieved best result of 0.030 Macro F1 rank-
ing 5th place and in Task B, MuRIL achieved
best result of 0.125 ranking second place.

8. UMUTeam (García-Díaz and Valencia-
García, 2022) - Have participated in both
Tasks A and B, used a Model that combines
both Linguistic Features such as psycholog-
ical features, POS tags and contextual em-
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Event Date
Training Set Release Nov 20, 2021
Test Set Release Jan 14, 2022
Submission Deadline Jan 30, 2022
Results Announcement Feb 10, 2022
Paper Submission March 10, 2022

Table 1: Emotional Analysis Task Schedule

beddings from pretrained models and Fasttext.
They have achived Rank 1st in Task B with
the score of 0.151.

9. IIITSurat - Have participated in both Task A
and B. They have used an ensemble of deep
learning models with oversampling the minor-
ity classes. They were able to rank 4 with
Macro F1 score of 0.090 in Task B and rank
7th with Macro F1 score of 0.020 in Task A.

10. MSD - The team has participated in the Task
A and have submitted submissions on Support
Vector Machines, BiLSTM and an ensembles.
Out of the three submissions, BiLSTM pro-
vided higher results than other models.

5 Evaluation

In this section we describe about the evaluation
method that were used for the both Tasks A and B.
We primarily evaluated the submissions using ma-
jor classification metrics such as Macro Averaged
and Weighted Average Precision, Recall and F1-
Score. For ranking the teams, we primarily used
Macro Averaged F1 Score as it finds f1 score for
each label and find their unweighted mean.

6 Results and Discussion

Fine-grained Emotion Detection is a hard problem,
it is even harder for low resource languages such
as Tamil, In this shared task teams have submitted
results for both Tasks A and B. Figures 1 and 2
depicts the pictorial representation of scores of each
team for both Task A and Task B. The results are
discussed in Table 2 and Table 3.

In Task A, Team GJG has achieved Rank 1
with Macro F1 Score of 0.310 and UMUTeam has
achieved Rank 1 with 0.151 F1-score in Task B.
Task A received more number of submissions com-
pared to Task B, we hypothesize that this is due to
the fact that Task B is relatively harder than Task
A since it contains 31 emotions which are more

Figure 1: Results for Task A

Figure 2: Results for Task B
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Team Precision Recall F1-Score Rank
GJG 0.320 0.310 0.310 1

CUET-NLP 0.220 0.250 0.210 2
MSD 0.090 0.080 0.050 3

MUCS 0.110 0.130 0.040 4
Optimize_Prime 0.090 0.080 0.030 5

Varsini and Kirthanna 0.090 0.110 0.030 5
IIITSurat 0.090 0.090 0.020 7

pandas_tamil 0.080 0.070 0.010 8

Table 2: Results of the Submissions for Task A

Team Precision Recall F1-Score Rank
UMUTeam 0.150 0.171 0.151 1

GJG 0.142 0.144 0.125 2
Optimize_Prime 0.132 0.140 0.125 2

IIITSurat 0.156 0.099 0.090 4
Judith Jeyafreeda 0.094 0.068 0.057 5

GA 0.033 0.031 0.028 6
菜鸡不菜 0.005 0.032 0.009 7

Table 3: Results of the Submissions for Task B

similar in nature and harder for Machine Learning
models to classify.

7 Conclusion and Future Work

Two new datasets with fine-grained emotions for
classifying the emotions in Tamil language is cre-
ated for this shared task. In this paper, various ap-
proaches used for analysing emotions from Tamil
comments and their results are analyzed. The task
has been carried out as two sub tasks. In the Task
A, 8 teams have participated and submitted their
results. For Task B, 7 teams submitted their results.
The XLM-R model produces the highest F1-score
for Task A and the combination of techniques in-
cluding linguistic features, POS tags, contextual
embeddings yields remarkable results for Task B.
As a future work, we planned to increase the size of
the dataset and include more fine grained emotional
labels to increase the performance of the system.
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Abstract
We present our findings from the first shared
task on Multi-task Learning in Dravidian Lan-
guages at the second Workshop on Speech
and Language Technologies for Dravidian Lan-
guages. In this task, a sentence in any of three
Dravidian Languages is required to be clas-
sified into two closely related tasks namely
Sentiment Analyis (SA) and Offensive Lan-
guage Identification (OLI). The task spans over
three Dravidian Languages, namely, Kannada,
Malayalam, and Tamil. It is one of the first
shared tasks that focuses on Multi-task Learn-
ing for closely related tasks, especially for a
very low-resourced language family such as
the Dravidian language family. In total, 55 peo-
ple signed up to participate in the task, and due
to the intricate nature of the task, especially
in its first iteration, 3 submissions have been
received.

1 Introduction

The term "Social media" provides a channel
through which people engage in interactive com-
munities and networks by creating, sharing, and ex-
changing thoughts and information. It has received
users from almost all generations and all around
the world (Chakravarthi et al., 2020a). Users can
interact and connect with others and form commu-
nities through social media. It allows users to share
their ideas, views and information openly on vari-
ous topics. This gives license to the users to write
hateful and offensive comments sometimes. People
come from a variety of racial backgrounds and hold
a diversity of belief systems. This can often cause
conflict of opinions during their interactions on so-
cial media platforms (Chakravarthi et al., 2021a,b,

2020b; Priyadharshini et al., 2020; Chakravarthi,
2020). Due to the COVID 19 pandemic, the in-
ternet community has become more popular than
it has ever been. The amount of false narratives
and derogatory remarks shared on online platforms
has risen exponentially. A large number of social
media users share malicious posts despite under-
standing that they are infringing on their rights to
free expression (Bhardwaj et al., 2020). Sentiment
analysis is a text mining task that identifies and
extracts personal information from source material,
allowing a company/researcher to better understand
the social sentiment of its brand, product, or service
while monitoring online conversations.

Multi-task learning (MTL) is a practical ap-
proach to improving system performance by utilis-
ing shared characteristics of tasks (Caruana, 1997).
The goal of MTL is to use learning multiple tasks
at the same time to improve system performance
(Martínez Alonso and Plank, 2017). Because SA
and OLI are essentially sequence classification
tasks, we were motivated to conduct the shared
task, due to the recent developments in large lan-
guage modeling. Kannada and Malayalam are Dra-
vidian languages that are widely spoken in South
India and are also official languages in the states of
Karnataka and Kerala (Reddy and Sharoff, 2011;
Chakravarthi et al., 2020a, 2019, 2018; Ghanghor
et al., 2021a,b). Tamil is an official language in
Tamil Nadu, India, as well as Sri Lanka, Singa-
pore, Malaysia, and other parts of the world. Dra-
vidian languages are morphologically rich; with
code-mixing, processing these languages becomes
even more difficult, and they are under-resourced
(Priyadharshini et al., 2021; Kumaresan et al., 2021;
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Chakravarthi and Muralidaran, 2021; Chakravarthi
et al., 2020c; Sampath et al., 2022; Ravikiran et al.,
2022; Chakravarthi et al., 2022a; Bharathi et al.,
2022; Priyadharshini et al., 2022). Significant
minority speak Tamil in the four other South In-
dian states of Kerala, Karnataka, Andhra Pradesh,
and Telangana, as well as the Union Territory of
the Andaman and Nicobar Islands (Sakuntharaj
and Mahesan, 2021, 2017, 2016; Thavareesan and
Mahesan, 2019, 2020a,b, 2021). It is also spo-
ken by the Tamil diaspora, which may be found
in Malaysia, Myanmar, South Africa, the United
Kingdom, the United States, Canada, Australia,
and Mauritius. Tamil is also the native language
of Sri Lankan Moors. Tamil, one of the 22 sched-
uled languages in the Indian Constitution, was the
first to be designated as a classical language of In-
dia (Subalalitha, 2019; Srinivasan and Subalalitha,
2019; Narasimhan et al., 2018). Tamil is one of the
world’s longest-surviving classical languages. The
earliest epigraphic documents discovered on rock
edicts and "hero stones" date from the 6th century
BC. Tamil has the oldest ancient non-Sanskritic
Indian literature of any Indian language (Anita and
Subalalitha, 2019b,a; Subalalitha and Poovammal,
2018).

The shared task on MTL in Dravidian Languages
investigates whether it is beneficial to train models
using MTL, as obtaining extensive annotated data
for under resourced languages is difficult. Addi-
tionally, SA and OLI have discourse properties in
common (Chakravarthi et al., 2022b). The lack of
large labelled data for user-generated code-mixed
datasets motivated the selection of these tasks. Past
studies have shown us that the benefits to MTL are
two folds, namely, reducing the space/time com-
plexity, and the ability for the model to learn from
each other tasks (Hande et al., 2021). Our dataset
contains a wide range of code-mixing, from simple
script mixing to morphological mixing. The task
is to determine the polarity of sentiment and offen-
siveness in a code-mixed dataset of Tamil-English,
Malayalam-English, and Kannada-English com-
ments or posts. This paper presents an overview of
the task description, dataset, description of the par-
ticipating systems, analysis, and provide insights
from the shared task.

2 Dataset

The DravidianCodeMix dataset (Chakravarthi et al.,
2022b) is the primary resource of the shared

task. It comprises of over 60,0000 manually anno-
tated comments scraped from YouTube. Addition-
ally, DravidianCodeMix spans three languages in
the Dravidian language family, namely, Kannada,
Malayalam, and Tamil. The Kannada code-mixed
dataset has 7,273 comments, while the Malayalam
and Tamil codemixed datasets have 12,711 and
43,349 comments, respectively. Following the re-
moval of repetitive sentences, Figure 1 shows the
class-wise distribution of the datasets which will
be split into train, validation, and test sets.
Sentiment Analysis:

• Positive state: Comment contains an explicit
or implicit clue in the text suggesting that the
speaker is in a positive state.

• Negative state: Comment contains an explicit
or implicit clue in the text suggesting that the
speaker is in a negative state.

• Mixed feelings: Comment contains an ex-
plicit or implicit clue in both positive and neg-
ative feeling.

• Neutral state: Comment does not contain an
explicit or implicit indicator of the speaker’s
emotional state.

• Not in intended language: For Kannada if
the sentence does not contain Kannada script
or Latin script then it is not Kannada.

Offensive Language Identification :

• Not Offensive: Comment does not contain
offence or profanity.

• Offensive Untargeted : Comment contains
offence or profanity without any target. These
are comments which contain unacceptable lan-
guage that does not target anyone.

• Offensive Targeted Individual: Comment
contains offence or profanity which targets
the individual.

• Offensive Targeted Group: Comment con-
tains offence or profanity which targets the
group.

• Offensive Targeted Other: Comment con-
tains offence or profanity which does not be-
long to any of the previous two categories (
e.g., a situation, an issue, an organization or
an event).
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Figure 1: Classwise distribution of the datasets for Kannada, Malayalam, and Tamil

• Not in indented language: Comment not in
the Kannada language.

In general, all languages have similar class types.
Kannada and Tamil code-mixed datasets have six
classes in OLI, while Malayalam has five classes.
The Malayalam dataset lacks the Offensive Lan-
guage Others (OTO) class.

2.1 Training Phase
In the first phase, data is made available for training
and/or development of offensive language detec-
tion models. Participants were given training and
validation datasets for preliminary evaluations or
tuning of hyper-parameters. They were also given
the option of performing cross-validation on the
training data. In total, 57 people registered for the
task and downloaded the data.

2.2 Evaluation Phase
In the second phase, test sets for all three languages
are made available for evaluation. Each team that
took part submitted their generated prediction for
evaluation. Predictions have been submitted to the

organising committee via Google form for evalua-
tion. CodaLab is a well-known platform for organ-
ising collaborative tasks. However, due to issues
with running the evaluation, we decided to evaluate
manually. The macro average F1 score is the metric
used for evaluation.

3 System Description

MUCIC (Gowda et al., 2022) - The authors submit-
ted their predictions for all three languages. They
treated this as a single task and fine-tuned the mul-
tilingual DistilBERT language model, and aggre-
gated the outputs.
MUCS (Hegde and Coelho, 2022) - The authors
submitted their predictions for all three languages.
Similar to the other team, they treated it a single
task. They used Dynamic Meta Embedding as a
feature in training a DL-based LSTM model to
predict test set labels.

4 Evaluation, Results and Discussion

The submissions were primarily evaluated using
major classification metrics such as Macro Aver-
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Team Name Kannada Rank
Sentiment Analysis Offensive Language Identification

MUCS 0.201 0.221 1
MUCIC 0.177 0.199 2
Team Name Malayalam Rank

Sentiment Analysis Offensive Language Identification
MUCIC 0.192 0.245 1
MUCIC 0.148 0.079 2
Team Name Tamil Rank

Sentiment Analysis Offensive Language Identification
MUCS 0.296 0.176 1
MUCIC 0.255 0.171 2

Table 1: Macro Average F1-Score of the systems submitted for the MTL shared Task.

aged and Weighted Average Precision, Recall, and
F1-Score. We predominantly used Macro Aver-
aged F1 Score to rank the teams because it identi-
fies the F1 score to every label and calculates their
unweighted mean.

MTL in its essence is a very challenging prob-
lem, especially when we focus this aspect on low-
resourced language family such as Dravidian Lan-
guages (Kannada, Malayalam, and Tamil). Table 1
represents the results of the teams MUCS (Hegde
and Coelho, 2022) and MUCIC (Gowda et al.,
2022) on the two tasks of the three languages.

5 Conclusion

In its first iteration, the shared task on MTL for
Dravidian Languages opened up new avenues for
research in low-resource Multi-task Learning. The
task involved multiple languages, namely, Kan-
nada, Malayalam, and Tamil. This overview article
analyzed the systems that were submitted to the
shared task. The main inference from the partici-
pants is that MTL is a very challenging problem,
especially for morphologically rich languages and
all participants performed Single Task Learning
and aggregated the outputs.
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Abstract

The social media is one of the significant digital
platforms that create a huge impact in peoples
of all levels. The comments posted on social
media is powerful enough to even change the
political and business scenarios in very few
hours. They also tend to attack a particular in-
dividual or a group of individuals. This shared
task aims at detecting the abusive comments
involving, Homophobia, Misandry, Counter-
speech, Misogyny, Xenophobia, Transphobic.
The hope speech is also identified. A dataset
collected from social media tagged with the
above said categories in Tamil and Tamil-
English code-mixed languages are given to the
participants. The participants used different
machine learning and deep learning algorithms.
This paper presents the overview of this task
comprising the dataset details and results of the
participants.

1 Introduction

Their distribution of digital information has in-
creased to a greater extent. The importance of
the Online Social Networks (OSNs) has grown sig-
nificantly in recent years, and they have become a
go-to source for acquiring news, information, and
entertainment (Halevy et al., 2022; Priyadharshini
et al., 2021; Kumaresan et al., 2021). However,
despite many positive impacts of employing OSNs,
a growing body of evidence indicates that there
is an ever-increasing number of malevolent actors
who are exploiting these networks to spread poison
and cause harm to other individuals (Chakravarthi,
2020; Chakravarthi and Muralidaran, 2021). The
term ”Hate Speech” (HS) refers to any form of
communication that is abusive, insulting, intimi-
dating, and/or incites violence or discrimination
and that disparages an individual or a vulnerable
group on the basis of characteristics such as eth-
nicity, gender, sexual orientation, or religious af-
filiation (Whillock and Slayden, 1995; Sampath

et al., 2022; Ravikiran et al., 2022; Chakravarthi
et al., 2022; Bharathi et al., 2022; Priyadharshini
et al., 2022). Because of this diversity in thematic
foci, we refer to them as themes. Examples of top-
ics include misogyny, sexism, racism, transphobia,
homophobia, and xenophobia (Chakravarthi et al.,
2020, 2021; Ghanghor et al., 2021a,b; Yasaswini
et al., 2021). The abusive comments targeting
people have a huge impact on them psychologi-
cally(Wiegand et al., 2021). This task lays a foun-
dation on how these comments can be detected
for Dravidian language Tamil. Tamil is a Dravid-
ian classical language used by the Tamil people of
South Asia. Tamil is an official language of Tamil
Nadu, Sri Lanka, Singapore, and the Union Terri-
tory of Puducherry in India. Significant minority
speak Tamil in the four other South Indian states of
Kerala, Karnataka, Andhra Pradesh, and Telangana,
as well as the Union Territory of the Andaman and
Nicobar Islands (Subalalitha, 2019; Srinivasan and
Subalalitha, 2019; Narasimhan et al., 2018). It is
also spoken by the Tamil diaspora, which may be
found in Malaysia, Myanmar, South Africa, the
United Kingdom, the United States, Canada, Aus-
tralia, and Mauritius. Tamil is also the native lan-
guage of Sri Lankan Moors (Sakuntharaj and Mah-
esan, 2021, 2017, 2016; Thavareesan and Mahesan,
2019, 2020a,b, 2021). Tamil, one of the 22 sched-
uled languages in the Indian Constitution, was the
first to be designated as a classical language of In-
dia. Tamil is one of the world’s longest-surviving
classical languages. The earliest epigraphic docu-
ments discovered on rock edicts and ”hero stones”
date from the 6th century BC. Tamil has the old-
est ancient non-Sanskritic Indian literature of any
Indian language (Anita and Subalalitha, 2019b,a;
Subalalitha and Poovammal, 2018). Since the com-
ments posted online contain mixture of languages
that are familiar with the users that are posting
the comments, the task also considers detecting
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the comments from the Tamil-English code mixed
language.

The goal of this task is to identify whether a
given comment contains abusive comment. A com-
ment/post within the corpus may contain more than
one sentence but the average sentence length of
the corpora is 1. The annotations in the corpus
are made at a comment/post level. The partici-
pants were provided development, training and test
dataset in Tamil and Tamil-English languages. The
dataset is tagged using various classes namely, Ho-
mophobia, Misandry, Counter-speech, Misogyny,
Xenophobia, Transphobic and Hope Speech. To the
best of our knowledge, this is the first shared task
on abusive detection in Tamil at this fine-grained
level. 11 teams participated for detecting abusive
comments in Tamil language and Tamil-English
language tasks.

2 Task Description

The task is primarily a comment/post-level classi-
fication task. Given a YouTube comment, the sys-
tems submitted by the participants should classify it
abusive categories. The participants were provided
with development, training and test dataset in Tamil
and Tamil-English. The dataset is tagged using
various classes namely, Homophobia, Misandry,
Counter-speech, Misogyny, Xenophobia, Trans-
phobic and hope speech. 10 teams participated
for detecting abusive comment in Tamil language
and 11 teams participated for the Tamil-English
language.

3 Data Description

The Tamil language training data contains 2240
comments, the validation set contains 560 com-
ments, and the test data set includes 699 comments.
The Tamil-English language test data set contains
5943 comments, the validation set contains 1486
comments and the 1857 test comments. The distri-
bution of the seven categories in the whole dataset
is shown in Table 1.

4 Participant’s methodology

4.1 Pre-processing strategies

The participants have predominantly used ”translit-
eration” as one of the pre-processing strategies.
The Tamil-English code-mixed texts necessitate
this approach. Apart from transliteration, removal
of punctuation, stop words have also been used.

Class balancing of the data has also been attempted
as the distribution of the class labels in the given
training dataset.

4.2 Participant’s Systems

Term Frequency- Inverse Document Frequency
(TF- IDF) and BERT embeddings have been used
to extract and represent the features in the feature
extraction phase. The participants have used a wide
variety of machine learning algorithms, deep learn-
ing models, and transformers. Logistic Regres-
sion, Linear Support Vector Machines, Gradient
Boost classifier, and K neighbor classifier have
been used as machine learning algorithms. En-
semble models attempted composed of a mixture
of these machine learning models. Multi-layered
perceptron, Recurrent Neural Networks (RNN),
Vanilla LSTM (Schuster and Paliwal, 1997) were
opted as deep learning models. On the transformers
front, mBERT(Devlin et al., 2018), MuRIL BERT
(Khanuja et al., 2021), XLM RoBERTa (Liu et al.,
2019), and ULMFit (Howard and Ruder, 2018)
models have been opted. The MuRIL BERT mod-
els have shown the best performance compared
to the other models. This is primarily because it
is trained exclusively for Indian languages. The
ranking of the teams for both of the language tasks
is shown in Tables 2 and 3. The ranking is given
based on their f1 score and how intense their system
is, which counts their pre-processing techniques
and the number of models used to prove their per-
formance.

5 Error Analysis of the Systems

The participants have used the standard metrics
such as Weighted Precision, Weighted Recall, and
Weighted F-score to evaluate the performance of
their systems. The equations of these metrics are
given below.

Precision =
TP

TP + FP
(1)

Recall =
TP

TP + FP
(2)

where, TP= Number of True Positives and FP=
Number of false Positives

F − Score = 2 ∗ Precision ∗Recall

Precision+Recall
(3)
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Comment category Count in the datasets
None of the above 5011

Misandry 1276
Counter-speech 497

Xenophobia 392
Misogyny 336

Hope Speech 299
Homophobia 207
Transphobic 163

Table 1: Distribution of Comment Categories in the dataset

TeamName Precision Recall F1-Score Rank
CEN-Tamil(S N et al., 2022) 0.380 0.290 0.320 1
COMBATANT 0.290 0.330 0.300 2
DE-ABUSE(Palanikrmar et al., 2022) 0.330 0.29 0.290 3
DLRG(Diraphe et al., 2022) 0.340 0.260 0.270 4
TROPER 0.400 0.230 0.250 5
abusive-checker 0.140 0.140 0.140 6
Optimize Prime(Patankar et al., 2022) 0.130 0.130 0.130 7
GJG 0.130 0.140 0.130 8
umuteam 0.130 0.130 0.130 9
MUCIC 0.120 0.130 0.120 10
BpHigh(Pahwa, 2022) 0.180 0.120 0.060 11
SSNCSE NLP(Varsha and Bharathi, 2022) 0.130 0.140 0.090 12

Table 2: Rank list based on weighted average F1-score along with other evaluation metrics (Precision and Recall)
for Tamil Language

TeamName Precision Recall F1-Score Rank
abusive-checker 0.460 0.380 0.410 1
GJG 0.370 0.340 0.350 2
umuteam 0.350 0.370 0.350 3
pandas(G L et al., 2022) 0.330 0.370 0.340 4
Optimize Prime(Patankar et al., 2022) 0.310 0.380 0.320 5
MUCIC 0.400 0.280 0.290 6
CEN-Tamil(S N et al., 2022) 0.300 0.230 0.250 7
SSNCSE NLP(Varsha and Bharathi, 2022) 0.260 0.240 0.250 8
IIITDWD 0.380 0.170 0.180 9
DLRG(Diraphe et al., 2022) 0.180 0.150 0.140 10
BpHigh(Pahwa, 2022) 0.140 0.160 0.100 11

Table 3: Rank list based on weighted average F1-score along with other evaluation metrics (Precision and Recall)
for Tamil-English Language
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Pweighted =
L∑

i=1

(Precisionofi×Weightofi)

(4)
, where i is the test sample size.

Rweighted =
L∑

i=1

(Recallofi×Weighti) (5)

F−Scoreweighted =
L∑

i=1

(F−Scoreofi×Weighti)

(6)
The participants have also used accuracy, Macro-

Precision, Macro-Recall, and Macro-F-scores to
evaluate the system. It can be observed that the
highest F-score achieved by the systems is 0.41.
This is primarily due to the inability of the tech-
niques to handle the errors observed consistently
in all the systems during the classification. The
various scenarios of errors are explained below.

Scenario 1: The systems fail to classify the sen-
tences whenever the sentences do not contain even
a single Tamil word. In other words, the sentences
contain only the English transliterated words. For
example, the comment, “World health enda ilukara
ara kora nayae, “ is classified as “Xenophobia”
by all the systems while the actual label is “None
of the above. The comment is actually against a
xenophobic person. On the other comment, “sor-
nam lakshmi mudiyathu mooditu” is classified as
“Misandry” by all the systems while the actual
class is “Misogyny.” The name “sornam lakshhmi ”
refers to a woman but none of the systems labeled
this right.

Scenario 2: The comments contain spelling mis-
takes and could not be handled during the pre-
processing step. For example, This is classified

as “None of the above ” by all the systems while
it is supposed to be “Misandry.” This is due to the
spelling mistake in the comment. The word

Scenario 3: The pre-processing strategies have
had a harmful effect on the text and have resulted

in spelling mistakes. For example, the text, This
has lead to the misclassification.

Scenario 4: Certain comments were too short
and had references that were not captured by the
systems. For example, the comment give below is

supposed to be classified as “Misandry.” It is in-
stead classified as “None of the above.” Apart from
these scenarios, the systems could never classify
incomplete comments and double entendre com-
ments correctly. Specific comments had hyperlinks
that had the main content, which was missed by the
systems.

6 Conclusion

This shared task aims at detecting the categories of
abusive comments that are posted on social media.
This kind of analysis would quantify the negativity
that is spread in the society, which in turn should
be turned into positivity either by enacting laws
to enforce restrictions on posting comments on so-
cial media. This has been the motivation behind
hosting this shared task which has attempted to
aggregate the comments from social media in two
languages, namely, Tamil and in code mixed lan-
guage containing Tamil and English scripts. These
comments were trained by various machine learn-
ing, deep learning, and transfer learning models.
11 teams participated in Tamil and Tamil-English
languages tasks. 7 categories of abusive categories
were tagged in the collected comments. The rank-
ing of the teams was done based on the perfor-
mance shown by the systems that were used by
the participants and the in-depth analysis done by
them. It was observed that the transformer models
showed better performance when compared to that
of the rest of the systems.
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