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Abstract 

Dependency tree-based methods might be 

susceptible to the dependency tree due to 

that they inevitably introduce noisy infor-

mation and neglect the rich relation 

information between words. In this paper, 

we propose a learnable dependency-based 

double graph (LD2G) model for aspect-

based sentiment classification. We use 

multi-task learning for domain adaptive 

pretraining, which combines Biaffine At-

tention and Mask Language Model by 

incorporating features such as structure, re-

lations and linguistic features in the 

sentiment text. Then we utilize the depend-

ency enhanced double graph-based MPNN 

to deeply fuse structure features and rela-

tion features that are affected with each 

other for ASC. Experiment on four bench-

mark datasets shows that our model is 

superior to the state-of-the-art approaches. 

1 Introduction 

Aspect-based sentiment analysis (ABSA) is a fine-

grained sentiment analysis task for extracting the 

emotional orientation of the given one or more as-

pects in a sentence. ABSA is generally divided into 

two parts: aspect extraction (AE) and aspect senti-

ment classification (ASC). We will focus on ASC 

task in this paper.  

Dependency-based approaches have illustrated 

promising performance by utilizing the spatial 

structure of the dependency tree (DT). Early stud-

ies focus on the syntax feature enhanced aspect-

based sentiment analysis (ABSA) models (Brun et 

al., 2014;Kiritchenko et al., 2014). Dependency-

based analysis currently tends to use graph neural 

networks to learn representation over DT due to 

that graph neural network can directly learn on 

graph data including DTs (Kipf et al., 2016). DT is 

regarded as an undirected tree structure to produce 

a symmetry adjacency matrix for Graph Convolu-

tional Networks (GCN) (Sun et al., 2019; Zhang et 

al., 2019). (Wang et al., 2020) use GNNs to capture 

implicit relation between aspect words and others 

and achieved encouraged results. (Wang et al., 

2021) utilized reinforcement learning for aspect-

based sentiment classification (ASC). 

In this paper, we consider how to effectively fuse 

structure and relation features for ASC.  the follow-

ing two questions: 1) How to utilize relations of 

edges between words for improving ASC? Most of 

existing approaches consider the structure infor-

mation and neglected the rich edge relations 

between words with exception to the works (Chen 

et al., 2022; Tian et al., 2021a; Tian et al., 2021b). 

However, these works consider graph features (i.e., 

structure, edge relations, tree distance) as different 

input sources, and do not explore how to effectively 

fuse various features because these features are af-

fected with each other. 2) How to effectively handle 

the multi-feature noisy information from DT for 

improving ASC? Existing approaches directly uti-

lize the DT generated by a tool like spaCy. Direct 

application of DT is susceptible to noisy infor-

mation in the dependency tree (Tang et al., 2020), 

which may achieve lower performance compared 

to using only the flat structure. DT includes 45 

kinds of relations such as nsubj, amod and conj, 

and so on. Dependency parsing requires effective 

way to reduce DT’s noisy information. 

To handle the two problems, we propose a learn-

able dependency-based double graph (LD2G) 

model for aspect-based sentiment classification. 

We use multi-task learning (MTL) for domain 

adaptive pretraining and reducing DT’s noisy in-

formation, by combining Biaffine Attention Model 

(BAM) and Mask Language Model (MLM) and 
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parsing structure, relations and linguistic features. 

We utilize the dependency enhanced double graph-

based MPNN to deeply fuse structure features and 

relation features that are affected with each other 

for ASC. Experiment on four benchmark datasets 

shows that our model is superior to the state-of-the-

art approaches. To the best of our knowledge, 

LD2G is the first work that jointly considers the 

structure and relations features in a unified domain 

adaptive pretraining framework. The main contri-

butions of this paper are as follows.   

• We propose a learnable dependency-based 

double graph MPNN model to learn depend-

ency-based feature for ABSA. 

• We present an MTL method for domain adap-

tive pretraining by combining Biaffine 

Attention and MLM model. 

• Experiments were made over four datasets, 

and the results show that our model outper-

forms state-of-the-art approaches.  

2 Related work 

Generally, sentiment analysis aims to predict the 

sentiment of a sentence or a document. In contrast 

ABSA is a fine-grained task, which is to perform 

sentiment analysis on aspects by first identifying 

aspect words and then predicting the sentiment of 

the aspect. Early methods mainly use machine 

learning methods, but these methods are more de-

pendent on manual feature labeling (Jiang et al., 

2011; Vo et al., 2015). Later, neural network ap-

proaches were found to have better performance. A 

common method was to model the sequence of as-

pect words and context. The popular LSTM model 

and attention mechanism were commonly used to 

fuse the context semantics and obtain the important 

parts from it. In recent years, approaches based on 

pre-trained model has become the main method for 

contextual semantic integration, which brings con-

siderable improvement to sentiment analysis. 

Another kind of approach takes advantage of 

the spatial structure of syntax features by deep 

learning methods. Early work has studied the syn-

tax feature enhanced ABSA models (Brun et al., 

2014, Kiritchenko et al., 2014). Dependency tree 

and constituent tree can represent the syntactic in-

formation between the words, but these 

approaches based on them has not become more 

popular until deep learning method was applied. 

After the improvements brought by deep learning, 

syntax features can effectively improve the per-

formance of ABSA task. In recent years, syntax 

approaches tend to use graph neural networks to 

represent the dependency tree, because GNNs can 

directly model non-Euclidean data which fits de-

pendency tree well. (Sun et al., 2019; Zhang et al., 

2019) combined Bi-LSTM and GCN (Kipf et al., 

2016) to extract feature from both linear and spa-

tial word representations, in which dependency 

tree is seemed as an undirected dependency tree 

to produce a symmetry adjacency matrix for GCN. 

(Dai et al.,2021) generated an induced tree struc-

ture based on the pre-trained model instead of 

dependency tree, and the experiment shows that 

pre-trained models can optimize the induced tree 

in the following ABSA tasks. (Zhou et al., 2021) 

shortened the distance between aspect word and 

emotional words by learning a new aspect-centric 

tree. (Tang et al., 2020) combined a dependency 

graph and an attention-based graph to learn repre-

sentation based on GNN. There are some 

approaches such as (Chen et al., 2022; Tian et al., 

2021a; Tian et al., 2021b; Wang et al., 2021), fur-

ther explored the use of specific relation on the 

dependency trees. These works utilize the original 

features of the dependency tress. 

Dependency-based methods add effective syn-

tactic features to sentiment analysis tasks, but at the 

same time, they inevitably inherit wrong depend-

ency tree information, which brings adverse 

influence on downstream task. Therefore, it has be-

come a crucial problem how to utilize relations of 

edges between words and handle the multi-feature 

noisy information effectively from DT for improv-

ing ASC 

3 LD2G model  

The LD2G model overall is shown in Figure 1. We 

use a two-stage approach to implement aspect sen-

timent analysis: 1) Domain adapted pretraining, 

and 2) Double graph MPNN-based aspect senti-

ment classification. The whole model is divided 

into three modules: BERT module, biaffine parser 

and message passing neural network. We first ap-

ply MTL on BERT and biaffine parser module for 

domain adaptive pretraining by combining BAM 

and MLM, then obtain the sparse score matrix of 

structure graph and the feature matrix of edge rela-

tions from BAM. Both them are further fused into 
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a dependency enhanced double graph matrix. The 

LD2G model can learn from the dependency 

graphs and optimize the dependency graph struc-

ture during the training process.  

 

3.1 Domain adapted pretraining 

A multi-task learning (MTL) task is launched for 

domain adaptive dependency feature fusion, which 

combines dependency parsing (DP) and MLM 

(Devlin et al., 2018) by incorporating features such 

as structure, relations and linguistic features in the 

sentiment text. For a given sentence 𝑠 =
 {𝑤0, 𝑤1, … , 𝑤𝑛}  as input, we obtain the word em-

bedding 𝐻 = {ℎ0, ℎ1, … , ℎ𝑛} with BERT. MLM is 

applied to BERT model for domain adaptation, us-

ing the same mask strategy with (Devlin et al., 

2018). Biaffine attention model (Dozat and Man-

ning, 2017) is used based on the output of BERT 

model for dependency parsing. We use the archi-

tecture biaffine and relation biaffine to obtain the 

score matrices. 

𝑆𝑎𝑟𝑐ℎ = 𝐵𝑖𝑎𝑓𝑓𝑖𝑛𝑒𝑎𝑟𝑐ℎ(𝐻)                    (1) 

 𝑆𝑟𝑒𝑙 = 𝐵𝑖𝑎𝑓𝑓𝑖𝑛𝑒𝑟𝑒𝑙(𝐻)                     (2) 

Where 𝑆𝑎𝑟𝑐ℎ ∈ ℝ𝑛×𝑛 , and 𝑆𝑟𝑒𝑙 ∈ ℝ𝑛×𝑛×𝑑  for 

all the edges in 𝑆𝑎𝑟𝑐ℎ. In this paper, d=45, which is 

the number of dependency relation types. The DP 

task and MLM task will be combined as a MTL 

task. 

The pretrained dependency graph will be taken 

as the original input of double graph MPNN model. 

The pretrained BAM with optimal initialization pa-

rameters will be used for MPNN training. After the 

BAM dependency parsing is trained, we can obtain 

the intermediate dense score matrix 𝑆𝑎𝑟𝑐ℎ and fea-

ture matrix 𝑆𝑟𝑒𝑙.  

3.2 Double graph MPNN-based aspect senti-

ment classification 

The structure information 𝑆𝑎𝑟𝑐ℎ can be regarded as 

an adjacency matrix 𝐴𝑎𝑟𝑐ℎ, and the relation infor-

mation 𝑆𝑟𝑒𝑙 as a relation graph matrix 𝐴𝑟𝑒𝑙 by MLP.  

𝐴𝑟𝑒𝑙 = 𝑀𝐿𝑃(𝑆𝑟𝑒𝑙)                          (3) 

We use an adjacency matrix and its transpose to 

distinguish the two directions between head-de-

pendent and dependent-head pairs in dependency 

graph. Four graphs are respectively represented by 

adjacency matrices 𝐴𝑎𝑟𝑐ℎ  and 𝐴𝑟𝑒𝑙 , and their 

transposes 𝐴𝑎𝑟𝑐ℎ
T  and 𝐴𝑟𝑒𝑙

T . The structure and rela-

tion features can be fused into a dependency 

enhanced graph 𝐴ℎ𝑒𝑎𝑑 with transpose 𝐴𝑑𝑒𝑝.  

𝐴ℎ𝑒𝑎𝑑 = 𝐴𝑎𝑟𝑐ℎ + 𝐴𝑟𝑒𝑙                      (4) 

 𝐴𝑑𝑒𝑝 = 𝐴𝑎𝑟𝑐ℎ
𝑇 + 𝐴𝑟𝑒𝑙

𝑇                        (5) 

Where all the matrices are ℝ𝑛×𝑛 matrices. 

Row normalization is applied to each matrix. 

The token embeddings from BERT output 𝐻 that is 

straightly fed into the MPNN graph neural net-

works as node representation 𝐻0. To learn the node 

representation over both 𝐴ℎ𝑒𝑎𝑑 and 𝐴𝑑𝑒𝑝, we take 

the bidirectional message passing (Kampffmeyer et 

al., 2019) as one layer to acquire final hidden states. 

𝐻𝑙+
1

2 = 𝐿𝑁(𝑅𝑒𝑙𝑢(𝐴ℎ𝑒𝑎𝑑𝐻𝑙𝛩ℎ𝑒𝑎𝑑
𝑙 ) + 𝐻0)      (6) 

𝐻𝑙+1 = 𝐿𝑁(𝑅𝑒𝑙𝑢(𝐴𝑑𝑒𝑝𝐻𝑙+
1

2𝛩𝑑𝑒𝑝
𝑙 ) + 𝐻0)  (7) 

Where 𝐿𝑁  denotes layer normalization. After 

two layers of message passing, we can obtain the 

final representation. The pooling function is used 

to the hidden state of aspect tokens for obtaining 

the aspect representation 𝒓, by a softmax normali-

zation layer to yield a probability distribution 𝒑𝒄. 

𝒑𝒄 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑝r+b𝑝)                   (8) 

 

Fig 1. The architecture of LD2G model. 
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Where 𝑊𝑝 and b𝑝 are both trainable parameters. 

The loss is calculated by cross entropy:    

 ℓ = − ∑ ∑ 𝑙𝑜𝑔 𝒑𝒄𝑐∈𝑃𝑑∈𝐷                         (9) 

Where D denotes the training dataset, and 𝑃 de-

notes all the polarities in ASC. 

4 Experiment 

4.1 Experimental setup and datasets 

We use Stanford Dependency (SD) conversion of 

the English Penn Treebank (PTB 3.3.0) depend-

ency datasets to train the BERT model and 

dependency parser. For pretraining and aspect sen-

timent analysis, we made the experiments over four 

datasets: Laptop14, Rest14, Rest15 and Rest16. 

Datasets Laptop14 and Rest14 are respectively 

from SemEval 2014 task 4 (Pontiki et al., 2014); 

Dataset Rest15 is from SemEval 2015 task 12 

(Pontiki et al., 2015) and Rest16 is from SemEval 

2016 task 5 (Pontiki et al., 2016), consisting of data 

from two categories: laptop and restaurant. Each of 

the datasets has three categories: positive, negative 

and neutral.  

4.2 Parameters settings 

We used the similar settings in dependency parsing 

and MPNN-based ASC. The common AdamW op-

timizer was used. The learning rate was 2e-5, warm 

                                                           
1 https://github.com/LLLpc123/LDG 

up ratio is 0.1 and dropout rate is 0.1. We set the 

batch size as 16. In dependency parsing task, be-

cause the model converges quickly, we only train 

the model for 3 epochs to reduce the risk of over-

fitting while we train 10 epochs on ASC task. 

4.3  Baselines 

We compare the proposed LD2G1  with the eight 

baselines and state-of-the-art alternatives: 1) 

ASGCN+BERT (Zhang et al., 2019); 2) SK-

GCN+BERT (Zhou et al., 2020); 3) BERT-BASE+ 

MLP (Dai et al., 2021); 4)R-GAT+BERT (Wang et 

al., 2020); 5) ACLT (Zhou et al., 2021); 6) 

DGEDT-BERT (Tang et al., 2020); 7) TGCN-

BERT (Tian et al., 2021a); 8) KVMN-BERT (Tian 

et al., 2021b).  

4.4 Overall Results 

We use the accuracy and macro-averaged F1-score 

as evaluation metrics. The experimental results are 

shown in Table 1. 

In Table 1, we observe that our LD2G model 

outperforms all the baseline methods over almost 

all datasets when we use simple message passing 

layers with residual connection. This shows that the 

utilization of double graph-based dependency en-

hanced structure fusing structure and relation 

features indeed contributes to ASC performance 

improvement. With the exceptions, LD2G has the 

 
Models 

Laptop14 Rest14 Rest15 Rest16 

 Acc F1 Acc F1 Acc F1 Acc F1 

Baselines 

ASGCN-BERT  77.90 73.01 83.78 75.02 80.69 62.02 89.99 74.46 

SK-GCN-BERT  79.00 75.57 83.48 75.19 83.20 66.78 87.19 72.02 

BERT + MLP  78.36 74.16 85.35 78.38 82.16 64.96 89.43 74.20 

R-GAT+BERT  78.53 74.63 85.63 78.82 81.61 65.30 90.96 75.26 

ACLT  79.68 75.83 85.71 78.44 84.44 72.08 92.15 78.64 

DGEDT-BERT  79.80 75.60 86.30 80.00 84.00 71.00 91.90 79.00 

TGCN-BERT 80.25 76.92 85.54 78.86 85.07 72.50 91.83 76.86 

KVMN-BERT  79.78 76.14 85.98 77.94 84.14 68.49 90.52 73.68 

Ablation 

study 

Pretrain BERT+MLP  79.15 75.15 85.63 78.56 85.24 71.29 92.21 78.02 

LD2G with static biaffine 77.36 73.01 84.46 75.79 84.50 68.34 90.09 72.09 

LD2G w/o MTL pretrain 78.53 74.03 84.73 78.22 83.39 70.39 91.40 78.97 

LD2G w/o rel. graph 79.93 75.94 85.53 78.24 84.87 67.91 91.23 75.13 

LD2G w/o arch. graph 79.62 76.12 85.36 78.24 84.50 65.84 92.21 77.67 

 LD2G 80.56 76.61 85.98 79.45 85.79 72.11 92.69 80.48 

Table 1 Performance evaluation of ASC over four datasets. 
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slightly lower ACC and F1 values than DGEDT-

BERT over Rest14, and also has the slightly lower 

F1 values than TGCN-BERT over lap14 and rest15.   

In In addition, the results show that all the base-

lines except for “DGEDT-BERT” have lower ASC  

performance than LD2G. A very likely reason is 

that: 1) BERT-based linguistic pretraining is not 

enough, and 2) their models do not use MTL pre-

training and therefore are difficult to handle and 

reduce the DT’s noisy information.  

4.5 Ablation study 

We consider five ablation baselines including: 1) 

BERT-based pre-train: we replace the MTL pre-

train only with BERT’s MLM pretraining on 

ABSA dataset by a simple BERT+MLP. 2) LD2G 

with static biaffine. We lock the parameters of bi-

affine layer to observe the effect of a learnable 

graph structure. 3) LD2G w/o MTL pretrain. MTL 

pretrain is removed from LD2G to observe the ef-

fect. 4) LD2G w/o rel. graph: Relation graph for all 

the edges in the dependency tree is removed to ob-

serve the effects. And 5) LD2G w/o arch. graph: 

Architecture graph is removed. The results for ab-

lation study are shown in Table 1.  

From Table 1, LD2G with full modules overall 

outperforms the others with incomplete functions 

over all the datasets against metrics accuracy and 

F1 score. First, we observe that LD2G with MTL 

pretrain performs better than BERT+MLP model 

with MLM pretraining. This shows that BERT’s 

MLM pretraining is not enough to reduce the DT’s 

noisy information, but the MTL with BAM and 

MLM can effectively capture the various features 

in dependency parsing and obviously reduce the 

noise. Second, LD2G with static biaffine has the 

obviously lower performance than LD2G because 

the double graph-based MPNN in LD2G can con-

tinuously update and optimize BAM for generating 

the dependency graph with less DT’s noisy infor-

mation. In contrast, LD2G with static biaffine 

cannot dynamically optimize dependency parsing. 

Third, LD2G with MTL pretraining has obviously 

much higher performance than LD2G without 

MTL pretraining, which shows that MTL is crucial 

to effectively capture features and reduce DT’s 

noisy information. Four, LD2G outperforms each 

of models LD2G w/o rel. graph and LD2G w/o 

arch. The combination of both graph structure fea-

ture and relation features indeed contributes to 

performance improvement. This also shows that 

using learnable dependency-based double graph 

MPNN indeed contributes to ASC performance. 

4.6 Graph visualization-based case study 

To illustrate the task-oriented learnable graph opti-

mization of our model, we visualized the adjacency 

matrix in different phases and epochs. Considering 

a sample sentence, i.e., “I was very disappointed 

with this restaurant.” As shown in Figure 2, the 

generated dependency graph structure is continu-

ously optimized with the training of the model. The 

column of word ‘disappointed’ is growing lighter, 

which shows the importance to classification task.  

5 Conclusions and future work 

In this paper, we proposed an LD2G model to fuse 

the syntactical structure and relation features for 

ASC. We use an MTL method for domain adaptive 

pretraining by combining Biaffine Attention and 

MLM model. A dependency enhanced double 

graph-based MPNN is utilized to deeply fuse struc-

ture features and relation features that are affected 

 

Fig 2. The change process of adjacency matrix. The figures from left to right respectively show the original 

output of trained dependency parser, the middle state of training process, and the adjacency matrix when the 

model converges. Light colors indicate that the location has higher weight. 
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with each other for ASC. Experiments results show 

that our model is superior to the state-of-the-art al-

ternatives and the utilization of double graph-based 

dependency enhanced structure indeed contributes 

to ASC performance improvement.  

In the future, we will analyze combinations of 

linguistic features and priori knowledge mining for 

ABSA. 
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