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Abstract

Pre-trained language models (PLMs) such as
BERT and RoBERTa have dramatically im-
proved the performance of various natural lan-
guage processing tasks. Although these models
are trained on large amounts of raw text, they
have no explicit grounding in real-world enti-
ties. Knowledge graphs (KGs) are manually
annotated with factual knowledge and store the
relations between nodes corresponding to en-
tities as labeled edges. This paper proposes
a mechanism called KG-attention, which inte-
grates the structure of a KG into recent PLM
architectures. Unlike the existing PLM+KG
integration methods, KG-attention generalizes
the embeddings of neighboring entities using
the relation embeddings; accordingly, it can
handle relations between unconnected entities
in the KG. Experimental results demonstrated
that our method achieved significant improve-
ments in a relation classification task, an entity
typing task, and several language comprehen-
sion tasks.

1 Introduction

Pre-trained language models (PLMs) have signifi-
cantly improved the performance of various natural
language processing (NLP) tasks (Devlin et al.,
2019; Liu et al., 2019). Although these models are
trained on large amounts of raw text, they have no
explicit grounding in real-world entities. Figure 1
shows a causal reasoning task on which PLM fails.
The performance can be improved by represent-
ing factual knowledge as various relations between
entities, e.g., “engine is part of a car”, in the PLM.

Knowledge graphs (KGs) are manually anno-
tated with factual knowledge and store the relations
between the nodes corresponding to entities as la-
beled edges (e.g., HasA, IsA, and PartOf ) (Miller,
1995; Bollacker et al., 2008; Speer et al., 2016).
Although the various relations recorded in KGs
can potentially improve the performance of PLMs,
KGs are graphs and structurally unsuitable for di-

Figure 1: Example of the outputs of Choice of Plausible
Alternatives (COPA), a well-known causal reasoning
task. “PLM” represents the causal reasoning model us-
ing BERTLARGE and “PLM+KG” represents the model
using BERTLARGE and Knowledge Graph (WordNet).
Solid and dotted lines indicate the relations between en-
tities connected in KG and entities not connected in KG,
respectively. The relation between unconnected entities
were estimated from KG embeddings in our proposed
method.

rect incorporation into PLMs. Some of the more
suitable forms of factual knowledge are pre-trained
KG embeddings (Bordes et al., 2013; Sun et al.,
2019; Nguyen, 2020; Chao et al., 2021). KG em-
beddings embed two entities registered in a KG
such that the corresponding embedding vectors are
at a specific relative position depending on the rela-
tion between the entities. The embedding vectors
corresponding to the entities are called KG entity
embeddings and the specific relative positions are
called relation embeddings. In addition to avoid-
ing the direct use of structural encoding of KGs,
KG embeddings can be generalized; that is, entities
having a specific relation to a query entity can be
estimated even when their relation is not actually
recorded in the KGs (Bordes et al., 2013). For ex-
ample, if there is no PartOf connection between
car and engine in the KG, the embedding of
engine can be estimated from the embedding of
car and the relation embedding of PartOf.

One remaining problem is the incorporation of
KG entity embeddings and relation embeddings
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into PLMs. Recently, several PLM and KG inte-
gration methods have been proposed (Zhang et al.,
2019; Yang et al., 2019; Lin et al., 2019; Wang
et al., 2019; Sun et al., 2020; Wang et al., 2021).
For example, Zhang et al. (2019) concatenated
embedding vectors obtained from PLM word em-
beddings and KG entity embeddings for down-
stream tasks. Wang et al. (2021) jointly trained
a masked language model (MLM) and a KG em-
bedding model to align factual knowledge and lan-
guage representation in the same semantic space.
Although KG entity embeddings have been utilized,
how the informative relation embeddings should be
incorporated into PLMs is not obvious. Actually,
the relation embeddings have been ignored, while
KG entity embeddings have been well utilized.

Herein, we propose Integrating PLMs and KGs
through Attention Mechanisms (ILKA), which han-
dles both the KG entity embeddings and the rela-
tion embeddings through our attention mechanism
(KG-attention). A key feature of KG-attention
is that it fully utilizes the generalization ability
of pre-trained KG embeddings, meaning that KG-
attention can handle relations between entities not
connected in the original KG.

Our contributions are summarized below.

• We propose ILKA with KG-attention that in-
corporates both the KG entity embeddings
and relation embeddings with the embedding
vectors obtained from PLMs in a consistent
manner.

• We experimentally demonstrate that ILKA
achieves improvements in a relation classi-
fication task, an entity typing task, and several
language comprehension tasks.

2 Related Works

Pre-trained language models PLMs such as
ELMo (Peters et al., 2018), BERT (Devlin et al.,
2019), RoBERTa (Liu et al., 2019), and AL-
BERT (Lan et al., 2020) have achieved great suc-
cess in many NLP tasks. As a result, pre-training
language models and fine-tuning them in down-
stream tasks has become a new standard in NLP.
However, PLMs do not explicitly learn the relations
between entities and may not properly identify fac-
tual knowledge (Peters et al., 2019; Wang et al.,
2021).

Knowledge graph embedding KGs such as
WordNet (Miller, 1995) and ConceptNet (Speer

Approximate formula
TransE (Bordes et al., 2013) v(t) ≈ v(h) + v(r)
TransR (Lin et al., 2015) vr(t) ≈ vr(h) + v(r)
RotatE (Sun et al., 2019) v(t) ≈ v(h) ◦ v(r)
PairRE (Chao et al., 2021) v(t) ≈ v(h)◦vH(r)⊘vT (r)

Table 1: List of approximate formulas of KG embed-
ding models. vr(·) is the embedding function specific
to the relation r. ◦ is the Hadamard product. ⊘ de-
notes the element-wise division. vH(r) and vT (r) are
embeddings of the relation r for head and tail entities,
respectively.

et al., 2016) have also become important resources
in many NLP tasks. In general, a KG is a col-
lection of relational facts often represented as a
triplet (h, r, t) ∈ V × R × V (e.g., (car, IsA,
vehicle)), where V is the vocabulary and R is
the set of relations. h is a head entity, r is a relation,
and t is a tail entity.

Several learning methods have been proposed
for embedding KGs into a continuous vector space
while preserving the relational structure (Nickel
et al., 2011; Bordes et al., 2013; Schlichtkrull et al.,
2018; Lin et al., 2015; Sun et al., 2019). In most
KG embedding models, the triplet (h, r, t) is em-
bedded to satisfy the following:

vKG(t) ≈ ϕh(vKG(h),vr(r)), (1)

where vKG : V 7→ RdKG is the embedding func-
tion, and vr(r) ∈ RdKG is the embedding vector
corresponding to the relation r. ϕh denotes the
relationship between the embedding vectors; for
example, ϕh(vKG(h),vr(r)) = vKG(h) + vr(r) in
TransE (Bordes et al., 2013). Table 1 gives the
approximation formulas of typical KG embedding
models.

One benefit of KG embedding is that enti-
ties with a specific relation to the query entity
can be retrieved even when the relation between
the entities is not connected in the KG (Bordes
et al., 2013). For example, in Figure 2, enti-
ties e connecting the “IsA” relation with car can
be estimated by extracting the entities satisfying
vKG(e) ≈ ϕh(vKG(car),vr(IsA)). vKG(e) en-
codes not only words having the “IsA” relation
with car in the KG (i.e., automobile, vehicle),
but also words not having the “IsA” relation with
car but having similar meanings to automobile
and vehicle (i.e., motorcar in Figure 2). In this
paper, the vector ϕh(vKG(w),vr(r)) is called the
KG-neighbor embeddings of entity w and the en-
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Figure 2: Example of car and its neighboring entities
in KG. The words in the solid circles (e.g., automobile,
city) have a relation defined in KG whereas the words in
the dotted circles (e.g., motorcar, road) indicate words
whose relation is not defined in KG.

tities corresponding to the KG-neighbor embed-
dings (i.e., e) are called KG-neighbors. Note
that KG-neighbors may be unconnected to entity
w in the original KG. For some KG embedding
methods such as TransE, we can also consider
KG-neighbor embeddings as ϕt(vKG(w),vr(r)),
where w corresponds to a tail entity. In Figure 2,
the KG-neighbor embeddings in the “PartOf” re-
lation with car (i.e., seats, ignition, engine) are
represented by ϕt(vKG(car),vr(PartOf)), such
as ϕt(vKG(car),vr(PartOf)) = vKG(car) −
vr(PartOf) in TransE. In the following, ϕ refers
to either ϕh or ϕt.

Integrating PLMs and KGs Several recent stud-
ies have integrated KGs with PLM. In some studies,
the KGs and PLM were combined to perform spe-
cific downstream tasks (Yu et al., 2018; Wang and
Jiang, 2019; Yasunaga et al., 2021). Yasunaga et al.
(2021) proposed an end-to-end question answering
(QA) model that leverages PLM and KG by scoring
the relevance of KG nodes conditional on a given
QA context. These downstream task-focused meth-
ods are effective and robust for the given task, but
they do not enhance PLM for general purposes.

In another approach, PLM and KG are integrated
at the model level (Zhang et al., 2019; Peters et al.,

2019; Yang et al., 2019; Lin et al., 2019; Wang
et al., 2019; Sun et al., 2020; Wang et al., 2021).
Zhang et al. (2019) concatenated PLM word em-
beddings and KG entity embeddings and Sun et al.
(2020) trained an MLM by concatenating the en-
tity sequences obtained from a KG and input word
sequences. However, these PLM+KG methods are
limited in that they do not effectively employ rela-
tion embeddings. A relation embedding encodes
the semantic direction of the predefined relations
in KGs and plays an important role in representing
neighboring entities in KG and generalizing rela-
tions between entities not included in the KG. The
existing methods either do not consider relation
embeddings (Zhang et al., 2019) or cannot handle
the relations between entities not connected in the
KG (Sun et al., 2020; Wang et al., 2021).

3 Methodology

3.1 Main idea: KG-attention
When KG embedding is integrated into PLMs, the
performance can be improved by representing fac-
tual knowledge as various relations (e.g., IsA, HasA,
AtLocation). Below, we propose KG-attention that
consistently integrates the embedding of entities
and relations into an attention mechanism. The ben-
efits of KG-attention are twofold: (1) KG-attention
can explicitly assign attention between a query en-
tity and entities in the input sentence that are related
through KG embeddings; (2) KG-attention can han-
dle KG-neighbors even when the relation between
entities is not connected in the KG.

Figure 3 shows an application example of KG-
attention, which explores the attention between an
input sentence and KG-neighbors such as carIsA,
carHasA, and carAtLocation. For example, the atten-
tion between engine and carHasA represents the
knowledge “a car has an engine.” When integrat-
ing a KG embedding with a PLM, how to incor-
porate the relation represented by ϕ into a PLM
comprising a transformer is not always evident.
We solve this difficulty by carefully designing the
query, key, and value of the attention. Given an
input sequence w = [w(1), . . . , w(L)], where w de-
notes a subword and L denotes the length of the
sequence, KG-attention integrates ϕ into attention
mechanism as follows:

Q = {Q(i)}i∈{1,...,L}, (2)

K = V = {K(i,j)}i∈{1,...,L}, j∈{0,...,|R|} (3)

Q(i) = vKG(w
(i))⊕ vPLM(w(i)) (4)
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Figure 3: Example of KG-attention applied to sentence
classification. The input sentence is “Premise + Alter-
native 2” in Figure 1.

K(i,j) =


vKG(w

(i))⊕ vPLM(w(i)) if j = 0

ϕ(vKG(w
(i)),vr(r

(j)))⊕ vPLM(w(i))

if j ∈ {1, . . . , |R|}
(5)

where Q(i) and K(i,j) are dKG +dPLM dimensional
vectors, Q is a set of L vectors, and K(= V) is
a set of L × (|R| + 1) vectors. vKG(·) ∈ RdKG

is the KG entity embedding and vPLM(·) ∈ RdPLM

is the PLM embeddings. dKG and dPLM are the
dimensions of the KG and PLM embeddings, re-
spectively. ⊕ is the concatenation operation, and
r(j) represents the j-th relation.

Why and how does KG-attention treat seman-
tically related tokens defined in KGs? In general,
the attention mechanism seeks key tokens, which
are similar to query tokens. Accordingly, the KG-
attention aims to seek for key tokens that are lo-
cated at the KG-neighbors of the query token. For
example, K(i,j) (for w(i) = car) in Figure 3 is
constructed from KG-neighbor embeddings such
as carIsA, carHasA, and carAtLocation. These KG
embeddings are concatenated with the PLM em-
bedding of car and then used as the keys and values
of the attention. To obtain Q(i) (for w(i) = car),
we can simply compute and concatenate the KG
and PLM embeddings of car. As KG-neighbor em-
beddings are obtained from KG entity embeddings
of w and r(j) by the approximation function ϕ, they
can be regarded as the embeddings of a represen-
tative entity having relation r with an entity w. If
engine and the representative entity of carHasA are
similar, KG-attention can obtain the attention be-
tween them even if engine and car are unconnected

Relation Relation
PLM between entities between entities

Model +KG connected not connected
ERNIE ✓
KnowBERT ✓ ✓
CoLAKE ✓ ✓
KEPLER ✓ ✓
ILKA (ours) ✓ ✓ ✓

Table 2: Comparison of ILKA with existing methods.
“Relation between entities connected” indicates that the
model only handle the relation between entities con-
nected in the KG (e.g., automobile in Figure 2); “Rela-
tion between entities not connected” indicates that the
model handle relations between entities not connected
in KG (e.g., motorcar in Figure 2).

in the original KG. Thus, KG-attention achieves
flexible attention by exploiting generalized KG-
neighbor embeddings.

3.2 ILKA

This section describes our proposed model ILKA
incorporating KG-attention. As shown in Figure 4,
ILKA consists of the following three modules.

(1) PLM and KG Embeddings: The input sen-
tences are fed to the PLM and pre-trained KG em-
bedding model to obtain the PLM word embed-
dings and KG entity embeddings. The KG embed-
ding model additionally obtains the KG relation
embeddings of all relations defined in the KG.

(2) KG-attention: The KG-attention mechanism
integrates the PLM word embeddings, KG entity
embeddings, and KG relation embeddings.

(3) Classifier: Classification is performed by
a transformer encoder-based classifier with self-
attention. KG-attention, which consistently in-
corporates the relational information of the KG
and PLM embeddings, can be regarded as the first
layer of the transformer encoder-based classifica-
tion model.

Table 2 compares the features of our method
with those of four existing PLM+KG methods.
ILKA approximates KG-neighbor embeddings
based on KG relation embeddings and can consider
the attention between the input sentence and KG-
neighbors even if the relation between the entities
is not connected in the KG. Among the compared
methods, only ILKA achieves this functionality.
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Figure 4: Overview of ILKA, which comprises three steps: (1) Obtain the PLM and KG embeddings; (2) Apply
KG-attention to integrate the PLM word embeddings, KG entity embeddings, and KG relation embeddings; (3)
Perform classification using a transformer encoder-based model.

Figure 5: Procedure for obtaining the word embeddings shown in Figure 4 (1). The blue and red shading highlight
the PLM word embeddings and KG entity embeddings, respectively.

3.3 Implementation
PLM word embeddings (shaded blue in Fig-
ure 5): Transformer-based PLMs often require
a tokenization step to solve the out-of-vocabulary
problem. For example, the sentence “The engine
overheated” can be divided into the subword se-
quence “The engine over ##heat ##ed.” PLMs
give the word embeddings of each subword unit.
We use existing PLMs for PLM word embeddings.

KG entity embeddings (shaded red in Figure 5):
Unlike PLMs, KG entities are registered as word or
phrase units. To obtain KG entity embeddings, the
tokenized sentences are preprocessed as follows:

(1) After reverting the subwords to the original
words, the original word is duplicated n times,
where n is the number of subwords (e.g.,
[over, ##heat, ##ed] → [overheated, over-
heated, overheated]).

(2) The conjugated words are returned to their
original form (e.g., broke → break, over-
heated → overheat). Uppercase letters are
made lowercase (e.g., The → the).

In typical KGs, words with multiple meanings
are registered as different entities. ILKA morpho-
logically analyzes the input sentence to find the
part-of-speech (POS), and then selects an entity
with the same POS among the registered entities1.
Among various registered entities, this process al-
lows the selection of words with similar usage to
those in the input sentences. If no embedding vec-
tor is obtained from the KG embedding model, then
a zero vector is used. A zero vector is also allocated
to special tokens such as [CLS], [SEP], and [PAD].

KG-attention Here we describe three implemen-
tations of KG-attention on TransE as an example.

1) ILKA-head: TransE embeds the head and
tail entities as vKG(t) ≈ vKG(h)+vr(r). Our KG-
attention is designed to integrate the head → tail
relation with the PLM embeddings as follows:

K
(i,j)
head = (vKG(w

(i)) + vr(r
(j)))⊕ vPLM(w(i)).

(6)
1If multiple entities have the same POS as the input word,

the first entity is used. In contrast, if no entity has the same
POS as the input word, an entity with a different POS is used.
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2) ILKA-tail: A similar integration of the tail
→ head relation with the PLM embeddings is given
as

K
(i,j)
tail =(vKG(w

(i))− vr(r
(j)))⊕ vPLM(w(i)).

(7)

3) ILKA-both: The two relations above can
be combined by concatenating the head and tail
vectors from vKG(w

(i)):

K
(i,j)
both =

{
K

(i,j)
head if j ∈ {1, . . . , |R|}

K
(i,j−|R|)
tail if j ∈ {|R|+ 1, . . . , 2|R|}.

(8)

Note that K(i,0) = vKG(w
(i)) ⊕ vPLM(w(i))

for all implementations and Khead,Ktail ∈
RL(|R|+1)×(dKG+dPLM), while Kboth ∈
RL(2|R|+1)×(dKG+dPLM).

Transformer encoder-based classifier For the
classifier, we employed the transformer encoder
model proposed by Vaswani et al. (2017), which
comprises a stack of N = 6 identical layers.
Each layer has two sub-layers: a multi-head self-
attention mechanism and a position-wise fully con-
nected feed-forward network.

4 Experiments

4.1 Benchmark Methods
The ILKA model was competed against two
PLM-only methods: BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019)), and four PLM+KG
methods: ERNIE (Zhang et al., 2019), Know-
BERT (Peters et al., 2019), CoLAKE (Sun et al.,
2020) and KEPLER (Wang et al., 2021).

4.2 Experimental Settings
The KG-attention was implemented in Py-
Torch (Paszke et al., 2019). As the KG embedding
model, we employed the TransE model trained on
WordNet and Wikipedia. The KG was based on
WordNet (WN18 (Bordes et al., 2014) containing
18 relations) or Wikipedia (DBpedia50k (Shi and
Weninger, 2018) containing 351 relations). De-
tails can be found in Appendix A. We implemented
TransE using PyKEEN (Ali et al., 2021) and trained
it for 1,000 epochs. Following Bordes et al. (2013),
the dimension of the KG embeddings was set to
dKG = 50 (see Appendix B for details). The PLM
was implemented in two settings: BERTBASE for
comparison with the BERT-based models ERNIE

and KnowBERT and RoBERTaBASE for compar-
ison with the RoBERTa-based models CoLAKE
and KEPLER. The PLM implementations were
obtained from HuggingFace Transformers (Wolf
et al., 2020). For the classifier, we employed a
transformer encoder with six self-attention layers.
The batch sizes were set to 32 and 4 for the models
with WN18 and DBPedia50k, respectively, and
the maximum sequence length of the token was
128. All experiments were conducted on a 24GB
NVIDIA® TITAN RTX™ GPU.

4.3 Tasks

ILKA was evaluated on three tasks: relation clas-
sification, entity typing, and language comprehen-
sion.

Relation Classification Relation classification
determines the type of relation between two entities
in a text. We employed TACRED as the relation
classification task2. TACRED contains more than
106k sentences with typed subject and object spans
and relation labels across 41 relations along with a
no-relation label. The hyperparameters and other
experimental settings were set following KEPLER.

Entity Typing Entity typing is the task of classi-
fying a given entity into a pre-defined type. This
task was evaluated using OpenEntity (Choi et al.,
2018)3. Comparisons with ERNIE, KnowBERT,
CoLAKE, and KEPLER were performed on nine
general entity types under the same experimental
settings.

Language Comprehension We adopted the
General Language Understanding Evaluation
(GLUE) (Wang et al., 2018) and Choice of Plausi-
ble Alternatives (COPA) (Roemmele et al., 2011)
as language comprehension tasks. GLUE is a col-
lection of diverse natural language comprehension
tasks used in various PLM papers (Devlin et al.,
2019; Liu et al., 2019). Existing PLM+KG meth-
ods have evaluated the GLUE task to determine
whether their methods degenerate the performance
on common NLP tasks (Zhang et al., 2019; Wang
et al., 2021) (see Appendix C for details). We used
the implementation and evaluation script imple-
mented by the HuggingFace Transformers library

2TACRED is available from LDC. https://catalog.
ldc.upenn.edu/LDC2018T24

3OpenEntity data can be obtained from ERNIE’s githab
page. https://github.com/thunlp/ERNIE

https://catalog.ldc.upenn.edu/LDC2018T24
https://catalog.ldc.upenn.edu/LDC2018T24
https://github.com/thunlp/ERNIE
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Base-model Model P R F1

BERT

BERT 67.2 64.8 66.0
ERNIE 70.0 66.1 68.0
KnowBERT 73.5 64.1 68.5
ILKA-head 72.6 68.9 70.7

RoBERTa
RoBERTa 70.8 69.6 70.2
KEPLER 71.5 72.5 72.0
ILKA-head 73.9 71.9 72.9

Table 3: Micro precision, recall and F1 scores on TA-
CRED (%). The KnowBERT results shown in Table 3
were reevaluated in Wang et al. (2021).

for GLUE 4. To investigate whether our method
is effective for complex language comprehension
tasks using COPA, a causal inference task that re-
quires world knowledge. In COPA, the models
were given a premise and two alternatives and were
required to choose the alternative with a higher
causal relation to the premise. Figure 1 is an exam-
ple of COPA.

In the GLUE and COPA tasks, we selected the
best fine-tuning learning rate (among 5e-5, 4e-5,
3e-5, and 2e-5) on the Dev set for the BERT setting
according to the BERT experiments and (among
3e-5, 2e-5, and 1e-5) for the RoBERTa setting ac-
cording to the RoBERTa experiments. Our classifi-
cation was essentially that of BERT’s framework of
“[CLS] sentenceA [SEP] sentenceB [SEP],” where
[CLS] is a special token for classification purposes.

4.4 Results

Relation Classification Table 3 shows the result
of TACRED. As in Wang et al. (2021), we show
the KnowBERT result without entity type inputs
for a fair evaluation. ILKA-head represents our
model with WN18. ILKA-head achieved higher F1
scores than the existing studies using PLM and KG
(BERT-based and RoBERTa-based models). The
results suggest that the relation classification was
accurately solved by both the KG embedding of
the input sentence and the generalized embedding
of neighboring entities.

Entity Typing Table 4 shows the experimen-
tal results of OpenEntity. ILKA-head based on
RoBERTa achieved higher F1 scores than the ex-
isting models using PLM and KG. In the BERT-
base model, ERNIE and ILKA-head obtained the
highest F1 and Recall scores, respectively. In the
RoBERTa-base model, ILKA-head had the high-

4https://github.com/huggingface/
transformers/blob/master/examples/
pytorch/text-classification/run_glue.py

Base-model Model P R F1

BERT

BERT 76.4 71.0 73.6
ERNIE 78.4 72.9 75.6
KnowBERT 77.9 71.2 74.4
ILKA-head 75.5 74.4 75.0

RoBERTa

RoBERTa 75.1 73.4 74.3
CoLAKE 77.0 75.7 76.4
KEPLER 77.8 74.6 76.2
ILKA-head 75.3 78.1 76.7

Table 4: Micro precision, recall and F1 scores on Ope-
nEntity (%). The results of BERT and RoBERTa were
reported by Wang et al. (2021). Other benchmark results
were taken from the respective papers.

est F1 score. As our method obtained the highest
Recall in both BERT-base and RoBERTa-base, we
inferred that using the KG-neighbors provides a
consistently high coverage of various relations.

Language Comprehension The experimen-
tal results of GLUE are shown in Table 5.
ILKA-headBERT outperformed BERT-original and
ERNIE in the following tasks: MNLI-mm,
QQP, CoLA, STS-B, MRPC, and RTE. More-
over, ILKA-headRoBERTa outperformed RoBERTa-
original, CoLAKE, and KEPLER in the following
tasks: MNLI-m/mm, CoLA, and MRPC. On aver-
age, our model with a RoBERTa performed compa-
rably to the RoBERTa-original model. The result
suggests that integrating PLM and KG exerts no
significant negative impact.

Table 6 presents the COPA results. ILKA out-
performed the original BERT and RoBERTa in all
settings. Causal reasoning is one of the tasks requir-
ing world knowledge. ILKA worked effectively
even for the large-scale PLM, suggesting that KG-
attention provides an inference ability that cannot
be matched by word co-occurrence alone.

5 Analysis

5.1 Ablation Study
Model Variants Table 7 presents the results of an
ablation study for ILKARoBERTa on the TACRED
and OpenEntity tasks. In the “ILKAw/o-KGneighbors”
model, only the KG entity embeddings are pro-
vided in the input sentence (the KG-neighbor em-
beddings are omitted). This model is similar to
ERNIE but has a slightly different network struc-
ture. “ILKA-head”, “ILKA-tail”, and “ILKA-both”
represent different implementations of ILKA as de-
scribed in subsection 3.3.

ILKA-head and ILKA-tail obtained higher F1
scores “ILKAw/o-KGneighbors”, suggesting that when

https://github.com/huggingface/transformers/blob/master/examples/pytorch/text-classification/run_glue.py
https://github.com/huggingface/transformers/blob/master/examples/pytorch/text-classification/run_glue.py
https://github.com/huggingface/transformers/blob/master/examples/pytorch/text-classification/run_glue.py
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Base- MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE
model Model 392k 363k 108k 67k 8.5k 5.7k 3.5k 2.5k

BERT
BERT (Devlin et al., 2019) 84.6/83.6 71.2 90.5 93.5 52.1 85.8 88.9 66.4
ERNIE (Zhang et al., 2019) 84.0/83.2 71.2 91.3 93.5 52.3 83.2 88.2 68.8
ILKA-headBERT (OURS) 83.8/84.4 87.7 90.7 92.2 62.6 89.3 91.1 69.0

RoBERTa

RoBERTa (Liu et al., 2019) 87.5/87.3 91.9 92.8 94.8 63.6 91.2 90.2 78.7
CoLAKE (Sun et al., 2020) 87.4/87.2 92.0 92.4 94.6 63.4 90.8 90.9 77.9
KEPLER (Wang et al., 2021) 87.2/86.5 91.7 92.4 94.5 63.6 91.2 89.3 85.2
ILKA-headRoBERTa (OURS) 87.7/87.6 88.1 92.6 94.5 64.4 91.1 92.0 75.8

Table 5: Test results of GLUE. The number below each task denotes the number of training examples. The results of
the benchmark methods were taken from the respective references. KEPLER represents the result of KEPLER-wiki,
the most accurate model for GLUE in (Wang et al., 2021). The F1 scores are reported for QQP and MRPC,
Spearman correlations are reported for STS-B, and the accuracy scores are reported for the other tasks.

Model Accuracy

BERTBASE
BERTBASE 68.8 ± 1.3
ILKA-headBERTBASE 69.9 ± 1.1

BERTLARGE
BERTLARGE 76.5 ± 2.7
ILKA-headBERTLARGE 77.7 ± 1.2

RoBERTaBASE
RoBERTaBASE 73.7 ± 1.3
ILKA-headRoBERTaBASE 74.9 ± 2.1

RoBERTaLARGE
RoBERTaLARGE 87.7 ± 0.9
ILKA-headRoBERTaLARGE 88.6 ± 1.6

Table 6: Test results on COPA. The results
of BERTLARGE and RoBERTaLARGE were reported
by Kavumba et al. (2019).

TACRED OpenEntity
Model P R F1 P R F1
ILKAw/o-KGneighbors 73.7 70.8 72.2 77.8 71.0 74.3
ILKA-head 73.9 71.9 72.9 75.3 78.1 76.7
ILKA-tail 75.4 72.9 74.1 76.4 79.9 78.1
ILKA-both 76.4 70.7 73.5 74.0 73.2 73.6

Table 7: Results of the ablation study on TACRED and
OpenEntity using the proposed ILKARoBERTa.

both the KG-neighbor and KG entity embeddings
are employed, the model becomes more effective.
ILKA-both, which simply concatenates the KG-
neighbor embeddings of the head and tail entities,
was less accurate than ILKA-head and ILKA-tail.

Knowledge Graph Variants Table 8 shows
the experimental results for different KGs.
ILKA-headWordNet outperformed ILKA-headWiki,
possibly because the large number of relations in
ILKA-headWiki leads to a sparser embedding space.
Nevertheless, ILKA-headWiki is still comparable to
benchmark methods shown in Table 3 and Table 4.

5.2 Training Runtime Comparison
Most of the existing PLM+KG methods jointly
learn contextualized representations of both lan-
guage and KG with the MLM objective. In general,
learning a model from scratch by this method is ex-

TACRED OpenEntity
Model P R F1 P R F1
ILKA-headWordNet 73.9 71.9 72.9 75.3 78.1 76.7
ILKA-headWiki 74.5 69.5 71.9 75.1 77.8 76.4

Table 8: Results of the Knowledge Graph Variants
on TACRED and OpenEntity using the proposed
ILKARoBERTa.

cessively time-consuming. For example, CoLAKE
training on 8 32G NVIDIA V100 GPUs required 38
hours (Sun et al., 2020). Our method reduced the
training time because it requires only fine-tuning.
Specifically, the training runtimes of ILKARoBERTa
with fine-tuning in three epochs on CoLA, STS-B,
MRPC, and RTE were approximately 10 mins (see
Appendix D for details). Despite its short learning
time, our method was more accurate than the exist-
ing PLM+KG methods.

Our method needs more training time than pure
PLMs because it requires POS tagging first and
then entity lookup. In our experimental environ-
ment (24GB NVIDIA® TITAN RTX™ GPU),
RoBERTa’s fine-tuning runtime is 3.9 and 2.8 min
for CoLA and STS-B, respectively. In contrast,
ILKA-head takes about 11.5 and 7.8 min for CoLA
and STS-B, respectively (details in Appendix D),
so it takes about three times longer for fine-tuning.
For inference, we observed the same tendency. We
believe that the increase in learning time does not
pose a significant practical problem.

5.3 Discussion

Our proposed method improves the F1 scores for
the relation classification task (TACRED) and the
entity typing task (OpenEntity), as shown in Tables
3 and 4. However, it is also true that the improve-
ment is insignificant. An analysis of the number
of KG entities in a sentence shows that only a few
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entities appear in an input sentence. Specifically,
the average number of entities in a sentence is 6.5
subwords (5% for a maximum token length of 128),
and the rest are empty. This could have hampered
learning efficiency.

6 Conclusion

We proposed the KG-attention mechanism and de-
veloped the ILKA model to integrate KGs into
PLMs in a consistent manner. Unlike the exist-
ing PLM+KG integration methods, KG-attention
generalizes the embeddings of neighboring entities
using the relation embeddings, and selects a pro-
portion of these embeddings through the attention
mechanism. Accordingly, it can handle relations
between unconnected entities in the KG. In the re-
lation classification and entity typing experiments,
ILKA yielded higher Recall and F1 scores than con-
ventional PLM+KG methods. In the GLUE task,
factual knowledge produced no negative effect on
language comprehension by ILKA. In addition, the
higher scores for COPA than for the PLM alone
suggest that our method adequately processes com-
plex language comprehension tasks.

Our proposed method has one limitation: when
the number of relations is large, the dimension
of the attention enlarges accordingly. To avoid
this size explosion, we could employ the weighted
sums of relation embeddings as keys and queries
instead of arranging all relation embeddings in the
direction of attention.

Ethical Concerns

This study used the existing datasets WN18 (Bor-
des et al., 2013), DBpedia50k (Shi and Weninger,
2018), TACRED (Zhang et al., 2017), OpenEn-
tity (Choi et al., 2018), GLUE (Wang et al., 2018),
and COPA (Roemmele et al., 2011), which are not
expected to present any ethical concerns.
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A Details of WN18 and DBpedia50k

Table 9 present the scale of WN18 and DBPe-
dia50k and Table 10 presents the types of relations
in WN18.

WN18 DBPedia50k

#(ENTITIES) 40,943 49,900
#(RELATIONS) 18 351
#(Triples in Train) 141,442 32,388
#(Triples in Valid) 5,000 399
#(Triples in Test) 5,000 10,969

Table 9: Scales of WN18 and DBPedia50k.

_hyponym,_hypernym,_part_of,
_derivationally_related_form,
_has_part,_similar_to,_also_see
_member_meronym,_member_holonym,
_member_of_domain_topic,
_synset_domain_topic_of,
_instance_hyponym,_instance_hypernym,
_member_of_domain_region,_verb_group,
_synset_domain_region_of,
_member_of_domain_usage,
_synset_domain_usage_of

Table 10: Types of relations in WN18.

B Training TransE using PyKEEN

PyKEEN is a Python package designed for training
and evaluating KG embedding models. It simply
describes the training of the knowledge embedding
model in the form of a pipeline. Figure 6 shows the
code for training the knowledge embedding model.
A KG embedding model can be trained by speci-
fying the training conditions in PyKEEN (e.g., the
model, dataset name, and number of dimensions).

C GLUE task

The GLUE is the common language comprehen-
sion task in NLP. It consists of nine tasks: two
single-sentence tasks (SST-2, CoLA), three sen-
tence similarity tasks (MRPC, STS-B, QQP), and
four natural language inference (NLI) tasks (MNLI,
QNLI, RTE, WNLI). Following Zhang et al. (2019),
we evaluated ILKA for eight tasks excluding WNLI.
WNLI was excluded from the evaluation data be-
cause none of the benchmark methods were evalu-
ated against it. The reasons are described in (Devlin
et al., 2019).

Code 1 Training TransE in PyKEEN
1: modeldir = "dirname"
2: model = pipeline(
3: model=’TranE’,
4: dataset=’wn18’,
5: model_kwargs=dict(
6: embedding_dim=50,
7: ),
8: training_kwargs=dict(
9: num_epochs=1000,

10: batch_size=128,
11: checkpoint_name=’checkpoint.pt’,
12: checkpoint_frequency=50,
13: checkpoint_directory=dirname,
14: ),
15: )

Figure 6: Code for training the knowledge embedding
model in PyKEEN. This model uses WN18 with TransE.

D Training Runtime

Figure 7 shows the training runtimes of
ILKARoBERTa over three epochs of fine tun-
ing in the CoLA, STS-B, MRPS, and RTE
of the GLUE task. Plotted are the averages of
five training runs under each condition. The
fine-tuning time of ILKARoBERTa on these tasks
was approximately 10 minutes.

Figure 7: Training runtime for fine-tuning (epochs = 3).


