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Abstract

Several studies in the literature on the inter-
pretation of Neural Language Models (NLM)
focus on the linguistic generalization abilities
of pre-trained models. However, little attention
is paid to how the linguistic knowledge of the
models changes during the fine-tuning steps.
In this paper, we contribute to this line of re-
search by showing to what extent a wide range
of linguistic phenomena are forgotten across 50
epochs of fine-tuning, and how the preserved
linguistic knowledge is correlated with the res-
olution of the fine-tuning task. To this end, we
considered a quite understudied task where lin-
guistic information plays the main role, i.e. the
prediction of the evolution of written language
competence of native language learners. In ad-
dition, we investigate whether it is possible to
predict the fine-tuned NLM accuracy across
the 50 epochs solely relying on the assessed
linguistic competence. Our results are encour-
aging and show a high relationship between the
model’s linguistic competence and its ability to
solve a linguistically-based downstream task.

1 Introduction

In the last few years, interest in assessing the lin-
guistic generalization abilities of Neural Language
Models (NLMs) has given rise to numerous studies
aimed at investigating how the models are able to
encode different types of linguistic phenomena. To
this end, the most widespread methodology is the
probing classification approach (Conneau et al.,
2018; Warstadt et al., 2019; Hewitt and Liang,
2019), which showed that NLMs are able to en-
code a variety of language properties (Rogers et al.,
2020). Even if most of the work is focused on
the linguistic competence of pre-trained models,
a complementary line of research is devoted to
understanding whether and to what extent the exist-
ing competence is modified by fine-tuning the pre-
trained model on a supervised downstream dataset
(Merchant et al., 2020).

In this paper, we continue this line of research
and carry out a study aimed at adopting a prob-
ing task approach to investigate how the linguistic
competence of one of the most prominent NLM
model, BERT (Devlin et al., 2019), is altered after
a fine-tuning stage with the main focus on which
specific phenomena are preserved or forgotten and
which fine-tuning epochs are mainly involved. As a
testbed, we chose a downstream task where linguis-
tic information plays the main role. It consists in
predicting the evolution of written language com-
petence relying on the linguistic style of chrono-
logically ordered productions written by language
learners (Richter et al., 2015; Miaschi et al., 2021a).
To the best of our knowledge, it has been never con-
sidered in the NLM interpretability literature, and
differently from previous studies, the task was car-
ried out at sentence rather than at document level.
The present study addresses two further related
issues: the first one concerns the debated relation-
ship between the linguistic competence of an NLM
and its ability to resolve a task (Ravichander et al.,
2021). Secondly, we aim to investigate whether it
is possible to predict the accuracy of a fine-tuned
model across multiple training epochs solely rely-
ing on the linguistic probing task results reflecting
BERT’s linguistic competence.

Contributions. In this paper, we i) compared the
ability of BERT’s and a Support Vector Machine
classifier, which uses a set of explicit linguistic
features, in the prediction of the chronological or-
der of two sentences written by the same student
across two school years, ii) showed the impact of
the fine-tuning stage on BERT’s linguistic compe-
tences, focusing in particular on how they change
across 50 epochs of fine-tuning, iii) assessed which
types of linguistic competence are mainly related
to BERT’s ability to solve the downstream task,
iv) predicted the fine-tuned BERT’s performance
across 50 epochs relying on the linguistic compe-
tence of the model.
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2 Related work

Several methods have been proposed in the liter-
ature to obtain meaningful explanations of how
NLMs are able to capture syntax- and semantic-
sensitive phenomena (Belinkov et al., 2017), also
taking inspiration from human language experi-
ments (Ettinger, 2020). Despite highly debated
(Belinkov, 2021), one of the mostly explored meth-
ods is the definition of probing tasks which a model
can solve only if it has encoded a precise linguistic
phenomenon within its representations.

Particularly relevant to our study are the multi-
ple papers focused on the impact of the fine-tuning
stage on how and the extent to which the linguis-
tic knowledge encoded in the pre-trained model
is modified, such as Mosbach et al. (2020); Mer-
chant et al. (2020); Durrani et al. (2021); Sarti
et al. (2021); Miaschi et al. (2020); Yu and Ettinger
(2021) to mention the most recent ones. Even with
some main differences concerning the NLMs, and
the fine-tuning and probing tasks considered, they
agree that the main changes are typically larger for
the output layers of a fine-tuned model than for
the first ones. However, a shared consensus about
whether the linguistic information are preserved, re-
inforced or forgotten is still missing. For example,
Mosbach et al. (2020); Merchant et al. (2020); Sarti
et al. (2021) report both a general not catastrophic
forgetting and in some cases a substantial improve-
ment of the linguistic competence directly involved
in the resolution of the downstream task. On the
contrary, Yu and Ettinger (2021) found that fine-
tuning on phrase meaning composition sets does
not exhibit noteworthy benefits, and Miaschi et al.
(2020) show that BERT tends to lose its precision
in encoding a wide set of linguistic features after
the fine-tuning process. However, to the best of our
knowledge, none of the prior works provide a com-
prehensive analysis of the impact of the fine-tuning
stage across the training epochs.

An orthogonal debated issue we are going to ad-
dress in this study regards the question raised by
Ravichander et al. (2021) and concerning the ex-
tent information encoded in NLMs is indicative of
information needed to perform downstream tasks.
Differently from the authors who demonstrated that
NLMs are able to encode linguistic properties even
if they are not needed for a given downstream task,
our results show that there is a strong correlation
between the ability to encode a linguistic property
and the accuracy to solve the task. An additional

novelty of this study is the language we focus on,
i.e. Italian. While the vast majority of these studies
are focused on English, relatively little work has
been done to interpret non-English models. Ex-
ceptions are represented by de Vries et al. (2020)
focused on Dutch and by Miaschi et al. (2021b);
Guarasci et al. (2022) dealing with Italian.

3 Our Approach

Our study includes multiple experiments. Firstly,
we test BERT’s ability to solve the downstream
task, by comparing the performance of the fine-
tuned model against a Support Vector Machine
classifier which uses a set of explicit features re-
sulted particularly relevant in the resolution of the
task, as shown by Richter et al. (2015); Miaschi
et al. (2021a). Then, we use a suite of probing
tasks to test the linguistic abilities of pre-trained
and fine-tuned BERT, with a specific focus on how
they change across multiple training epochs of
fine-tuning and on which linguistic properties are
mostly correlated with the resolution of the down-
stream task. As linguistic probing tasks, we use the
same set of linguistic features used by the SVM.
The last experiment is devoted to assess whether it
is possible to predict the fine-tuning performance
using the accuracy of the linguistic probing tasks.

3.1 Data

We used two datasets: (i) the Universal Depen-
dency Italian Treebank (IUDT) for probing the lin-
guistic knowledge learned before and after a fine-
tuning process; (ii) a collection of chronologically
ordered essays contained in the CItA corpus, which
we used to solve the predicting evolution task and
for fine-tuning.

IUDT dataset. It includes all 5 sections of the
Italian treebank built in the framework of the UD
project (de Marneffe et al., 2021), version 2.5, for
a total of 33,017 sentences.

CItA (Corpus Italiano di Apprendenti L1).
The corpus is the first longitudinal collection of
productions written by first language (L1) learners
existing for the Italian language (Barbagli et al.,
2016). It includes 1,352 essays written by a total
of 156 students, aged 11-12, followed from the
first to the second year of four different Italian
lower secondary schools. Note that this tempo-
ral span is considered quite crucial for Italian L1
learners, since a number of relevant transforma-
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Linguistic Feature Label
Raw Text Properties (RawText)

Sentence Length sent_length
Word Length char_per_tok

Vocabulary Richness (Vocabulary)
Type/Token Ratio for words and lemmas ttr_form, ttr_lemma

Morphosyntactic information (POS)
Distribution of language–specific POS xpos_dist_*
Lexical density lexical_density

Inflectional morphology (VerbInflection)
Inflectional morphology of lexical verbs and auxiliaries verbs_*, aux_*

Verbal Predicate Structure (VerbPredicate)
Distribution of verbal heads and verbal roots verbal_head_dist, verbal_root_perc
Verb arity and distribution of verbs by arity avg_verb_edges, verbal_arity_*

Global and Local Parsed Tree Structures (TreeStructure)
Depth of the whole syntactic tree avg_max_depth
Average length of dependency links and of the longest link avg_links_len, max_links_len
Average length of prepositional chains and distribution by depth avg_prep_chain_len, prep_dist_*
Clause length avg_token_per_clause

Order of elements (Order)
Relative order of subject and object subj_pre, subj_post, obj_post, obj_pre

Syntactic Relations (SyntacticDep)
Distribution of dependency relations dep_dist_*

Use of Subordination (Subord)
Distribution of subordinate clauses subordinate_prop_dist
Average length of subordination chains and distribution by depth avg_subord_chain_len, subordinate_dist_*
Relative order of subordinate clauses subordinate_post

Table 1: Linguistic features used in the experiments.

tions in writing competence occurs during these
two years, as shown by studies in experimental
pedagogy (Barbagli et al., 2015). Accordingly, the
corpus has been also successfully exploited to de-
velop NLP-based approaches for tracking the evo-
lution of written language competence (Miaschi
et al., 2021a).

3.2 Linguistic Probing Tasks

To evaluate the linguistic competence encoded by
BERT, we adopted the linguistic probing paradigm
defined by Conneau et al. (2018) and followed the
approach devised by Miaschi et al. (2020) who de-
fined a suite of 68 probing tasks each correspond-
ing to a distinct linguistic property of a sentence
extracted from the IUDT sentences using Profiling-
UD (Brunato et al., 2020), a tool able to acquire a
wide set of linguistic features from linguistically
annotated corpora according to the UD formalism.
Each task consists in predicting the value that spe-
cific property has in IUDT using the representa-
tions learned by the NLM during the pre-training
and fine-tuning processes. The set is reported in
Table 1 and covers 9 main aspects of the structure
of a sentence. They range from quite simple as-
pects concerning raw text properties (sentence and
word length), vocabulary richness, the distribution
of language-specific Parts-Of-Speech and of verbal
inflectional properties (i.e. mood, tense, person).1

More challenging probing tasks concern the ability
to encode global structures of the sentence, such
as the depth of the whole syntactic tree, and lo-

1For the list of Parts-Of-Speech refer to
http://www.italianlp.it/docs/ISST-TANL-POStagset.pdf

cal features. We also paid a specific attention to
testing the models knowledge of specific sub-trees,
including a group of features modelling the verbal
predicate structure, the order of subjects and ob-
jects with respect to their verbal head, and the use
of subordination.

3.3 Models

Neural Language Model. We considered a
BERT-base cased model trained on the Italian
Wikipedia and texts from the OPUS corpus (Tiede-
mann and Nygaard, 2004).2 Sentence-level rep-
resentations are obtained using for each of the 12
layers the activation of the first input token ([CLS]).

Support Vector Machines Model. The SVM
classifier is based on a linear kernel using the lin-
guistic features described in Table 1. For each pair
of sentences (si, sj), the feature vectors Vsi , Vsj

were combined in the final feature vector Vsi,sj =
Vsi − Vsj , and normalized in the range [0,1].

Probing Model. We used a linear Support Vec-
tor Regression tested on 10,000 randomly selected
IUDT sentences and trained on remaining ones. It
takes as input layer-wise sentence-level representa-
tions extracted from the pre-trained and fine-tuned
BERT model. As evaluation metric, we used the
Spearman correlation coefficient (ρ score) between
the values of the linguistic properties predicted by
BERT and their gold values in IUDT sentences.

2https://huggingface.co/dbmdz/bert-base-italian-cased
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4 Predicting the Evolution of Written
Language Competence

Our first experiment is aimed at assessing BERT’s
ability to predict the evolution of written language
competence of L1 learners. Following Richter et al.
(2015) and Miaschi et al. (2021a), we modelled the
task as a binary classification one. We started from
the assumption that, given a set of chronologically
ordered essays written by the same student, a doc-
ument dj should have a higher quality level with
respect to the ones written previously (di). How-
ever, differently from previous studies, our analysis
was carried out at the sentence level. Thus, given
two sentences si and sj , belonging to document di
and dj respectively, the task consists in predicting
whether t(sj) > t(si), where t(si) identifies the
time in which the sentence si was written.

To this end, we built a dataset composed of all
possible pairs (si, sj) of sentences contained in the
CItA corpus and written by the same student in the
two school years. We considered only the sentences
contained in the first essay written during the first
year and the penultimate of the second year of four
different schools, for a total of 3,562 sentences and
33,566 pairs. This is motivated by the fact that
this represents the widest temporal span. For each
pair, we assigned two labels: 1 if t(sj) > t(si) and
0 otherwise. To balance the dataset, we included
only one of the two labels, i.e. 50% of the pairs
with label 0 (randomly selected) and the remaining
of the pairs with label 1.

CItA statistics. As a preliminary analysis, we in-
vestigated which linguistic phenomena are mostly
involved in the writing transformations across the
two years. Thus, we compared the distribution of
the linguistic features automatically extracted from
the set of paired sentences and described in Table
1. Table 2 shows the top 15 features ordered by de-
creasing number of times their value is higher in the
first-year sentences.3 The main differences concern
the behaviour of verbs, both in terms of distribu-
tion of auxiliaries (dep_dist_aux) possibly used in
compound tenses, and of characteristics specific
to the verbal inflectional morphology, e.g. indica-
tive mood (aux_mood_dist_Ind), and participial
forms (verbs_form_dist_Part). The different use
of connecting elements characterising the internal
structure of a sentence, such as coordinating con-

3All variations across the two years are statistically signifi-
cant according to the Wilcoxon Rank Sum Test.

Ranking Feature Difference
1 dep_dist_aux 10081
2 xpos_dist_VA 9365
3 aux_mood_dist_Ind 9046
4 verbs_form_dist_Part 8452
5 aux_form_dist_Fin 8206
6 dep_dist_conj 7642
7 aux_tense_dist_Pres 7619
8 verbs_num_pers_dist_Sing+3 -7307
9 dep_dist_cc 6493

10 xpos_dist_CC 6440
11 dep_dist_punct -6411
12 verbs_form_dist_Fin -5330
13 xpos_dist_E -4707
14 verbs_tense_dist_Pres -4688
15 xpos_dist_SP -4525

Table 2: Ranking of first 15 features by decreasing
number of times the feature value is higher in the first-
year than in the second-year sentence.

junctions (xpos_dist_CC, dep_dist_cc) and punc-
tuation (dep_dist_punct), represents an additional
aspect of variation.

4.1 Results

The SVM and BERT classification systems were
evaluated with a 4-fold cross-validation in which
every fold uses as a test set the sentences of the
school not included in the corresponding training
set. The accuracy for each fold refers to the per-
centage of sentences correctly classified and the
final accuracy is the average score.

Figure 1 reports the task performances achieved
by BERT for each of the 50 fine-tuning epochs. As
we can see, the highest accuracy is 0.78 and it is
achieved at the 11th epoch. It is worth noting that
lower accuracy, ranging from 0.73 to 0.76, was ob-
tained at epochs 2, 3 and 4 which were suggested as
optimal hyperparameters in many tasks by Devlin
et al. (2019).

Note that BERT outperforms the results achieved
by the SVM classifier, which is able to solve the
task with an accuracy of 0.70. The relatively small
difference in terms of accuracy between a deep
NLM and a simple linear classifier, which does not
exploit words of the sentence as features but only
linguistic properties, seems to confirm our intuition
regarding the linguistic nature of the chosen task.
A more in-depth analysis focused on the contribu-
tion of specific linguistic features used by the SVM
classifier highlights that the most predicting ones
are represented by the use of verbs, in particular
of the auxiliary verbs, and of punctuation and con-
junctions. This is in line with the statistics reported
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Figure 1: BERT accuracy on the downstream task across 50 fine-tuning epochs (BERT) and on average (Mean).

in Table 2, where we showed that a change in the
distribution of these linguistic features is among
the most relevant writing transformations occurring
across the two school years.

5 How Does Linguistic Competence
Change Across the Fine-tuning Epochs?

BERT linguistic competence was tested by adopt-
ing a supervised probing classifier approach, which
accounts for 68 probing tasks. As detailed in Sec-
tion 3.3, we trained a LinearSVR probing model
which uses the sentence-level representations ex-
tracted from the pre-trained and fine-tuned model.
Since many of our probing features are strongly
related to sentence length, we compared the results
with the ones obtained using a baseline computed
by using a probing model trained using only sen-
tence length as an input feature.

Pre-training linguistic competence. Figure 2 re-
ports the probing task results obtained using the
pre-trained BERT’s representations. As a general
remark, we can notice that BERT’s scores always
outperform the baseline ones, with the obvious ex-
ception of the sentence length (n_tokens). However,
as expected, the results are more similar for the
probing tasks whose resolution is highly influenced
by the length of the sentence. This is the case of
global and local properties of the sentence such as
the depth of the syntactic tree (avg_max_depth)
and the length of the longest dependency links
(max_links_len). They correspond to linguistic phe-
nomena that the NLM masters very well. Neverthe-
less, differently from the baseline, BERT shows to
encode quite accurately also the only lexical prop-
erty we considered, i.e. the Type/Token ratio, and
a raw text feature highly related to the use of lexi-
con, i.e. the length of tokens (char_per_tok). Pre-
trained representations are also very good at pre-
dicting the distribution of functional information

both in terms of Parts-Of-Speech such as prepo-
sitions (xpos_dist_E), coordinating conjunctions
(*_CC), determinative articles (*_RD), and of de-
pendency relations linking a functional POS to its
head (i.e. dep_dist_case, *_cc, *_det respectively),
and of punctuation, in particular of commas (*_FF)
and full stops (*_FS). Lastly, concerning BERT’s
knowledge about verbs, we can note that the model
encodes quite accurately the tense, person and
mood of auxiliary verbs (aux_*) and the distribu-
tion of verbal heads (verbal_head_per_sent).

When we move to the analysis of how the com-
petence changes across layers, we can observe that
it generally tends to decrease when the output layer
is approaching. This is in line with previous find-
ings (Liu et al., 2019; Miaschi et al., 2020) and it
could be due to the fact that Transformer layers
trade off between task-oriented (e.g. Masked Lan-
guage Modeling) information and general linguistic
competence. A such decreasing trend can be specif-
ically appreciated by observing the evolution of the
black dotted line reported in Figure 3. It shows how
BERT’s competence in the 9 groups of linguistic
phenomena introduced in Table 1 evolves across
the 12 layers. As it can be seen, however not all
features have the same decreasing trend. The main
exceptions are represented by quite complex lin-
guistic features, such as the order of subject/object
with respect to the verbal head (Order of elements),
the use of subordination and the verbal predicate
structure, which increase consistently across layers,
even if they decrease in the output layer. These
linguistic features model syntactic sub-trees of the
sentence, that require an in-depth knowledge of
the syntactic structure of the sentence, which is en-
coded starting from the middle layers, as shown for
English (Tenney et al., 2019; Miaschi et al., 2020).

Fine-tuning impact. Coloured lines in Figure
3 report the layer-wise ρ scores we obtained us-
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Figure 2: Layer-wise ρ scores for the 68 probing tasks obtained with the pre-trained model. Baseline score are
reported in column B.

Figure 3: Pre-trained and fine-tuned BERT layerwise ρ scores for groups of probing features.

ing the representations extracted by each of the 50
epochs of fine-tuning on the CItA corpus. Differ-
ently from scholars who found that some linguistic
abilities are reinforced after the fine-tuning pro-
cess, such as Merchant et al. (2020) and Mosbach
et al. (2020), but more similarly to Miaschi et al.
(2020), our analysis shows that BERT tends to lose

the linguistic competence acquired during the pre-
training phase. However, such loss has a different
impact across the 50 epochs and the 12 layers. For
all epochs, all linguistic competencies are mostly
altered starting from the 8th layer, thus resulting
mostly modified in the 12th one. This might be
possibly due to the fact that during these layers the
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Figure 4: ρ scores for groups of probing features at the 12th layer of pre-training and across the 50 epochs of
fine-tuning.

model is storing task–specific information at the
expense of its ability to encode general knowledge
about the language (Kovaleva et al., 2019).

In addition, note that the impact of the fine-
tuning stage is less evident in the first epochs (blue
lines in the figure) than in the last ones (green lines).
Since the main changes are observed in the 12th

Groups of probing features slope r-value
Raw Text Properties 1.679 0.966
Global and Local Parsed Tree Structures 1.644 0.955
Use of Subordination 1.622 0.961
Verbal Predicate Structure 1.618 0.964
Inflectional morphology 1.581 0.955
All features 1.574 0.965
Syntactic Relations 1.542 0.965
Order of elements 1.534 0.964
Morphosyntactic information 1.534 0.965
Vocabulary Richness 1.449 0.958

Table 3: Ranking of groups of probing features accord-
ing to decreasing slope of the regression lines. Correla-
tion coefficients are also reported (r-value).

layer, we deepen the analysis and report in Figure
4 the probing scores for each group of features at
each epoch. The trend shows that for all groups
of features a first main drop (with respect to the
pre-training scores) occurs after the first epoch,
then the sentence properties are constantly forgot-
ten across the 50 epochs. However, such a negative
impact is different for each group. For example,
the knowledge of simple raw text features, which
BERT knows very well, drops from 0.8 to 0.1. Sim-
ilarly, the generalization abilities of a highly related
group of features, i.e. those referring to global and
local syntactic characteristics of a sentence, de-
crease quite considerably.

To further investigate which group of features is
forgotten most rapidly across the epochs, we calcu-
lated a slope of a linear regression line between the
50 epochs and the decay of competencies for each

Figure 5: Layer-wise correlation between the average
ρ score for groups of features and BERT’s accuracy on
the downstream task. Blank cells are non statistically
significant correlations.

linguistic group.4 Results are reported in Table 3
where we show the 9 groups of features ordered
according to decreasing slope values. As it can
be noted, the ranking does not reflect BERT’s lin-
guistic competence. Namely, in the top and last
position we find groups of features that pre-trained
BERT knows very well, i.e. Raw text properties
and Vocabulary Richness. Similarly, the groups
that are scarcely mastered are scattered along the
ranking. This might suggest that the change of
competencies across the epochs is not related to the
pre-trained knowledge but possibly to some charac-
teristics useful in the resolution of the downstream
task.

6 Task Resolution and Linguistic
Competence

Correlating task accuracy with linguistic compe-
tence. For each single feature and each group of lin-
guistic features, Figures 5 and 6 report the results of

4decay = (probing score at layer 12 of pre-training - prob-
ing score at layer 12 epoch i) / probing score at 12 layer of
pre-training
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Figure 6: Layer-wise correlation between the Spearman coefficient value of the 68 linguistic features and the
accuracy over the 50 epochs considered for the fine-tuning.

the Spearman correlations between the layer-wise
probing scores and the accuracy of BERT in the
resolution of the downstream task for all epochs.
The results were compared with a baseline com-
puted as the Spearman correlation between BERT’s
accuracy on the downstream task and a list of num-
bers from 50 to 1 (ρ=0.55)5. As a general remark,
in the first layers (from 1st to 7th), we noticed a
non-significant or low correlation, most of the time
lower than the baseline scores. On the contrary, the
scores are higher, always above the baseline, in the
central layers (8-10) and they tend to decrease in
the 11th and 12th layers, where task-specific infor-
mation is stored. The trend suggests that the higher
BERT’s linguistic competence, the more accurate
the resolution of the downstream task is. This is
a global trend as showed by All features, even if
there are some differences among the studied lin-
guistic phenomena. Namely, information about
verbs (both in terms of inflectional morphology
and predicate structure) and the order of nuclear
elements of sentence results to be the linguistic
competence mostly correlated with the resolution

5Such baseline was chosen since it simulates the decreas-
ing trend of probing score accuracy during the 50 epochs of
fine-tuning as shown in Figure 4.

of the task. In particular, the distribution of auxil-
iary verbs (both in terms of POS and dependency
relations), clitic pronouns, tense, person and mood
of both auxiliary and lexical verbs, of subjects in
their canonical order (i.e. in the pre-verbal posi-
tion), show a very high correlation (ρ ≥ 0.70) in
either the 9th or 10th layer. Interestingly, these
linguistic phenomena are the mostly involved in
the writing transformations across the two school
years (see Table 2).

Predicting task accuracy with linguistic com-
petence. The last experiment is aimed at testing
whether it is possible to predict BERT’s accuracy in
the resolution of the downstream task on the basis
of its linguistic competence assessed by the lin-
guistic probing tasks. For this purpose, we trained
a linear Support Vector Regressor using a Leave-
one-out strategy. Namely, each time, we used as
training the average accuracy of the probing tasks
(in terms of ρ scores) achieved at the 12th layer of
49 epochs, and the excluded epoch as the test. As
an evaluation metric, we used the Spearman corre-
lation and the Mean Squared Error (MSE) between
the predicted values and the actual ones. We de-
vised two baselines: the first one consists of a list of
50 numbers corresponding to the average BERT’s
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Figure 7: Predicted accuracy at the 12th layer and BERT’s actual accuracy for each epoch of fine-tuning.

accuracy in the resolution of the downstream task
considering all the epochs. In this case, since the
value is always the same for all the epochs, the pre-
diction was evaluated only in terms of MSE. The
second baseline is a linear SVR using a decreasing
list of numbers from 50 to 1, simulating the decreas-
ing trend of the probing accuracy across the epochs.
Here, we were able to compute also the correlation
scores. The results show that the SVR achieves
very high scores (ρ=0.76, MSE=0.011) which out-
perform the two baselines (ρ=NA, MSE=0.017;
ρ=0.54, MSE=0.017). This demonstrates that the
BERT accuracy can be reliably predicted by study-
ing its linguistic abilities. The reliability of this
result is corroborated by Figure 7 where we com-
pare the trends of the predicted (Predicted) and
BERT actual accuracy. It is worth noting that the
two lines are almost overlapping, showing a very
similar trend.

7 Conclusion

In this paper, we carried out an extensive study
aimed at investigating in detail the relation between
the fine-tuning stage and the linguistic knowledge
encoded by BERT. For our study, we chose the pre-
diction of the evolution of written language compe-
tence of native language learners as a downstream
task, since the morpho-syntactic and syntactic in-
formation plays an important role in the resolu-
tion. We showed in particular how the knowledge
assessed during the pre-training stage is progres-
sively forgotten across 50 epochs of fine-tuning.
We observed that the main changes concern the
12th layer of all epochs and they are more evident
in the last than in the first epochs. An in-depth anal-
ysis showed that the types of linguistic phenomena
forgotten most rapidly across epochs are not related
to the linguistic knowledge of the pre-trained NLM
but possibly to some characteristics useful to solve
the downstream task. We also found a strong cor-

relation between the linguistic knowledge encoded
by BERT and its ability to resolve the task. Specifi-
cally, we showed that the verbal inflectional mor-
phology, the predicate structure, and the canonical
order of subject and object are the most correlated
aspects. Interestingly, these linguistic characteris-
tics, in particular those referring to verbs, resulted
to be the most predictive types of features exploited
by the SVM classifier and the most involved in the
writing transformations. A such strong relationship
between the ability to the resolution of the task and
linguistic competence is particularly evident in our
last experiment, where we obtained very strong ac-
curacy in predicting BERT’s performance using the
encoded linguistic competence. Besides investigat-
ing the nature of BERT this outcome could open
the way to define a new linguistically motivated
stop-function of the fine-tuning process.

Ethical Considerations

The findings described in this work are based on the
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