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Abstract

One of AI’s grand challenges consists in the de-
velopment of autonomous agents with commu-
nication systems offering the robustness, flexi-
bility and adaptivity found in human languages.
While the processes through which children ac-
quire language are by now relatively well under-
stood, a faithful computational operationalisa-
tion of the underlying mechanisms is still lack-
ing. Two main cognitive processes are involved
in child language acquisition. First, children
need to reconstruct the intended meaning of
observed utterances, a process called intention
reading. Then, they can gradually abstract away
from concrete utterances in a process called pat-
tern finding and acquire productive schemata
that generalise over form and meaning. In this
paper, we introduce a mechanistic model of
the intention reading process and its integration
with pattern finding capacities. Concretely, we
present an agent-based simulation in which an
agent learns a grammar that enables them to
ask and answer questions about a scene. This
involves the reconstruction of queries that cor-
respond to observed questions based on the
answer and scene alone, and the generalization
of linguistic schemata based on these recon-
structed question-query pairs. The result is a
productive grammar which can be used to map
between natural language questions and queries
without ever having observed the queries.

1 Introduction

Language is a unique hallmark of human intelli-
gence. Our linguistic systems do not only metic-
ulously serve our communicative needs, they are
also incredibly robust to noise, adaptive to change
and they can be learnt efficiently. While the pro-
cesses that drive language acquisition in children
are by now relatively well understood, a faithful
computational operationalisation of the underlying
mechanisms is still lacking. Having such a mecha-
nistic model would, however, constitute a crucial

*Shared last authors.

step towards the development of truly intelligent
agents in the field of artificial intelligence (Mikolov
et al., 2016; Lake et al., 2019).

The idea that children acquire language by ac-
tively participating in communicative interactions
and making use of general cognitive capacities
has been elaborately documented in studies on
usage-based language acquisition (Bybee, 2013;
Ellis et al., 2016; Ellis and Ogden, 2017). In par-
ticular, two highly complementary cognitive pro-
cesses have been identified to play a key role: inten-
tion reading and pattern finding (Tomasello, 2003,
2009). First, children need to understand the com-
municative intentions of their interlocutors. In a
process called intention reading, they reconstruct
the intended meaning of the utterances they ob-
serve. Then, they can gradually abstract away from
concrete utterances and meaning representations
in a process called pattern finding, and acquire
productive schemata that generalise over form and
meaning. Theoretical as well as empirical evidence
has been abundantly provided for both intention
reading (Bruner, 1983; Sperber and Wilson, 1986;
Meltzoff, 1995; Nelson, 1998) and pattern finding
(Goldberg, 1995; Croft, 2000; Diessel, 2004; Gold-
berg, 2006)

In this paper, we introduce a mechanistic model
of the intention reading process and its integra-
tion with pattern finding capacities. Concretely,
we present an agent-based simulation in which an
artificial agent learns a construction grammar that
enables it to ask and answer questions about scenes
it observes. The learning task thus involves the re-
construction of queries that correspond to observed
questions based on the answer and scene alone, as
well as the generalization of linguistic schemata
based on these reconstructed question-query pairs.
The learner gradually acquires a fully productive
grammar, consisting of form-meaning mappings,
that can be used for both language comprehension,
i.e. observing a question and mapping it onto a
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query, and language production, i.e. expressing
a query in the form of an interrogative linguistic
expression.

When it comes to intention reading, the learn-
ing challenge amounts to the reconstruction of a
query based on a question-answer pair and a scene,
without ever observing the query itself. The learner
agent is endowed with an inventory of primitive
operations, which it can combine to compose new
queries. The query composition process allows the
agent to hypothesize about the meaning of a ques-
tion given the scene and the answer to the question.
The space of all possible queries that lead to the
observed answer in the given scene is typically very
large. At the same time, most of these queries are
not adequate representations of the meaning of the
question and only lead to the correct answer in this
specific scene.

The second challenge is to learn abstract
schemata. Pairing an observed utterance with its
reconstructed meaning yields a form-meaning map-
ping, called a construction (Fillmore, 1988). Ini-
tially, the learner has no way of knowing which
parts of the form correspond to which parts of the
meaning. Hence, it stores this mapping holistically.
Through the observation of different form-meaning
mappings, pattern finding mechanisms allow the
agent to generalise over reoccurring form-meaning
patterns, thereby capturing the compositional struc-
ture of the language.

Intention reading and pattern finding are highly
complementary. Specifically, intention reading fa-
cilitates pattern finding by providing meaning hy-
potheses. In turn, pattern finding constrains the
search process involved in intention reading by pro-
viding partial analyses. This interplay between
intention reading and pattern finding is key in suc-
cessfully tackling the learning challenge, and con-
stitutes the main contribution of this paper.

We validate our methodology using the CLEVR
benchmark dataset (Johnson et al., 2017a), in which
the communicative task of the agents consists in
asking and answering questions about scenes of ge-
ometric figures. Over many interactions, the learner
incrementally acquires a fully operational grammar
that can be used for both language comprehension
and production. We show that the acquired gram-
mar effectively solves the visual question answer-
ing task.

The contributions of this work are both theo-
retical and practical. On the theoretical side, the

presented work provides computational evidence
for the cognitive plausibility of usage-based the-
ories of language acquisition, in particular con-
cerning intention reading and pattern finding. On
the practical side, this paper introduces a powerful
new methodology that allows autonomous agents
to acquire an effective communication system with
human-like properties through task-oriented inter-
actions in their native environment.

The remainder of this paper is structured as fol-
lows. Section 2 introduces the dataset. In Section
3, we introduce the technical foundations of our
methodology. Section 4 describes the experimental
setup for learning construction grammars through
communicative interactions. Section 5 presents the
experimental results. Related work is discussed in
Section 6. Finally, Section 7 reflects on the results
and contributions of our work. The code of this ex-
periment is made available through the open-source
Babel toolkit1 (Steels and Loetzsch, 2010; Nevens
et al., 2019b).

2 Data

The CLEVR dataset (Johnson et al., 2017a) con-
sists of (i) rendered scenes with geometric figures
of various shapes, sizes, colours and materials, (ii)
English questions about these scenes, and (iii) an-
swers to these questions. The questions test a vari-
ety of reasoning skills, including attribute identifi-
cation (“What size is the yellow cube?”), counting
(“How many large cylinders are there?”), exis-
tence (“Is there a red ball?”), comparison (“Are
there more spheres than cylinders?”), spatial rela-
tionships (“What shape is the thing right of the pur-
ple cube?”) and logical operations (“How many
things are either spheres or cylinders?”).

This dataset was chosen because it satisfies two
criteria. First, it offers visually grounded linguistic
expressions. The objects about which the agents
communicate are actual referents in the agents’ en-
vironment. Second, it contains a large number of
scenes and plenty of similar, yet non-identical ques-
tions. Such examples are necessary for any kind
of generalisation process and are consistent with
theoretical and empirical evidence of how children
learn language (Tomasello, 2003; Tamminen et al.,
2015). Other datasets that fit these two criteria
could also be used.

For the experiment in this paper, we have se-
lected a subset of the CLEVR questions. Specif-

1https://emergent-languages.org

https://emergent-languages.org
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Figure 1: Processes involved in a language game.

ically, questions concerning comparison, spatial
relations and logical operations have been left out.
The main reason for this is that these are more com-
plex cognitive operations that correspond to longer
and more complex questions. Such questions are
far removed from the type that children are faced
with. Starting from CLEVR’s validation split, our
final dataset consists of 10,044 unique questions.
Each question can be used in any of the 15,000
scenes of the validation split.

3 Technical Foundations

Our methodology builds on three main technical
foundations: (i) the language game paradigm (Sec-
tion 3.1), (ii) procedural cognitive semantics (Sec-
tion 3.2) and (iii) computational construction gram-
mar (Section 3.3).

3.1 The Language Game Paradigm

The language game paradigm (Steels, 1995, 2001)
studies how linguistic conventions arise in a popula-
tion of agents through local interactions and coordi-
nation. Every interaction, or language game, takes
place between two agents, called the speaker and
the listener, and models a particular communica-
tive task, e.g. drawing the attention to an object in
the environment. The semiotic cycle (Steels, 2012)
in Figure 1 provides a schematic overview of the
processes involved for the speaker and the listener.
These processes take place across three different
levels: the sensorimotor level, the conceptual level
and the language level. In the following sections,
we elaborate on the technical foundations of the
processes taking place on the conceptual level (Sec-
tion 3.2) and on the language level (Section 3.3). In
Section 4, we concretely describe how the various
processes in the semiotic cycle have been imple-
mented in terms of these technical foundations in
order to operationalise the mechanistic model of
intention reading and its integration with pattern
finding.

3.2 Procedural Cognitive Semantics

Incremental Recruitment Language (IRL) (Van
den Broeck, 2008; Spranger et al., 2012) opera-
tionalises key insights from procedural cognitive se-
mantics (Woods, 1968; Winograd, 1972; Johnson-
Laird, 1977). Specifically, it treats the meaning of
natural language utterances as programs that can
be executed algorithmically in terms of the agents’
representation of the environment, i.e. its world
model. Such programs capture the logical struc-
ture underlying utterances in the form of semantic
networks. An example semantic network is shown
in Figure 2. The symbols preceded by question
marks, as in ?OBJECT-1, are logic variables. Se-
mantic networks are made up of predicates that are
declaratively combined by sharing variables. The
predicates in semantic networks represent either
semantic entities or primitive operations.

Semantic entities are concepts known by the
agent. They are introduced in semantic networks
through BIND statements, as in (BIND SHAPE

?SHAPE-1 CUBE), binding the concept CUBE of
type SHAPE to the variable ?SHAPE-1. In this ex-
periment, a repertoire of semantic entities is given
a priori to the agents. This repertoire includes the
various colours, shapes, sizes and materials present
in the CLEVR dataset. However, these concepts
can also be learned through communicative inter-
actions, e.g. as in Nevens et al. (2020).

Primitive operations represent the basic cogni-
tive capabilities of the agent. In this experiment,
six operations are made available. These are based
on annotations provided with the CLEVR dataset.
Primitive operations are implemented as multi-
directional predicates with typed arguments that
operate over the agents’ world model and semantic
repertoire. From the argument(s) that are bound,
e.g. via a BIND statement or via the output of other
predicates, a predicate can compute new bindings

(bind shape ?shape-1 cube)

(filter ?set-1 ?scene ?shape-1)

(unique ?object-1 ?set-1) (observe-scene ?scene)

(query ?answer ?object-1 ?attribute-1)

(bind attribute ?attribute-1 color)

Figure 2: Semantic network for the question “What
color is the cube?”.
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for the unbound argument(s).
IRL provides the computational architecture for

(i) automatically composing predicates into pro-
grams and (ii) evaluating programs in terms of data
structures that represent the agents’ environment.
The composition of predicate networks is a combi-
natorial search process where predicates are added
incrementally and linked together by unifying their
variable arguments until a communicative goal is
reached. Type information of the arguments is used
to determine which arguments of predicates can be
linked. The evaluation of semantic networks con-
sists in finding values, i.e. are concrete referents in
the environment or the agent’s semantic repertoire,
for all variables in the network. A variable-value
pairing is called a binding. Every semantic net-
work has exactly one target variable of which the
binding holds the communicative goal or intention
of the corresponding utterance. To illustrate, the
evaluation of the semantic network in Figure 2
goes as follows. The predicate OBSERVE-SCENE

retrieves the set of all objects in the scene and binds
this to the variable ?SCENE. The FILTER predicate
accesses this set via the shared variable ?SCENE,
together with the shape CUBE via ?SHAPE-1. The
predicate then filters this set such that only cubes
remain and the result is bound to ?SET-1. Next, the
UNIQUE predicate checks if ?SET-1 contains a sin-
gle object. If so, that object is bound to ?OBJECT-1.
Finally, the QUERY predicate retrieves the color
of ?OBJECT-1 and binds the result to ?ANSWER.
The binding of this variable is indeed the answer
to the question. Other primitive operations that are
available are EXIST, which checks whether the car-
dinality of a set is greater than zero, and COUNT,
which computes the cardinality of a set.

3.3 Computational Construction Grammar

The agents’ language comprehension and produc-
tion capabilities are operationalised using Fluid
Construction Grammar2 (FCG – Steels, 2017; van
Trijp et al., 2022). FCG is a computational oper-
ationalisation of the basic tenets of construction
grammar (Fillmore, 1988; Goldberg, 1995; Kay
and Fillmore, 1999; Croft, 2001) and supports bi-
directional construction-based language process-
ing.

Corresponding to different stages of child lan-
guage acquisition (Tomasello, 2003), we consider
three types of constructions in this experiment:

2https://www.fcg-net.org

Holophrase constructions constitute a holistic
mapping between an entire form and its entire
meaning representation. For example, a mapping
between the question “What color is the cube?”
and the semantic network shown in Figure 2 would
be a holophrase construction.

Item-based constructions are generalisations
over holophrase constructions that capture their
similarities and differences, both with respect to
form and meaning. For example, a construction
associating the form ‘What is the color of the ?X?’
with its meaning of querying the color of the ref-
erent of ?X would be an item-based generalisation
over ‘What is the color of the cube?’ with its mean-
ing of querying the color of the cube and ‘What
is the color of the sphere?’ with its meaning of
querying the color of the sphere.

Lexical constructions provide arguments that
can fill slots in item-based constructions. For exam-
ple, the form “cube” associated with its meaning
of filtering for the prototype of the concept CUBE

can fill the ?X slot in the item-based construction
covering ‘What is the color of the ?X?’.

Holophrase constructions only allow to compre-
hend the exact same utterance or produce the exact
same meaning as the observation it was learnt from.
Item-based constructions, on the other hand, cover
a wider range of utterances and meanings through
their slots, but require lexical constructions for fill-
ing those slots. When item-based and lexical con-
structions combine, the lexical arguments are in-
serted into the item-based slots, resulting in a com-
plete utterance and a complete semantic network.
The possible combinations of slots and arguments
emerge through language use (Pine and Lieven,
1997; Croft, 2001). In FCG, these combinations
are captured as links in a dynamically updated net-
work, called the categorial network (Van Eecke,
2018; Steels et al., 2022). This network is con-
sulted during constructional language processing.
Hence, the links in this network determine which
item-based and lexical constructions can combine.

4 The Elicitation Game

We set up a language game in a tutor-learner sce-
nario, which we call the elicitation game. The
agents are situated in scenes from the CLEVR
dataset. The tutor is an agent that has an estab-
lished linguistic inventory which allows to compre-
hend and produce all questions from the CLEVR

https://www.fcg-net.org
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scene-4

obj-16
size: large
color: yellow
material: metal
shape: cube
clevr-object

obj-17
size: large
color: purple
material: metal
shape: cube
clevr-object

obj-18
size: large
color: gray
material: rubber
shape: cylinder
clevr-object

obj-19
size: large
color: green
material: rubber
shape: cylinder
clevr-object

clevr-scene

reset

View Scene

Figure 3: The agents are situated in scenes from the
CLEVR dataset (left). These are represented symboli-
cally (right).

dataset (cf. the grammar presented in Nevens et al.
(2019a)). The learner starts with an empty construc-
tion inventory, but is endowed with the six prim-
itive operations described above, a repertoire of
semantic entities, and a number of learning mecha-
nisms. Both the tutor and the learner can take on
the discourse roles of speaker and listener. The
communicative task of the elicitation game is the
following. The speaker has a concept in mind and
wants to elicit that concept from the listener. There-
fore, it has to come up with a question about the
objects in the scene to which the listener should
provide the answer. The game succeeds if the lis-
tener’s answer refers to the concept the speaker had
in mind. Following the semiotic cycle (Figure 1),
the interactions consist of the following steps:

1. Both agents perceive a randomly selected
scene. Scenes are represented symbolically,
as shown in Figure 3.

2. Each agent is randomly assigned a discourse
role: speaker or listener.

3. The speaker selects a concept from the
CLEVR dataset. This can be an object at-
tribute (colour, size, material or shape), a num-
ber between 0 and 10, ‘yes’ or ‘no’.

4. The speaker tries to come up with a question
that has the chosen concept as its answer. This
process involves two steps, namely conceptu-
alising a semantic network and producing a
question that expresses this meaning represen-
tation.

5. The listener observes the question produced
by the speaker.

6. The listener tries to answer the question. This
process also involves two steps, namely com-
prehending the question, i.e. mapping it onto a
meaning representation, and interpreting this
meaning representation in the current scene to
come up with the answer.

7. The speaker checks whether the listener
replies with the answer it had in mind. This
determines the outcome of the game: success
or failure.

8. If the game fails, the tutor provides feedback
to the learner. Specifically, it reveals the cor-
rect answer to the question that was asked.
This is a learning opportunity for the learner
agent.

In the following sections, the processes of con-
ceptualisation, production, comprehension and in-
terpretation are discussed in detail. Afterwards,
the learning mechanisms operationalising intention
reading and pattern finding are introduced.

4.1 Conceptualisation

Conceptualisation is performed by the speaker to
come up with the query it wants to ask. The speaker
uses its own inventory of primitive operations to
compose a semantic network such that the evalu-
ation of that network, i.e. the answer to the con-
structed query, results in the concept the speaker
wants to elicit.

4.2 Production

In production, the speaker uses its own inventory
of form-meaning mappings, or constructions, to
map the semantic network composed in the pre-
vious step to a natural language utterance, in this
case a question. The tutor can express all valid
semantic networks. When acting as the speaker,
the learner will try to use its acquired holophrase,
item-based and lexical constructions to express the
semantic network. However, the learner’s construc-
tion inventory may be inadequate for performing
this mapping, causing the interaction to fail.

4.3 Comprehension

Comprehension is the inverse process of produc-
tion. The listener uses its own construction inven-
tory to try and map the observed utterance, in this
case a question, to its underlying meaning repre-
sentation. When acting as the listener, the learner’s
construction inventory may be inadequate for per-
forming this mapping, causing the interaction to
proceed with a blank answer.

4.4 Interpretation

Interpretation is performed by the listener to com-
pute its hypothesis about the answer to the question.
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This is done by evaluating the semantic network
that results from comprehension. The listener’s
hypothesis is the value of the target variable of that
semantic network.

4.5 Learning Mechanisms

Learning takes place when the interaction has
failed, i.e. when the learner acting as the listener
cannot retrieve the meaning underlying an observed
question or the applied form-meaning mappings re-
sult in an incorrect hypothesis for the answer. The
outcome of the learning mechanisms is to make
new form-meaning mapping(s), through intention
reading and pattern finding, in order to be more
successful in future interactions.

Intention reading is performed by the learner to
reconstruct a hypothesis of the meaning underlying
the observed question. Similar to conceptualisa-
tion, this is done by composing a semantic network.
The goal of the composition process is to construct
a semantic network leading to the tutor’s intention,
i.e. the answer that was revealed at the end of the
interaction. Crucially, the number of possible se-
mantic networks that lead to the provided answer in
the current scene is typically very large, and most
of those networks will not be adequate representa-
tions of the meaning of the question. The problem
faced by intention reading is thus twofold. First,
the agent needs to overcome the enormous search
space of possible semantic networks. Second, the
agent needs to overcome incorrect meaning hy-
potheses.

Pattern finding allows the learner to generalise
over reoccurring patterns on both the form side,
which can be observed, and the meaning side,
which is reconstructed through intention reading.
The goal is not to learn holophrase constructions for
every observation, but to learn more general item-
based and lexical constructions that cover multi-
ple observations, including novel ones. Given that
both the form side and the meaning side of con-
structions are represented as sets of predicates, set
difference operations that use unification to com-
pare the elements are used to find the overlapping
and non-overlapping parts.

The learner is endowed with five learning mech-
anisms that operationalise intention reading and
pattern finding. These mechanisms are active in
the inverse order of their presentation below.

Learning holophrases At the start of the experi-
ment, the learner’s construction inventory is empty.

When it observes novel utterances, the only thing it
can do is to create holophrase constructions. Specif-
ically, the meaning is hypothesised through inten-
tion reading and paired with the observed utter-
ance. Holophrase constructions form the basis of
the learning process. Other learning operators will
generalise over them.

Generalising over holophrases Whenever pos-
sible, pattern finding will compare newly created
mappings between observed utterances and their re-
constructed meanings against previously acquired
holophrase constructions. When a minimal differ-
ence is found on both the form side and the mean-
ing side, a generalisation can be learned. On the
form side, a minimal difference refers to a single
token, while on the meaning side, this is a single
predicate. An item-based construction will cap-
ture the overlapping parts of the form and mean-
ing, while a lexical construction captures the non-
overlapping parts. A link is added to the categorial
network indicating that the arguments of the lexical
construction are suitable for filling the item-based
slots on the form side and the meaning side. Three
cases of this learning mechanism can be identified:
(i) the new form-meaning pairing differs from the
holophrase construction by substituting a minimal
difference, (ii) the new form-meaning pairing ex-
tends the holophrase construction by a minimal
difference, and (iii) the new form-meaning pairing
reduces the holophrase construction by a minimal
difference.

Learning from partial meanings This learning
mechanism creates new constructions that can com-
bine with existing constructions to analyse the ob-
served utterance. Concretely, the acquisition of
item-based and lexical constructions can lead to
the partial comprehension of novel utterances. The
resulting partial meaning is used by intention read-
ing to hypothesise about the meaning underlying
the observed question. Crucially, the partial mean-
ing drastically reduces the search space faced by
intention reading, as large parts of the search space
that do not contain this partial meaning can be
pruned. This is how the interplay between inten-
tion reading and pattern finding allows to overcome
the intractability of the intention reading process.
Three cases of this learning mechanism exist. First,
partial meaning provided by one or more lexical
constructions results in an item-based construction
with an equal number of slots. This case is illus-
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Intention Reading
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?X ?Y made of?”

Slots: [ what-is-the-?x-?y-made-of?(?X) ↔ ?c
  what-is-the-?x-?y-made-of?(?Y) ↔ ?g ]

Arguments: [ ]

A

CE

what-is-the-?X-?Y-made-of?-cxn

D

?c

G ?g

red

what-is-the-?x-
?y-made-of?(?X)

block

what-is-the-?x-
?y-made-of?(?Y)

Pattern Finding

“What is the red block made of?”Observation

Construction 
Inventory

Figure 4: Schematic representation of the learning mechanism that completes a partial meaning provided by lexical
constructions. The RED-CXN and BLOCK-CXN provide a partial meaning (red box) for the observed utterance
(yellow box). Intention reading creates a meaning hypothesis, reusing the partial meaning (green box). Pattern
finding creates an item-based construction with two slots and corresponding links in the categorial network (blue
box).

trated in Figure 4. Second, partial meaning pro-
vided by an item-based construction leads to a sin-
gle lexical construction. If multiple lexical items
are missing, there would be referential uncertainty,
which is not explored here. Third, partial meaning
provided by a combination of one or more lexical
constructions and an item-based construction also
leads to maximally one lexical construction. In all
three cases, slot-and-argument links are also added
to the categorial network.

Learning slot-argument links This learning
mechanism handles cases where previously ac-
quired item-based and lexical constructions cover
the observed utterance, but where the slot-argument
combination has not been observed before. Due to
the absence of that link in the categorial network,
the corresponding constructions cannot combine,
causing comprehension or production to fail. In
comprehension, the learner simply adds the slot-
argument combination it observed. In production,
the learner creatively tries out slot-argument com-
binations. However, these links are only consoli-
dated when the interaction turns out to be success-
ful. Note that intention reading is not required for
this learning mechanism.

Lateral inhibition Lateral inhibition facilitates
the self-organisation of the learner’s construction
inventory (Steels, 1995). It is used at the end of
every interaction, including successful ones. Con-
cretely, it models the entrenchment of constructions
(Schmid, 2007) by updating their scores. New con-
structions obtain a default score of 0.5. Scores are
bound between 0 and 1.

The scores of constructions are updated based
on the outcome of the game. If the game fails, the

scores of the constructions used during the game
are decreased by 0.4. These constructions were
inadequate for the communicative task and should
therefore be used less often in the future. If the
game succeeds, the scores are increased by 0.1,
while scores of competing constructions are de-
creased by 0.1. Competing constructions are con-
structions that also could have contributed to the
comprehension or production process. When reach-
ing a score of 0, constructions are removed from
the construction inventory. The exact values used
to alter construction scores do not influence the
global dynamics of the learning process, as long as
these values are positive and negative respectively.

The presented learning mechanisms do not posit
a built-in bias towards more abstract constructions.
However, given that more abstract constructions are
inherently applicable in a wider range of situations,
they will therefore be used more frequently. As a re-
sult of lateral inhibition, this will result in higher en-
trenchment scores for more abstract constructions
and in lower scores for less abstract constructions.
By updating scores of constructions through lat-
eral inhibition and by preferring constructions with
a higher score during comprehension and produc-
tion, a positive feedback loop is created between
the success and use of constructions. This feed-
back loop ensures that only constructions that can
be used successfully in the communicative task re-
main, while unsuccessful constructions gradually
disappear. This way, incorrect meaning hypotheses
generated by intention reading can be overcome.

5 Experimental Results

This section presents the validation of our method-
ology on the CLEVR data. The presented results
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Figure 5: Evolution of communicative success (left axis)
and grammar size (right axis) over time.
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are based on ten independent runs of 250,000 inter-
actions each. The filled areas around the lines on
the plots represent the 5th and 95th percentile.

Figure 5 presents the main results of the exper-
iment. It shows the communicative success and
the grammar size over time. Both metrics start at
0. The communicative success rises quickly, with
more than 78% of the interactions being successful
after 5,000 games. This is half the number of pos-
sible utterances from our subset of data. The gram-
mar size also reaches its peak at this point, with
on average 1,048 constructions being learned. Suc-
cess reaches over 98% after 10,000 interactions and
does not go below 99.9% from interaction 25,000
onwards. It is only after 200,000 interactions that
the success reaches a stable 100%. This is because
it takes a long time for all incorrect constructions to
be cleared from the construction inventory. Specif-
ically, the learner needs to observe just the right
question in just the right scene to find out that a pre-
viously acquired form-meaning mapping is incor-
rect. The grammar size gradually decreases, reach-
ing 492 constructions after 25,000 interactions and
149 constructions by the end of the experiment.

Figure 6 breaks down the grammar size per con-

struction type. At the start of the experiment, only
holophrase constructions are learned. Soon af-
ter, the learner can start to generalise over them.
The construction inventory peaks after 5,000 in-
teractions, reaching 184 holophrase constructions
and 838 item-based constructions. Afterwards,
more abstract item-based constructions gradually
become dominant and overtake their less abstract
competitors, including the holophrase construc-
tions. By the end of the experiment, 31 holophrase
constructions and 85 item-based constructions re-
main. There is less competition among the lexical
constructions. After 10,000 interactions, 33 lexical
constructions are learned and this remains stable
until the end. The theoretical maximum of 35 lex-
ical constructions was reached in four out of ten
experimental runs. After 10,000 interactions, 33
lexical constructions are learned and this remains
stable until the end. We note that it is not the goal
of the experiment to reach one particular set of con-
structions. Hence, the absolute number of construc-
tions at a given time is not important. Instead, the
goal is to become successful at the communicative
task and learn an efficient construction inventory
for doing so.

6 Related Work

Prior agent-based models have also studied the con-
structivist co-acquisition of syntax and semantics
through task-oriented interactions (Gerasymova
and Spranger, 2010; Beuls et al., 2010; Spranger
and Steels, 2015). While these models have pro-
vided important insights, this paper advances the
state of the art in two ways. First, the presented
experiment operates on a much larger scale. In
contrast to prior models, this work does not fo-
cus on a specific linguistic phenomenon, such as
the Russian aspectual system (Gerasymova and
Spranger, 2010), the Hungarian agreement system
(Beuls et al., 2010) or English spatial language
(Spranger and Steels, 2015). The utterances being
considered in this work are far more complex, both
in terms of morpho-syntax and semantics. Second,
the presented experiment provides fewer scaffolds.
The agent does not receive a segmentation of input
utterances, a predefined lexicon as in Beuls et al.
(2010) or a taxonomy guiding the generalisation
process of constructions as in Spranger and Steels
(2015). The agent only relies on a number of basic
cognitive operations and a collection of concepts.
The latter can also be learned from sub-symbolic



23

observations through the language game methodol-
ogy, as shown by Nevens et al. (2020).

When it comes to the field of visual question
answering, existing approaches typically tackle the
task in one of two ways. Either, a large end-to-end
neural network maps an image and a question to
the answer, e.g. as in Malinowski et al. (2015).
Alternatively, RNNs are used to map the question
onto a query which is then executed on the im-
age, e.g. as in Johnson et al. (2017b). Both of
these approaches rely on huge amounts of training
data. The second approach additionally requires
questions annotated with queries to train the RNN.
Further, both approaches rely on black-box archi-
tectures, making it unclear how and why an answer
was generated. Our methodology overcomes these
shortcomings. Similar to the first approach, the
agent is only presented with images, questions and
their answers and autonomously reconstructs the
underlying queries. Our methodology is more data-
efficient and the agents’ representations and rea-
soning processes are fully transparent. Finally, the
agents’ communication system is open-ended and
completely bidirectional using the same represen-
tations and processing mechanisms, which is not
possible using current neural network architectures.

7 Concluding Discussion

The contributions of this paper span two areas.

Usage-based Language Acquisition The exper-
iment presented in this paper provides computa-
tional evidence for the cognitive plausibility of
theories from usage-based language acquisition,
in particular intention reading and pattern finding
(Tomasello, 2003). We have operationalised these
capacities and their interplay in an agent-based
simulation, which has indeed revealed learning dy-
namics that are similar to those observed in the
literature. Starting from holophrases, the agent
learns to generalise over them, gradually leading to
more and more abstract schemata.

Autonomous Agents Most importantly, this pa-
per pushes forward the state of the art in the devel-
opment of autonomous agents with communication
systems offering human-like properties. In par-
ticular, we have introduced a novel methodology
that allows an agent to acquire an inventory of con-
structions that facilitates bi-directional language
processing and is suitable for solving a commu-
nicative task. This grammar is acquired through

situated, task-oriented interactions with indirect su-
pervision only. Given only utterances, feedback
on their underlying intentions and a collection of
primitive cognitive operations, the agent engages
in a highly non-trivial process of meaning creation,
operationalised through intention reading, and com-
bines this with a process of schema abstraction, op-
erationalised through pattern finding. We show that
the search space involved in intention reading, i.e.
the composition of semantic programs, can effec-
tively be constrained through its integration with
pattern finding and that together, these processes
allow the agent to bootstrap a successful commu-
nication system. The presented methodology is
completely transparent, both in terms of the ap-
plied learning operators and the resulting inventory
of constructions. The agent learns incrementally,
acquiring productive linguistic structures even after
a single interaction. The agent’s grammar is open-
ended and the lateral inhibition dynamics enable
the agent to remain ever-adaptive, e.g. when the
environment or the communicative task changes.
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