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Abstract
Motivations, emotions, and actions are inter-
related essential factors in human activities.
While motivations and emotions have long been
considered at the core of exploring how people
take actions in human activities, there has been
relatively little research supporting analyzing
the relationship between human mental states
and actions. We present the first study that
investigates the viability of modeling motiva-
tions, emotions, and actions in language-based
human activities, named COMMA (Cognitive
Framework of Human Activities). Guided by
COMMA, we define three natural language pro-
cessing tasks (emotion understanding, motiva-
tion understanding and conditioned action gen-
eration), and build a challenging dataset HAIL‡

through automatically extracting samples from
Story Commonsense. Experimental results on
NLP applications prove the effectiveness of
modeling the relationship. Furthermore, our
models inspired by COMMA can better reveal
the essential relationship among motivations,
emotions and actions than existing methods.

1 Introduction

Human activities are continuous interactions be-
tween external environment (physical world and
social events, etc.) and internal mind (motivations,
emotions, etc.). For example, Figure 1 demon-
strates human activities of character ‘I’ about ‘eat-
ing bread’ in external environment, as well as the
mental states of ‘I’. The motivation of character ‘I’
is a physiological need. Conditioned on this moti-
vation and history actions, ‘I’ enjoyed the part of
bread on the direction of joy emotion. While hu-
man mental states have long been considered at the
core of exploring how people take actions between
the lines in language-based human activities, there
has been relatively little research supporting analyz-
ing the relationship between human mental states

†Corresponding author.
‡We will make our dataset and code publicly available at

https://github.com/IndexFziQ/COMMA.

Motivation 
I have a physiological need. 

However, I enjoyed the part that I took out.

Current Action I would feel joy.
Emotion

History Actions 

I threw the whole wheat bread into the toaster. 
It heated the bread for several minutes in order to toast it. 
I had difficulty taking out the bread since it was stuck. 
When I took one loaf out, part of it was left in the toaster.

Character: I (myself)

!" #

Figure 1: An example of human activity. History ac-
tions and motivation cause current action. And emotion
is the effect of motivation and actions. Here, motiva-
tion/action/emotion is colored by yellow/cyan/green.

and actions. It is challenging to comprehensively
model the relationship of motivations, emotions
and actions in language-based human activities,
which can allow researchers to reason the essential
causes of human activities from the cognitive per-
spective and supply reasonable explanations. This
technology will have a profound impact on various
natural language processing (NLP) downstream ap-
plications, such as intelligent dialogue, controllable
text generation, recommendation systems, and pub-
lic opinion analysis.

In recent years, traditional sentiment analysis
technology has been widely used (Socher et al.,
2013; Hamilton et al., 2016), which mainly focuses
on sentiment detection. Although the current state-
of-the-art sentiment analysis system can detect the
polarity of text (Zhang et al., 2018) or consider
fine-grained categories (a.k.a. aspects) to make
predictions (Pontiki et al., 2016), the analysis of
predictions and interpretations of its causes are
still limited. Lately, a large amount of work intro-
duces human motivations into sentiment analysis
and action analysis (Rashkin et al., 2018a,b; Sap
et al., 2019a,b; Peng et al., 2022a). However, the
aforementioned works focus on the analysis of the
relationship between “motivations and actions” or
“emotions and actions”, without modeling a unified
consideration of the relationship among motiva-
tions, emotions and actions.

https://github.com/IndexFziQ/COMMA
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Researches on human activities have increased
over the past two decades with many fields con-
tributing including psychology, computer science
and so on. In this paper, we focus on works in two
human mental states, motivations and emotions,
that drive human activities. As for motivation, psy-
chologist Hull (Hull, 1974) believes that motivation
is the drive for human actions and explains why
people initiate, continue or terminate a certain ac-
tion at a particular time. From area of emotion,
numerous theories (Cacioppo and Gardner, 1999;
Kagan, 2007; Smith, 2016) that attempt to explain
the origin, function, and other aspects of emotions
have fostered more intense research on emotion
topic. Psychologist Plutchik (Plutchik, 1980) es-
tablishes a general psycho-evolutionary theory of
emotion, which introduces eight specific distinct
basic emotions. Each of basic emotions represents
adaptation to a prototypical task in human activity.

Aiming at modeling the relationship among hu-
man motivations, emotions and actions in language-
based human individual activities, we propose a
general Cognitive Framework of Human Activities
(COMMA). These relationships will help the re-
searchers of NLP areas track the cause of people’s
emotions and actions, and give a more reasonable
explanation and analysis for results. To verify
the effectiveness of our framework, we propose
three NLP understanding/generation tasks, includ-
ing emotion understanding, motivation understand-
ing, and conditioned action generation. More con-
cretely, we construct a new dataset HAIL (Human
Activities In Life) by automatically extracting sam-
ples with complete mental state annotation from
Story Commonsense (Rashkin et al., 2018a). Ex-
perimental results on NLP applications prove the
effectiveness of modeling the relationship. Further-
more, our models inspired by COMMA can better
reveal the essential relationship among motivations,
emotions and actions than existing methods.

2 COMMA

Human activities are interactions between internal
mind of people and the external environment. In
this part, we will describe the basic elements of
COMMA and modeling the relationship among ele-
ments in details.

2.1 Basic Elements in COMMA

Motivations are the innate physical or psycholog-
ical drives of human beings, and are the origin of

Exteral 
World

Internal 
Mind

ActionsMotivation

Emotion

History

…

Current

Figure 2: Relationship Modeling in COMMA.

human activities. Different psychological theories
have different classification rules for human moti-
vations. We utilize hierarchy of needs of Maslow
(1943) (physiological needs, stability, love and be-
longing, esteem, self-actualization).
Emotions are the psychological responses of moti-
vations to the degree of satisfaction with the exter-
nal environment. We employ the wheel of emotions
of (Plutchik, 1980) and use eight basic emotional
dimensions (joy, trust, sadness, surprise, fear, dis-
gust, anger, and anticipation). It has become a
common choice in the existing emotion catego-
rization literature (Mohammad and Turney, 2013;
Zhou et al., 2016; Rashkin et al., 2018a).
Actions are people’s behaviors that interact with
the external environment. Actions are under the
psychological condition of “one has a certain need
and develops on the direction of future emotion”
in this paper. Limited to the annotations of our
based data Story Commonsense (Rashkin et al.,
2018a), we treat story events as actions, which is a
sentence in language-based form. That is, a story
event equals to an action in this paper.

2.2 Relationship Modeling

As demonstrate in Fig. 2, COMMA is composed
of internal mind and external environment, where
people own internal mind (motivations, emotions)
and take actions in external environment. The solid
line and the dotted line represent forward and re-
verse reasoning respectively. We will attempt to
model relationships among the basic elements by
answering the next two questions.
Q1: Where are actions from? Following the
view of Hull (Hull, 1974), motivation is the drive
for human actions. Intuitively, current action also
caused by history actions. As shown in Fig. 2, moti-
vation and history actions leads to the development
of current action together. Meanwhile, actions de-
velop in the direction of the future emotion. For
instance, one wanted to eat, and one could eat some



165

Actions
Motivation

Emotion

…

(a) Emotion Understanding

Actions
Motivation

Emotion

…
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Figure 3: Three tasks for modeling motivations, emotions, and actions in language-based human activities. The
solid line and the dotted line represent forward and reverse reasoning respectively.

food and felt happy then. Conversely, one could
felt sad because one had nothing to eat.
Q2: Where are emotions from? Emotions
are mental states brought on by neurophysiolog-
ical changes, variously associated with thoughts,
feelings, behavioral responses (Panksepp, 1998;
Cabanac, 2002). In simplicity, emotions come
from the interaction between actions in the exter-
nal world and complex mental states. In this work,
we predigest this complicated process. As demon-
strated in Fig. 2, emotion is conditioned by whether
the action satisfy the primary motivation, similar to
the statement in Li and Hovy (2017). For example,
one wanted to eat, and one would happy if he ate
some food, either sad if no restaurant opened.

All in all, relationships of motivations, emotions
and actions are demonstrated in Fig. 2:
(1) Motivation and history actions cause action;
(2) Emotion is effect of motivation and action.

These relationships will help the researchers
track human’s motivations, emotions and actions.

3 Tasks and Data

To verify the effectiveness of COMMA, we propose
emotion understanding, motivation understanding,
and conditioned action generation tasks. Corre-
spondingly, we build a HAIL dataset by automati-
cally extracting samples with complete mental state
annotation from Story Commonsense (Rashkin
et al., 2018a).

3.1 Task Definition

The annotations of all elements in COMMA is de-
fined as follows:
A: The current action.
H: The history actions.
C: The character of current action.
M: The motivation to drive the current action.
E : The resulted emotion of the current action.

Emotion Understanding (EU) We formulate emo-
tion understanding as sequence classification prob-
lems consisting of history actions, current action
and people’s motivations as context and a objective
resulted emotion. As shown in Fig. 3(a), given
the motivation M, character C and all actions (H
and A), the EU task is to select the most plausible
emotion E .
Motivation Understanding (MU) As demon-
strated in Fig. 3(b), compared with EU, motiva-
tion understanding is a reversed reasoning process.
Given the emotion E , character C and all actions (H
and A), the MU task is to reversely reason about
the most plausible motivation M.
Conditioned Action Generation (CAG) From Fig.
3(c)), CAG is the task of generating a valid action
A and predicting the desired emotion E conditioned
on the history actions H, character C and motiva-
tion M. Formally, the task requires to maximize
P (A, E|H, C,M).

3.2 Data Collection

To verify the effectiveness of COMMA, we con-
struct a new dataset HAIL (Human Activities In
Life) for the above three tasks by automatically ex-
tracting from the existing resource, Story Common-
sense(Rashkin et al., 2018a). Story Commonsense
dataset manually annotates human motivations and
emotions of the event in daily commonsense sto-
ries. It is an important resource for studying the
causality of motivations, actions, and emotions in
language-based individual activities. Note that, the
characters of the actions (story events in this paper)
are required to have both motivation and emotion
labels in our collected data HAIL. In order to ob-
tain such (motivation, action, emotion) samples, we
align the motivation prediction and emotion pre-
diction data sets of Story Commonsense guided by
the story id and the character of the current story
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e.g. : Physiological

<act> C eat a pizza </act>

<emo> C’s emotion is joy </emo> </s>

<s> <ht> History Actions </ht>
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Frank put on a movie and ordered some pizza.

Tony ordered pizza for his friends in appreciation.

Ella had pizza for dinner on a Friday night.
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Rick asked his daddy to give him pizza.
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: j-th concept of i-th label (s represents the current categorization). 

Figure 4: Model overview (A) for emotion and motivation understanding tasks (emotion understanding as an
example). B is the detail of concept knowledge base construction. C shows three options of voting module in A.

event. In all, we extract 13,568 examples from
Story Commonsense that meet our requirements.
The I/O of three tasks are summarized in Table 1.
More details, please refer to Appendix A.2.

EU Task MU Task CAG Task
Input output Input output Input output

H,A,C,M E H,A,C,E M H,C,M A,E

Table 1: Input and Output of tasks in HAIL.

4 Methodology

4.1 Model for Emotion Understanding
Our method combines Human Activity Encoder,
Concept Knowledge Base with a voting module
component, which is shown in Fig. 4. All inputs are
refactored by prompt templates and special tokens
(Appendix A.1) to improve understanding.

4.1.1 Human Activity Encoder
Here, we use ROBERTA (Liu et al., 2019) as our
language-based human activity encoder. It is a
improved robust BERT (Devlin et al., 2019) which
shows state-of-the-art results in many NLP tasks.
We use the hidden state representation of <s> as
the sentence representation hs.

4.1.2 Concept Knowledge Base
For emotion understanding and motivation under-
standing tasks, we introduce knowledge bases to
calculate the distribution of commonsense knowl-
edge in language-based actions of all motiva-

tion/emotion categories. In this paper, common-
sense knowledge means commonsense concepts
(i.e., words) with significant meanings that appear
in language-based actions.

We build the Motivation Concept Knowledge
Base (MCKB) in three steps. Firstly, we extract
representative commonsense concepts (details in
Appendix A.3). Then, we count the number of
occurrences of each commonsense concepts in the
category of motivations. The last step is to calculate
word frequency. The knowledge distribution of
each concept is computed as below:

E
(
csij

)
=

Num
(
csij

)

∑n
i=1 Num

(
csij

) × Vsi

N si
(1)

where csij is j-th concept of i-th label (s represents
the current categorization), Num is the number of
concept csij occurrences. V is the size of the con-
cepts vocabulary. N is the total number of all
concept occurrences.

4.1.3 Classifier with Voting Gate
For emotion understanding task, we respectively
calculate neural distribution of ROBERTA and
knowledge distribution of MCKB. Lastly, we uti-
lize a voting gate module to vote and integrate these
two distributions.
Neural Distribution of Encoder Once the sen-
tence encoding hs is extracted, we then compute
a probability distribution over labels, Pz , by the
hidden representation from the classifier token
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GPT-2/
BART

<s> <ht> History: Linda hung up the phone. She'd just 
ordered a pizza to her house. An hour later, the delivery 
man pulled up. He handed her a big, hot box.  </ht>

<act> Linda couldn't wait to eat the whole pizza! </act>

<mot> Linda’s motivation is Physiological need </mot> 
pred emotion

CLS Head

LM Head

future emotion

!"(#|$) joyjoy: 0.85

Figure 5: An example and the model architecture (GPT-2 or BART with language model head and emotion prediction
head) for conditioned action generation task. Human mental states and key words in action are italic. The words
expressing future emotion in action are bolden.

hs ∈ RH through an MLP:

Pz = W2 tanh (W1hs + b1) (2)

where W1 ∈ RH×H , b1 ∈ RH and W2 ∈ RN×H ,
N is the number of labels. The model’s predicted
answer corresponds to the label of motivations with
the highest probability.
Knowledge Distribution of KBs First, we use
NLP parsing methods to extract representative com-
monsense concepts corresponding to the current
action. Second, we use each commonsense con-
cept to retrieve the corresponding distribution in
concept KBs. In this way, the distribution of all
commonsense knowledge {Pc1 , Pc2 , . . . , Pcn} in
the current motivation category is obtained. More
details, please refer to Appendix A.3.
Voting Gate As shown in Fig. 4, the specific voting
method is as follows:

Pf = Fv(Pz, [Pc1 , Pc2 , ..., Pcn ]) (3)

where n is the number of related concepts to ac-
tion. Among them, Fv denotes voting ensemble
by pooling (such as AVER, MAX, and SUM pool-
ing), multi-layer perceptron (MLP) or gating mech-
anisms. Finally, the selected label of the largest
probability is used as the final prediction result.

4.2 Model for Motivation Understanding
Similar to the model for emotion understanding, we
build emotion concept knowledge base (ECKB).
The difference is the categorization and the dimen-
sion of ECKB. The remaining modules are the
same as Emotion Understanding.

4.3 Model for Conditioned Action Generation
As shown in Fig. 5, for conditioned action
generation task, we employ pre-trained trans-
former (Vaswani et al., 2017) based language mod-
els (LM) because of their exceptional performance
across related NLG tasks (Forbes et al., 2020;
Rudinger et al., 2020; Sakaguchi et al., 2020; Peng
et al., 2022b). Specifically, we select two standard

text generation models for conditioned action gen-
eration task, BART and GPT2. 1. BART (Lewis
et al., 2020) is an encoder-decoder architecture; 2.
GPT2 (Radford et al., 2019) is a single “standard”
LM. We call the models trained in our settings as
COG-BART and COG-GPT2 for performing ex-
periments. Besides, in order to control the direction
of action generation is oriented to the future emo-
tion, we adopt a emotion predictor to minimum the
distance between given emotion of action and the
given emotion label. To teach the model semantic
information of the input text, which are motiva-
tions and all actions, we design prompt template
for action generator (Table 9 in Appendix A.1).

4.4 Training
Emotion Understanding and Motivation Under-
standing For encoders of these two tasks, we adopt
the general MLP classification head and obtain the
distribution on each label after fine-tuning with
cross-entropy loss:

LCLS = −
n∑

i=1

p (xi) log (q (xi)) (4)

where xi represent one sample in EU and MU tasks.
Conditioned Action Generation GPT-2 and BART

is trained to learn to produce the action A of the
given history actions H, motivation M and corre-
sponding character C. To achieve this goal, our
approach is trained to maximize the conditional
log-likelihood of predicting the object tokens of A:

LLM = −
|H|+|M|+|C|+|A|∑

t=|H|+|M|+|C|

logP (xt | x<t) (5)

What’s more, the predicted emotion distribution
of emotion predictor is supervised by the given
emotion label distribution with KL-divergence.

LKL = KL(p(ei)|q(ei)) (6)

where p(ei) is the predicted emotion distribution,
and q(ei) is the given emotion label distribution.
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To summarize, the total loss is:

L = λ1LLM + λ2LKL (7)

where λ∗ is the hyper-parameter controlling the
proportion of each part.

5 Experimental Setup

5.1 Baselines
We select the following three baselines for emo-
tion understanding and motivation understanding
tasks: 1. GRU (Chung et al., 2014) is a one-layer
bi-GRU encodes the input text and concatenates the
final time step hidden states from both directions to
yield the sentence representation hs. 2. BERT (De-
vlin et al., 2019) is a standard pre-trained language
model. We concatenate sentences using specific
separator tokens ([CLS] and [SEP]). Finally, we
take the hidden state representation of [CLS] in
the last layer of BERT as the overall representa-
tion hs of sentence pairs. 3. RoBERTa (Liu et al.,
2019) is a improved robust BERT which shows
state-of-the-art results in many NLP tasks. We use
the hidden state representation of <s> as the sen-
tence representation hs.

For conditioned action generation task, we
choose GPT2 (Radford et al., 2019) fine-tuned on
ROCStories (Mostafazadeh et al., 2016) and HAIL
as baselines.

5.2 Implement Details
We train baselines and our models on 9k HAIL
training examples, then select hyper-parameters
based on the best performing model on the dev set
(2k), and then report results on the test set (2k).
We employ GPT2 large (1.5B), BART large (680M)
and ROBERTA large (340M) for our model. We
implement our methods with HuggingFace§ (Wolf
et al., 2020) PyTorch (Paszke et al., 2019). We use
V-100 GPU to run the experiments. More details,
refer to Appendix A.4.

5.3 Metrics
Automatic Metrics. We report the micro-averaged
precision (P), recall (R), and F1 score¶ for emotion
and motivation understanding tasks.

For conditioned action generation task, we adopt
three automatic measures to evaluate the generated
textual action distribution both on content quality

§https://github.com/huggingface/transformers
¶https://github.com/scikit-learn/scikit-learn

and rationality. We use the following measures:
(1) Perplexity (PPL) as an indicator of fluency. A
smaller value is better. (2) BLEU (Papineni et al.,
2002) score with n is 1, 2, 4. (3) Rouge (Li et al.,
2016) score with n is 1, 2 or L.
Human Evaluation Metrics. We also conduct
a human evaluation of generated action. Crowd-
workers are required to evaluate actions on a 0-3
scale (3 being very good) from two different per-
spectives: (1) content quality to indicate whether
the generated action is fluent and coherent, and
(2) content rationality to assess whether it follows
the given motivations and emotions.

5.4 Results of Automatic Evaluation
Emotion Understanding. We show results on the
test set in Table 2. Our approach, which using
prompt template, constructed KBs, ROBERTA and
voting module, achieves the highest score of all
models. It is interesting that the emotion under-
standing task is hard for pre-trained language mod-
els with only 59.12 F1 score. This task would need
more knowledge and reasoning abilities.
Motivation Understanding. As shown in Table
3, we can conclude that our method outperform
other models. However, the improvement of our
baseline in this task is small. It is possible that
motivation understanding task needs the ability of
reasoning. All in all, motivation understanding task
is challengeable for the state-of-the-art models in
natural language understanding tasks.
Conditioned Action Generation. Table 4 shows
that our COG-GPT2 and COG-BART outperforms
all baselines, indicating that it can serve as good
base action generation model. We can conclude
that the BLEU-1 score of COG-GPT2 models is the
best. For Rouge score, COG-BART model shows
best performance. One reason could be that the
summarization task is helpful for generating text
with larger recall.
Summary. In conclusion, our approach shows bet-
ter performance than other implemented state-of-
the-art models with the relationship of motivations,
emotions and actions. The results of all tasks verify
the feasibility of COMMA.

5.5 Results of Human Evaluation
We also performed manual evaluation for condi-
tioned action prediction. We randomly selected
100 instances from the test set and used the eval-
uated model to generate actions. In our work, we
compare the generated stories in pairs, and each
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Models P R F1
GRU (Chung et al., 2014) 36.23 36.76 36.51
BERTBASE

† (Devlin et al., 2019) 47.63 54.34 49.77
BERTLARGE

† (Devlin et al., 2019) 53.95 55.23 53.23
ROBERTABASE

† (Liu et al., 2019) 51.47 55.64 53.09
ROBERTALARGE

† (Liu et al., 2019) 54.36 58.27 55.93

OURS 56.75 60.39 59.12
(1) w/o ROBERTA 54.04 58.77 58.77
(2) w/o Knowledge Base 54.73 58.90 57.62
(3) w/o prompt template 54.95 58.23 56.23
(4) w/o voting module 55.81 59.01 57.54
(5) w/o motivation 38.38 52.88 45.74

Table 2: Results of Emotion Understanding. Our Ap-
proach is our proposed model. † means following the
experimental settings in papers.

Models P R F1
GRU (Chung et al., 2014) 40.53 40.27 40.89
BERTBASE

† (Devlin et al., 2019) 60.57 60.80 60.28
BERTLARGE

† (Devlin et al., 2019) 61.17 61.45 60.96
ROBERTABASE

† (Liu et al., 2019) 61.53 61.62 61.06
ROBERTALARGE

† (Liu et al., 2019) 63.50 63.97 63.57

OURS 64.57 64.56 63.96
(1) w/o ROBERTA 59.68 59.24 58.77
(2) w/o Knowledge Base 62.34 62.35 62.57
(3) w/o prompt template 63.22 63.76 62.19
(4) w/o voting module 63.65 63.93 62.44
(4) w/o emotion 64.02 63.95 63.42

Table 3: Results of Motivation Understanding. Our
Approach is our proposed model. † means following the
experimental settings in papers.

pair is evaluated by 3 judges. The last two columns
of Table 4 report the average improvements as well
as absolute scores for content quality and rational-
ity. We can conclude that models with our designed
prompt template and training loss outperform the
models pre-trained on story corpus with the lan-
guage model objective. It is interesting that the
content of generated actions is fluent and grammat-
ical, which indicates that GPT2 and BART is good
at organize natural language.

6 Analysis and Discussion

6.1 Ablation Study

To analyze the importance of different modules in
our baseline models, we perform ablation study
on our approach in emotion and motivation under-
standing. As shown in Table 2 and Table 3, (1) de-
notes that the semantic representation of ROBERTA

is crucial for understanding tasks. Compared (1)
and (2), we find that ROBERTA and KBs have the

Figure 6: Case study for emotion and motivation under-
standing. Our framework can give better interpretability.

similar scores in motivation understanding. (3)
and (4) indicate the importance of prompt template
and voting modules designed for ROBERTA. (5)
strength that joint modeling motivation, emotion
and action is helpful for emotion and motivation
understanding.

6.2 Human A/B Test
Human A/B test is also conducted. We try to di-
rectly compare our model with other baselines. We
randomly sample 100 examples each for our model
and baseline models. Three annotators are given
generated responses from either our model or base-
lines in random order and are asked to choose a
better one. They can either choose one of the re-
sponses or select “Tie” when the quality of pro-
vided options are hard to access. Results in Table 5
confirm that the responses from COMMA are more
preferred by human judges.

6.3 Case Study
Emotion and Motivation Understanding. Fig.
6 illustrates the distribution of ROBERTA and our
concept knowledge base. Our method can bring
with better interpretability with the knowledge of
key words in human activities. Fig. 6 shows that
knowledge base predicts correctly in emotion un-
derstanding and help motivation understanding.
Conditioned Action Generation. Since the pro-
posed models can generate actions conditioned on
one’s motivation, they can be used to unfold action
in diverse situations for a combination of history
actions, character, motivation, and emotion. We
demonstrate this capability in Table 6.

√
means

reasonable.

!

means that the generated action can
not express the corresponding aspect.

!

repre-
sents that the consistency is debatable. It can be
concluded that motivation and emotion are all
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Models Automatic Eval Human Eval
PPL BLEU-1 BLEU-2 BLEU-4 Rouge-1 Rouge-2 Rouge-L Content Plausible

GPT2+ROC‡ 12.47 17.24 6.26 2.16 6.86 0.23 6.44 2.36 0.79
GPT2+HAIL‡ 11.83 16.46 5.81 1.92 7.32 0.38 6.71 2.24 0.56

COG-GPT2 6.85 22.48 7.54 2.85 10.86 1.05 10.25 2.79 2.12
w/o E 7.99 22.29 7.58 2.81 10.22 0.94 9.66 2.85 1.79
w/o M 8.56 21.71 7.12 2.48 10.57 0.96 10.06 2.72 1.63

COG-BART 6.58 24.51 2.26 0.31 18.71 3.11 17.24 2.87 1.98
w/o E 7.65 23.62 2.01 0.22 17.68 2.74 16.25 2.86 1.58
w/o M 8.86 23.98 1.94 0.16 18.53 2.72 16.99 2.79 1.85

Table 4: Automatic and human evaluation results of our COG-GPT2 and COG-BART models on conditioned action
generation. COG-GPT2 and COG-BART are trained with the combination of character C, motivation M and are
required to predict emotion E . ‡ represents pre-training GPT2 with language model objective on the corresponding
corpus. ROC is ROCStories (Mostafazadeh et al., 2016) and HAIL is the train set of our proposed dataset.

Methods Win Loss Tie κ

COG-GPT2 v.s. GPT2+ROC 54.2% 19.5% 26.3% 30.8
COG-GPT2 v.s. GPT2+HAIL 49.4% 18.7% 31.9% 29.6
COG-BART v.s. GPT2+ROC 53.3% 18.4% 28.3% 28.9
COG-BART v.s. GPT2+HAIL 54.3% 14.6% 31.1% 31.3

Table 5: Human A/B Test of COMMA. Results show
that COMMA performs baseline models sufficiently. κ
denotes Fleiss’ kappa (all are fair agreement or moderate
agreement). The p-value of scores < 0.05 in sign test.

important for action generation. COG-GPT-2
tends to generate short but reasonable actions. But
actions generated by COG-BART usually are long
but repetitive. From the samples tagged by thinking
face, we can see that only motivations or emotions
are hard to make action prediction.

Furthermore, we perform some case studies with
different inputs. The actions, with the inputs of spe-
cific history actions H, character C, motivation M
or emotion E , are generated by COG-GPT-2, COG-
BART or human writing. From the first line of Fig.
7, Jose has a spirit growth need and Jose’s emo-
tional expectation is joy. As demonstrated by the
three actions, we can conclude that the COG-GPT-
2, COG-BART based models can generate reason-
able actions. Interestingly, COG-BART can guess
that the destination of the trip is Las Vegas, which
is competitive to human writing. In the second
example, all actions can not clearly express that
the emotional expectation is joy, where a big bowl
generated by COG-GPT-2 could somewhat show
the happiness of Tom. Last but not least, Tim was
afraid to go outside and Tim went to the store to buy
a new pair of shoes are plausible corresponding to
the stability need. It is possible that stability need
is more abstract for pre-trained language model

Models
Given H = Kim and her glass
went on a field trip to an aquarium.
C=Kim, M=spirit growth, E=joy

R

GPT2+ROC Kim has a very good sense of humor .

!

GPT2+HAIL The personality of Kim could be humorous.

!

COG-GPT2 She was able to get a job at a local restaurant.
√

w/o E She was so excited to go.

!

w/o M Kim was a very hard working woman.

!

COG-BART Kim had always wanted to go to the beach.
√

w/o E Kim had always wanted to be a pilot.
√

w/o M Kim and her friends decided to go on a date.

!

Human Kim enjoyed looking at the sea creatures.
√

Table 6: Case study of conditioned action generation
task for all models, which are tested with history actions,
character Kim, motivation spirit growth, emotion joy.
Rationality is abbreviated as R. The colored text means
generated action satisfy the aspects of mental states.

(PLM) to understand. Besides, we can find that all
actions lack the expression of trust emotion. One
reason is that the PLM based models are insensi-
tive to emotional inputs, which is challengeable in
future work.

6.4 Visualization Analysis
To verify the claim COMMA can reveal the es-
sential relationship among motivations, emotions,
and actions, we conduct a visualization analysis
of relationships among motivations, actions, and
emotions with our approach. Fig. 8 demonstrates
the matrix of final prediction probability of mo-
tivations and emotions in emotion understanding
tasks. The matrix makes motivations, actions and
emotions close together and shows that motiva-
tions (spiritual growth) have the future emotion (i.e.
anticipation(195.8E−3)). With this matrix, we can
better reveal the essential relationship among moti-
vations, emotions, and actions. Therefore, we can
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Cog-GPT-2: Tom was eating a big bowl of cereal.

Human: He book a trip to the Yukon to fulfill his dream.

Human: Marc offers to buy Tom skyline chilli if he pays him back.

ActionsInput C M E

√

√

√

√

√
√

√

√
√

√

√

√

√

√

√

!

√

√

√

!

√

!

Cog-GPT-2: Tim was afraid to go outside.

Cog-GPT-2: Jose was very excited to go on a trip.

Cog-BART: Jose was excited to go on vacation to Las Vegas.

Cog-BART: Tom went to the grocery store to buy some food.

Cog-BART: Tim went to the store to buy a new pair of shoes.

Human: He freaked out and cried uncontrollably.

"""""

Emotion: joy 

Emotion: joy 

Character: Jose 

Motivation: spirit growth 

Character: Tom 

Motivation:  physiology 

Character: Tim 

Motivation:  stability 

Emotion: trust 

Figure 7: Case study with different inputs on conditioned action generation task.
√

means reasonable.

!

means
that the generated action can not express the corresponding aspect.

!

represents that the consistency is debatable.
The colored text means generated action satisfy the aspects of mental states.

0

200E-3

Joy
Trust
Fear

Surprise
Sadness
Disgust

Anger
Anticipation

Physiological    Stability       Love            Esteem   Spiritual Growth

Language-based Action: Rachel wanted to make a new playlist of songs.
label distribution computed by our model

3.7 6.5 10.1 7.1 93.9
0.2 0.4 0.6 0.4 5.8
0.2 0.3 0.4 0.3 4.0
0.2 0.3 0.5 0.3 4.5
0.6 1.0 1.6 1.1 14.6
0.1 0.2 0.3 0.2 2.5
0.1 0.2 0.3 0.2 2.8
7.8 13.7 21.1 14.8 195.8

Figure 8: Visualization of final distributions of model.
Each element of the above matrix uses scientific nota-
tion, and the exponent is −3.

supply more deep explanations about the relation-
ship of motivations, actions, and emotions based
on visualization analysis.

7 Related Work

There have been many large-scale language-based
resources to explore human mental state, such as
motivations and emotions. (Rashkin et al., 2018b;
Sap et al., 2019a; Hwang et al., 2020) explore the
human mental states in narrative text with series
of “if-then” relationships. SOCIAL IQA was intro-
duced by (Sap et al., 2019b) for probing emotional
and social intelligence in a variety of everyday sit-
uations. Most similar to our work, Rashkin et al.
(2018a) put forward Story Commonsense, which is
the causal reason for the changes in the psycholog-
ical state of the characters in the story.

Recently, a lot of work has begun to consider
introducing various mental state of human beings
into sentiment analysis and other NLP downstream
tasks. Li and Hovy (2017) explore the importance
of human motivations for sentiment analysis and
consider emotion as a specific event or entity that
realizes the mental state of human satisfaction with

oneself. Otani and Hovy (2019) regard human
motivation as the driving force of human emo-
tions, and take motivation detection as the first
step of emotion detection, which improves the sen-
timent analysis of evaluation. (Du et al., 2019; Am-
manabrolu et al., 2021; Xu et al., 2020; Brahman
and Chaturvedi, 2020) use the knowledge gener-
ated by COMET regarded the psychological state
of COMET as a condition for story generation.

All in all, the existing language-based resources
and works focus on the binary relationship between
action and each mental state. Diversely, we first
propose a cognitive framework that aims to analyze
comprehensive relationships among motivations,
emotions and actions in language-based human
individual activities.

8 Conclusion and Future work

In this paper, we propose a Cognitive Framework
of Human Activities (COMMA). To verify the
effectiveness of our cognitive framework, we intro-
duce three challenging NLP tasks, automatically
construct a dataset HAIL, and propose the corre-
sponding methods. Experimental results show a
better understanding of the relationship among mo-
tivations, emotions and actions under our COMMA
than existing methods. Modeling the relationship
among motivations, emotions and actions in human
activities can allow researchers to reason the essen-
tial causes of human activities from the cognitive
perspective and supply reasonable explanations.

In future work, we will explore COMMA on
various NLP downstream applications, such as in-
telligent dialogue, controllable text generation and
public opinion analysis. Besides, it is interesting to
further analyse more complex human activities.
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A Appendix

A.1 Prompt Template for Input
In emotion understanding task, a model is given his-
tory actions H, character C, a label of motivations
M and a textual action A. In motivation under-
standing task, inputs of model are history actions
H, character C, a emotional label E and a textual
action A. In conditoned action generation task,
history actions H, character C, a label of motiva-
tions M and a emotional label E are given to the
generator. We design simple prompt templates to
expand the semantic information of the motivation
and emotion labels, and also indicate the character
owning the motivation and emotion. All templates
for EU and MU tasks are as the following:
C’s history actions are __.
C’s motivation is __ .
C’s action is __.
C’s emotion is __.

Table 9 shows the template for conditioned ac-
tion generation. In summary, this technique can
enrich the semantic information of the labels and
bring the labels with the given character’s infor-
mation. Ablation studies show the effectiveness of
prompt template.

A.2 Data Collection
To verify the effectiveness of our cognitive frame-
work, we construct a new dataset HAIL (Human
Activities In Life) for the above four tasks by au-
tomatically extracting from the existing resource,
Story Commonsense(Rashkin et al., 2018a). Story
Commonsense dataset manually annotates human
motivations and emotions of the event in daily com-
monsense stories. It is an important resource for
studying the causality of motivations, actions, and
emotions in language-based individual activities.
Note that, the actors of the actions are required to
have both motivations and emotion labeling in our
collected data HAIL. In order to obtain such (moti-
vation, action, emotion) samples, we utilize NLTK*

(a natural language processing toolkit) and design
some rules. In all, we extract 13,568 examples in
Story Commonsense that meet our requirements.
Fig. 11 denotes the data statistics of label distribu-
tions in HAIL, including motivations and emotions.
The label distribution is relatively uniform, which
is conducive to the learning of the model.
Data Analysis We perform analysis about the gen-
der bias of open-text actions in HAIL. As is shown

*http://www.nltk.org/

Hyper-parameter Value

LR {1e-5, 2e-5}
Batch size {16, 32, 64}
Gradient norm 1.0
Warm-up 0.1
Max. input length (# subwords) 200
Epochs {3, 5, 10}

Table 7: Hyper-parameters of models based on BERT
and ROBERTA for emotion and motivation understand-
ing tasks.

Hyper-parameter Value

LR 1e-5
λ1 1
λ2 1.5
Batch size 32
Gradient norm 1.0
Warm-up 0.1
Max. input length (# subwords) 200
Max. output length (# subwords) 60
Max # Epochs 30

Table 8: Hyper-parameters of models based on BART
and GPT-2 for action prediction task.

Fig. 10, our dataset have a good distribution con-
sidering the gender of individual in all actions.

This mechanism ensures that there is a clear and
agreed-upon relationship between needs-action-
emotion in the story, and avoids subjectivity and
ambiguity in SCT (Sharma et al., 2018) and certain
NLU tasks (Nie et al., 2020).

A.3 Knowledge Distribution of KBs
The knowledge bases can give the knowledge dis-
tribution of the motivation/emotion category ac-
cording to the commonsense concepts appeared
in the action, which corresponds to Knowledge
Distribution. Specifically, we use tools such as
NLTK† and Spacy‡, and then remove stop words
and high-frequency words to extract representative
commonsense concepts corresponding to the cur-
rent action. Finally, we use each commonsense
concept to retrieve the corresponding distribution
in MCKB or ECKB. In this way, the distribution of
all commonsense knowledge {Pc1 , Pc2 , . . . , Pcn}
in the current motivation/emotion category is ob-
tained.

Base on the training set of our proposed HAIL,

†http://www.nltk.org/
‡https://spacy.io/
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Figure 9: Examples of distribution of motivations Concept KB (below) or Emotion Concept KB (top).

Input Prompt Template Output Prompt Template
[ht] C’s history actions are __ [/ht] and [mot] C has __ motivation [/mot] [act] __ [/act]

Table 9: In conditioned action generation task, input formats of COG-BART and COG-GPT2.

13%

41%

47%

Male Female N/A

Figure 10: Analysis of gender bias of HAIL.

we automatically construct knowledge bases of
motivations and emotions. Examples of them are
shown individually in Fig. 9. These two KBs can
be used to make prediction or assist the decision-
making of the deep model, Moreover, it can also
be used to evaluate or explain the forecast results.

A.4 Implement Details

We train baseline models on 9k HAIL training ex-
amples, then select hyper-parameters based on the
best performing model on the dev set (2k), and
then report results on the test set (2k). The hyper-
parameters of BART and GPT-2 is shown in Table
7. The hyper-parameters of BERT and ROBERTA is
shown in Table 8. We use V-100 GPU to run the
experiments.

A.5 Comparison of Different Inputs

In order to analyze the effectiveness of our base-
line models for action generation, we also perform
some case studies with different inputs. The ac-
tions, with the inputs of specific history actions H,
character C, motivation M or emotion E , are gen-
erated by COG-GPT-2, COG-BART or human writ-
ing. From the first line of Fig. 12, Jose has a spirit
growth need and Jose’s emotional expectation is
joy. As demonstrated by the three actions, we can
conclude that the COG-GPT-2, COG-BART based
models can generate reasonable actions. Interest-
ingly, COG-BART can guess that the destination of
the trip is Las Vegas, which is competitive to hu-
man writing. In the second example, all actions can
not clearly express that the emotional expectation
is joy, where a big bowl generated by COG-GPT-2
could somewhat show the happiness of Tom. Last
but not least, Tim was afraid to go outside and Tim
went to the store to buy a new pair of shoes are
plausible corresponding to the stability need. It
is possible that stability need is more abstract for
pre-trained language model (PLM) to understand.
Besides, we can find that all actions lack the expres-
sion of trust emotion. One reason is that the PLM
based models are insensitive to emotional inputs,
which is challengeable in future work.

A.6 Future work

Modeling the relationship among motivations, emo-
tions and actions in human activities can allow re-
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Figure 11: Data statistics of label distributions in HAIL, including Human motivations (Left Pic) and Emotion
Reactions (Right Pic).

Cog-GPT-2: Tom was eating a big bowl of cereal.

Human: He book a trip to the Yukon to fulfill his dream.

Human: Marc offers to buy Tom skyline chilli if he pays him back.
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Cog-GPT-2: Tim was afraid to go outside.

Cog-GPT-2: Jose was very excited to go on a trip.

Cog-BART: Jose was excited to go on vacation to Las Vegas.

Cog-BART: Tom went to the grocery store to buy some food.

Cog-BART: Tim went to the store to buy a new pair of shoes.

Human: He freaked out and cried uncontrollably.

"""""

Emotion: joy 

Emotion: joy 

Character: Jose 

Motivation: spirit growth 

Character: Tom 

Motivation:  physiology 

Character: Tim 

Motivation:  stability 

Emotion: trust 

Figure 12: Case study with different inputs on conditioned action generation task. The actions are generated
by COG-GPT-2, COG-BART or human writing with the specific character, motivation and emotion.

√
means

reasonable.

!

means that the generated action can not express the corresponding aspect.

!

represents that the
consistency is debatable. The colored text means generated action satisfy the aspects of mental states.

searchers to reason the essential causes of human
activities from the cognitive perspective and sup-
ply reasonable explanations. In future work, we
will explore COMMA on various NLP downstream
applications, such as intelligent dialogue, control-
lable text generation and public opinion analysis.
Besides, it is interesting to further analyse more
complex human activities.


